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1   |   INTRODUCTION

Pulse sequence design can be challenging due to both a com-
plex theoretical description and hardware limitations. To ad-
dress these problems, optimization-based approaches have 
been introduced.1–5 However, many operate by optimizing a 
unitary transformation, which manipulates the spin system 

to the desired state, even in the presence of experimental 
limitations.3,4,6 A caveat is that the operator must be known 
in advance and optimization is restricted to simple design 
scenarios.6 For the more general case of state-to-state op-
timization, Khaneja et al.1 introduced an optimal control-
based technique, which has found many applications.7–12 
The limitation of this approach is that the optimization can 
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Results: The optimized polarization transfer pulses improved the SNR by ~50% 
with a more than twofold reduction in the B1 field, and J-coupling modulation-
free excitation was achieved with a more than threefold reduction in pulse length.
Conclusion: This process could be used to optimize any pulse when there is a 
need to improve the uniformity and frequency selectivity of excitation as well as 
to design new pulses to steer the spin system to any desired achievable state.
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get trapped in local minima,1 and the gradient of the cost 
function can be difficult to calculate. Another constraint is 
that the time-steps be constant,1 imposing a further restric-
tion on the process. As a potential solution for nonconvex-
constrained optimization problems, a genetic algorithm 
was proposed,13 which is a stochastic solver working with a 
population of solutions. Convergence to a global optimum is 
possible with no initial guess and convexity requirements on 
the cost function. A further advantage is that a cost-function 
gradient does not need to be calculated, yielding a simple 
framework that can incorporate any constraint and can be 
used to compose arbitrarily complex cost functions. Veglia 
et al2 introduced a genetic algorithm-based approach for op-
timized spin dynamics, but this optimizes only the phases 
of a fixed number of pulses and delays between the pulses 
in order to avoid the need for spin dynamics simulations. 
Here we present a more general approach, which includes 
an efficient method for spin dynamics simulations and in-
corporates frequency selectivity. The optimization process 
was used here to design improved pulse sequences for trans-
ferring polarization from hyperpolarized X nuclei to spin 
coupled protons with the aim of increasing the sensitivity 
of detection of hyperpolarized 13C and 15N-labeled metab-
olites.14–16 Given the reciprocity of this polarization transfer 
process, we used thermally polarized instead of hyperpo-
larized metabolites and compared the performance of the 
optimized pulses to the conventional insensitive nuclei en-
hanced by polarization transfer (INEPT) pulse sequence17 
for transferring polarization from protons to X nuclei in [1-
13C]lactate, [2-13C]lactate, and [15N2]urea. The former shows 
weak J-coupling, for which relaxation losses are mainly re-
sponsible for decreased sensitivity. The latter 2 are examples 
of strong J-coupling where the validity of the product op-
erator formalism, which assumes instantaneous rotations, 
is compromised; and for [2-13C]lactate, the several ms long 
adiabatic pulses used in experiments with surface coils in 
vivo to improve B1 field uniformity cannot fit into the ideal 
time window of the polarization transfer block. With [15N2]
urea, we also demonstrate the feasibility of partial transfer 
of polarization from the hyperpolarized 15N nucleus to the 
spin-coupled protons.15 Finally, we design excitation pulses 
that result in the selection of a single component of the 13C 
and 15N multiplets in [2-13C]lactate and [15N2]urea respec-
tively, which eliminate J-coupling–associated image arte-
facts, and compare the results obtained with the solution 
proposed in Ref. [18].

2   |   THEORY

The optimization treats the pulse sequence as a shaped 
pulse with arbitrary amplitude, phase, and duration at each 
pulse point on each frequency channel. The cost function 

contains the spin dynamics simulation and a subsequent 
Bloch simulation to yield the desired frequency selectivity.

2.1  |  Encoding the solutions

The shaped pulse at each frequency (e.g., 13C and 1H) is dis-
cretized to N number of time-steps. During each time-step, 
every pulse has an amplitude (B1), duration (�), and phase 
(Φ) (Figure 1). For delays, the RF amplitude of the time-step 
is set to 0. The only restriction is the number of time-steps. 
The minimum length of the time-steps can be constrained 
by the time resolution of the waveform-generator and the 
amplitudes of the RF pulses by the performance of the RF 
amplifier and transmit coil. Duty cycle constraints can 
also be incorporated as a penalty term in the cost function. 
Including the length of the pulse points in the optimization 
variables increased the flexibility of the algorithm; however, 
the final pulses had to be adjusted to match the RF raster 
time, which was 4 µs. This entailed rounding of the time-
steps to integer multiples of the raster time and a slight 
correction in the corresponding amplitude. This had no 
noticeable effect on pulse performance. Alternatively, the 
time-steps can be constrained during the optimization to 
only take values that are integer multiples of the raster time.

2.2  |  Smoothness and amplitude 
constraints on shaped pulses

Because RF coils and amplifiers cannot produce arbitrar-
ily high B1 fields or produce an instantaneous change in 
pulse amplitude, the amplitudes of the shaped pulses were 
truncated to a user-defined maximum value and then 
projected onto a set of waveforms with prescribed upper 
bounds on the first and second derivatives for each itera-
tion of the optimization. The result is a smoothed equiva-
lent, which is the closest to the original input waveform in 
the function norm defined in Equation 1. This is a convex 
problem that can be solved efficiently with accelerated 
proximal gradient descent.19 

This projection does not add a noticeable increase to the 
run time of the cost function evaluation (Figure 2) and gave 
smooth changes in spin dynamics with respect to B1 deviations 
and frequency offsets. This allowed the use of very coarse B1 
and frequency offset grids and accelerated considerably solver 
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iterations. The values of α and β were selected empirically and 
had no noticeable effect on the runtime.

2.3  |  Cost function and spin-dynamics 
simulations

The spin system Hamiltonian contains interaction terms 
for the nuclear spins with the external magnetic field and 

with each other. By adding RF pulses, a general effective 
Hamiltonian can be simulated. In Liouville-space, the 
equation of motion for the density operator (�) in the pres-
ence of relaxation can be written as20: 
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F I G U R E  1   Parameters used in pulse sequence optimization (A). The parameters are the amplitude (B1), phase (Φi) and the length (τi) 
of the individual pulse points. A shaped pulse is played out on the RF channel(s), which steer the initial density operator (�̂0) to the target 
density operator (�̂tgt). In a heteronuclear polarization transfer experiment, there are two RF channels: one for proton and one for the X-
nucleus (B). Flowchart for calculation of the cost function (C). Φi, phase; τi, length; B1, amplitude

F I G U R E  2   (A) Runtime of the cost function evaluation for 5 coupled spins as a function of the number of RF pulse points. The 
additional runtime for implementation of the smoothness constraint (B) and the Bloch simulation for enforcing frequency selectivity (C) was 
negligible in comparison (6–10 ms and 200–400 ms, respectively). The runtime analysis for the Bloch simulation also illustrates the speed of 
the proposed method for pulse sequence design when there is no spin–spin coupling
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where ̂̂ℋ0 is the free-evolution Hamiltonian superoperator; 
̂̂
ℋk are the RF field Hamiltonian superoperators correspond-
ing to the different frequency channels and coordinate axes (d 
is the overall number of degrees of freedom, therefore for 2 RF 
channels d = 4); and ̂̂Γ is the thermally corrected21,22 relax-
ation superoperator. With a discretized shaped pulse, when 
the Liouvillian of the individual pulse points is time-
independent, the evolution of the density operator is given by 
the N propagator through the N time-steps: 

The density operator at the end of the pulse sequence 
is: 

The value of the cost function can be obtained by com-
paring the final density operator, which is the result after 
the propagator train, to the preferred density operator. The 
preferred density operator reflects the desired result, for 
example, that all of the available magnetization is on the 
proton x-axis.

The pulse sequence has to be robust to the effects of B0 
and B1 field inhomogeneities. Therefore, the cost function 
is evaluated over a range of frequency offsets and B1 am-
plitudes. The final fitness of the solution is the weighted 
average of these cost function values for which the weights 
account for the width of the resonance and the expected 
B1 variation over this range of frequencies. These weights 
were assigned according to Gaussian distributions.

2.4  |  Spin systems

The Hamiltonian of the [1-13C]lactate spin-system in the 
presence of RF irradiation in the doubly rotating frame, 
with magnetic equivalence of the 3 methyl protons, is: 

where Ŝ
CH3

z = Ŝ
CH3,1

z + Ŝ
CH3,2

z + Ŝ
CH3,3

z  is the sum of the 
individual spin operators, and Îx,y and Ŝx,y denote oper-
ators for the carbon and proton spins, respectively. The 
spin system in [2-13C]lactate is the same as for [1-13C]lac-
tate except that the J-couplings and relaxation times differ 
and the methine proton is on resonance; therefore, the off-
resonance term is ΩSCH3 Ŝ

CH3

z .

In [15N2]uream there are 2 pairs of protons, each pair 
coupled to one 15N nucleus. Therefore, the Hamiltonian 
of the spin system in the presence of RF irradiation in the 
doubly rotating frame is: 

The dual-tuned surface coils used enabled simultaneous 
pulsing on both frequency channels; therefore, the RF pulse 
terms for both protons and X-nuclei are present in ĤRF.

2.5  |  Approximation used in the spin 
dynamics simulations

Simulation of the spin dynamics scales exponentially with 
the number of spins and quickly becomes computation-
ally intensive and often unfeasible. Numerous approaches 
have been introduced to tackle this problem.23–28 These 
build mostly on the inherent symmetries of the spin sys-
tem and reduce the matrix size by means of state space 
restriction methods. Simulation of the 5 spins in [1-13C]
lactate yields a Liouvillian matrix with dimensions of 
1024 × 1024. Exponentiation of such a matrix is compu-
tationally expensive. Repeating it at every pulse sequence 
element for every member of the genetic algorithm popu-
lation in every iteration makes the optimization unfeasi-
ble, even when Krylov propagation29 is used. State space 
reduction methods are designed to reduce significantly 
the dimensionality but are more efficient for larger spin 
systems. Instead, the following approximation was used: 

The error of this approximation for noncommuting 
operators has an upper bound,30 and the discrepancy is 

small provided that the relaxation rates≪ effective rota-
tion field. For the optimization process, close approxi-
mation is not required if the monotonicity of the cost 
function is preserved. This means that the location of 
the minima are preserved, and a minimizer of the trans-
formed cost function is also a minimizer of the original 
cost function. Splitting of the Liouvillian is especially 
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useful for hyperpolarized experiments, for which the 
thermal correction in the relaxation superoperator be-
comes redundant,14,15,31 yielding a diagonal matrix 
when the phenomenological relaxation model is used. 
Therefore, the approximate spin dynamics can be sim-
ulated in Hilbert space, which reduces the matrix size 
to 32 × 32 and, in the uncorrelated random fields relax-
ation regime, the exponentiation of the relaxation ma-
trix can be performed by using a matrix composed of 
the exponentials of the entries. The situation is similar 
for thermally polarized samples with long T1 times, for 
which signal recovery during the RF pulse sequence can 
be neglected. This approximation reduced the compu-
tational time by more than a hundredfold. This means 
that the relaxation superperator had diagonal entries 
containing only the relaxation rates. Higher-order spin 
terms were assumed to relax with the sum of the individ-
ual relaxation rates. For example, the time required for 1 
iteration of the solver for the [1-13C]lactate spin system 
decreased from > 500 s to ~2–5 s (Figure 2A). The polar-
ization transfer sequences required approximately 1000 
solver iterations, resulting in a total runtime of approxi-
mately 1 h. The J-coupling artefact-free excitation pulse 
required approximately 10 min. The convergence crite-
rion was met when the decrease in the cost value was < 
1% over the course of 50 solver iterations. If a specific 
problem needs higher performance, or to test optimality, 
the solver can be restarted; the output solution can be 
used as 1 member of the initializer population, which 
is otherwise a completely random sample. In off-line 
optimization-based design processes, it is often accept-
able to allow several days of run time.6,32

2.6  |  Validation of the simulations

The spin dynamics in the cost function of the optimiza-
tion and the predicted transfer values were simulated with 
in-house MatLab (version 2020a; Mathworks, Natick, 
MA) scripts. The peak transfer values were confirmed 
using SpinDynamica (www.spind​ynami​ca.soton.ac.uk) 
in Wolfram Mathematica (version 11; Wolfram Research, 
Inc, Champaign, IL). When relaxation losses were esti-
mated, the PhenomenologicalRelaxationSuperoperator 
function was used with the indicated T1 and T2 relaxation 
times.

2.7  |  Achieving frequency selectivity

Following the spin dynamics simulation, a subsequent 
Bloch simulation was inserted to yield the desired fre-
quency selectivity. This is different from the robustness 

to frequency offset, which aims to yield the same action 
on the resonance of interest over a range of frequency 
offsets, whereas the frequency selectivity aims to prevent 
unwanted excitation of other resonances. This selectivity 
is achieved by prescribing frequency regions by means of 
a weight function (W) with ideally 0 excitation, and the 
deviation from this ideal excitation profile is used to calcu-
late a penalty term (Equation 8) for the final cost accord-
ing to the norm defined in Equation 1. 

This penalty term is indispensable where multiple 
resonances are of interest, especially with nonrenewable 
hyperpolarized signals. For example, in an experiment for 
which exchange of hyperpolarized 13C label between [2-
13C]pyruvate and lactate is monitored, the lactate pulse 
should yield 0 excitation in the neighborhood of the pyru-
vate resonance in order to preserve the stored polarization 
in pyruvate. The Bloch simulation increased the total time 
of the cost function evaluation by 1%–3% (Figure 2C).

The frequency offsets and relative B1 values (relative 
to the nominal B1 value) used in the optimization process 
were [−200 Hz, 200 Hz] and [0.1, 3.3], with step-sizes of 
100 Hz and 0.8, respectively. The cost function values were 
weighted according to Gaussians, with a FWHM of 400 Hz 
for the frequency offsets and a FWHM of 2 for the relative 
B1 amplitudes.

3   |   METHODS

Experiments were performed at 7 Tesla (Agilent, Palo 
Alto, CA) using home-built dual-tuned 2-cm diameter 1H-
13C and 1H-15N transmit–receive surface coils. Phantom 
experiments were performed using thermally polarized 
5M [1-13C]lactate, 2M [2-13C]lactate, and 1M [15N2]urea 
solutions. Spectra were acquired into 1024 complex points 
with a spectral bandwidth of 4006 Hz. In the polarization 
transfer experiments, the reference experiment, acquired 
without polarization transfer, used a 2 ms 90° type-4 B1 -​
insensitive rotation (BIR4) adiabatic excitation pulse im-
mediately followed by signal acquisition.

3.1  |  Adiabatic INEPT pulse sequence

The adiabatic INEPT pulse sequence used for proton to 
carbon polarization transfer in the [1-13C]lactate phantom 
is described in Ref. [14]. The transfer block employed 4 ms 
90° sinc pulses and 10 ms hyperbolic secant (HS8) adiaba-
tic refocusing pulses. The delay between the center of the 
first and second 90° pulses was 121.95 ms, and the delay 

(8)penalty =W ∙‖Mz,simulated−Mz,ideal ‖22.

http://www.spindynamica.soton.ac.uk
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between the center of the second 90° pulse and the start of 
acquisition was 47.78 ms.

3.2  |  BINEPT pulse sequence

The pulse sequence was implemented as described in 
Ref. [33]. The transfer block starts with 2 ms BIR4 pulses 
segmented into 0.5 ms–1 ms–0.5 ms subpulses. The 3 
subpulses were separated by two 2.78 ms delays. The seg-
mented pulse was followed by an evolution period of 2.78 
ms, with a 2 ms 180° BIR4 pulse in the middle to refocus 
anti-phase magnetization.

3.3  |  Partial transfer of polarization from 
hyperpolarized 15N to protons

The [15N2]urea sample contained 45.9 mg [15N2]urea, 2.31 
mg OXO63 trityl radical, 62.8 mg 2H2O, and 55.4 mg glyc-
erol, and 37.5 mg was polarized for 3 hours in a Hypersense 
DNP Polarizer (Oxford Instruments, Abingdon, UK). 
Dissolution was performed in 6 mL 2H2O heated to 180°C 
and pressurized to 10 bar.34 The pulse sequence used for 
1H detection of the hyperpolarized [15N2]urea employed a 
variable power radiofrequency pulses with optimized re-
laxation delays (VAPOR) water-suppression block in the 
vendor-provided PRESS sequence. Delays and RF ampli-
tudes were optimized online with the built-in module of 
the water suppression block. The hyperpolarized sample 
was injected into a 2 mL Eppendorf-tube next to a ther-
mally polarized 1M [15N2]urea phantom used for center 
frequency calibration. The dynamic acquisition was 
started immediately after injection.

3.4  |  J-coupling modulation-free 
excitation of thermally polarized [2-13C]
lactate and [15N2]urea

Forty-five degree excitation pulses were designed to elimi-
nate J-coupling modulation in [2-13C]lactate (13C doublet 
peak) and [15N2]urea (15N triplet peak). Spectra were ac-
quired into 1024 complex points with a spectral width of 
4006 Hz. The spectra were compared to those obtained 
using a 100 μs hard pulse with matching flip angle.

3.5  |  Imaging a [2-13C]lactate phantom

Single-shot 3D non-Cartesian images were acquired 
using a 1-cm diameter 13C transmit–receive surface coil 
(Agilent, Palo Alto, CA). Images were acquired using a 

multi-spin echo pulse sequence.32 The FOV was 3.2 cm 
with a nominal image resolution of 2 mm. The excitation 
pulse was either a 2 ms 45° BIR4 pulse or the optimized 
pulse designed for elimination of J-coupling modula-
tion. The 7 uniformly spaced spin echoes were generated 
using 12 ms hyperbolic secant (HS8) adiabatic refocus-
ing pulses without slice selection, with a TE of 25.4 
ms. The refocusing pulses were phase-compensated.35 
Readout band-width was set to 250 kHz. The sampled 
k-space was gridded to a twofold oversampled 32 × 32 
× 32 3D Cartesian grid using a Kaiser-Bessel function 
with density pre-  and postcompensation, followed by 
3D inverse Fourier-transform and deapodisation. The 
same pulse sequence with a 2 ms 90° BIR4 excitation 
pulse was used for T2 measurements with the readout 
gradients switched off. At each of the 7 spin echoes, 
3157 complex points were acquired; and after Fourier-
transform, the 7 peaks were fitted to a monoexponential 
decay function.

3.6  |  Dynamic acquisition of J-coupling 
modulation-free spectra in vivo

A series of 13C spectra were acquired from the brain 
of a BALB/c nude mouse (Charles River Laboratories, 
Wilmington, Massachusetts, US) following injection of 
300 μL of 80 mM hyperpolarized [2-13C]pyruvate. The ac-
quisition started immediately after the start of injection. 
The experiment was carried out in compliance with a pro-
ject and personal licenses issued by the Home Office, UK, 
and was approved by the Cancer Research UK, Cambridge 
Institute Animal Welfare and Ethical Review Body. The 
[2-13C]pyruvate contained 44 mg [2-13C]pyruvic acid (CIL, 
MA), 15 mM OX063 (GE Healthcare, Chalfont St. Giles, 
Buckinghamshire, UK), and 1.4 mM gadoterate meglu-
mine (Dotarem; Guerbet, Roissy, France) and was polar-
ized for 1 h. The sample was then rapidly dissolved in 6 
mL buffer containing 40 mM HEPES, 94 mM NaOH, and 
30 mM NaCl 100 mg/L EDTA heated to 180 °C and pres-
surized to 10 bar.

4   |   RESULTS

4.1  |  Polarization transfer from proton to 
carbon in [1-13C]lactate

Polarization is transferred from the methyl protons to the 
13C nucleus (J = 4.1Hz). However, the methine proton is 
also coupled to both the methyl protons (J = 7 Hz) and to 
the carboxyl carbon (J = 3.2 Hz). The simulation was in-
sensitive to the values of the 1H and 13C T1 relaxation times; 
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therefore, published values were used: T13C1 = 50 s (at 7 
Tesla),36T1H1 = 1.73 s (at 4.7 Tesla).37 T2 relaxation times 
were measured using a multi-spin echo sequence,32 giving 
values of T13C2 = 1.625 s and T1H2 = 463 ms. The target state 
for the optimization was to place the 13C magnetization 
in-phase in the x–y plane immediately after polarization 
transfer. The resultant spectrum was compared to spectra 
obtained without polarization transfer and using the pulse 
sequence described in Ref. [14], which employed adiaba-
tic refocusing pulses in a refocused INEPT experiment 
(Figure 3B). The SNR of the optimized experiment was 
1.41 ± 0.19 times higher compared to detection without 

polarization transfer and 1.29 ± 0.17 times higher than in 
the INEPT experiment. The simulated SNR improvement 
of the optimized sequence relative to detection without 
polarization transfer was 1.42.

4.2  |  Polarization transfer from proton to 
carbon in [2-13C]lactate

Polarization is transferred from the methine proton to the 
13C nucleus (J = 140 Hz). However, the methyl protons 
are also coupled to both the methine proton (J = 7 Hz) 

F I G U R E  3   (A) Optimized pulses for transfer of 1H polarization to 13C in [1-13C]lactate. (B) Comparison of the spectrum acquired with 
the optimized sequence to the spectra acquired with the adiabatic insensitive nuclei enhanced by polarization transfer (INEPT) sequence 
described in Ref. [14] and by detection without polarization transfer (direct 13C detection). The latter spectra are shifted by ±1000 Hz. 
(C) Optimized pulses for transfer of 1H polarization to 13C in [2-13C]lactate. (D) Comparison of the spectrum acquired with the optimized 
sequence to that acquired without polarization transfer (direct 13C detection). (E) Optimized pulses for transfer of 1H polarization from the 
pairs of 1H nuclei to the 15N nuclei in [15N]urea. (F) Comparison of the spectrum acquired with the optimized sequence to that acquired 
using the B1 -insensitive heteronuclear adiabatic polarization transfer (BINEPT) sequence and by detection without polarization transfer 
(direct 15N detection). The latter spectra are shifted by ±1000 Hz
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and to the C2 carbon (J = 4.2 Hz). Because use of the exact 
relaxation time values is not critical in cases in which the 
J-coupling constant is large, the simulation was run with 
the 1H and 13C T2, and the 1H T1 relaxation times used 
for [1-13C]lactate. The 13C T1 (T13C1 ) was set to 7.2 s.38 The 
target for the optimization was to place the 13C magnetiza-
tion in-phase in the x–y plane immediately after polariza-
tion transfer. The resultant spectrum was compared with 
the spectrum obtained by detection without polarization 
transfer and with the conventional INEPT sequence, 
which used 1-ms hard pulses (Figure 3D). Adiabatic 
INEPT sequences could not be used due to the relatively 
long adiabatic pulses (2–10 ms) when compared to the 
short interpulse delays in the polarization transfer se-
quence, which are the result of the large coupling constant 
between the methine proton and C2 carbon. The SNR of 
the optimized experiment was 3.81 ± 0.83 times higher 
compared to detection without polarization transfer and 
1.91 ± 0.67 higher compared to the INEPT sequence. The 
theoretical maximum for the transfer of proton polariza-
tion to 13C is �1H ∕�13C = 3.97, when neglecting the other 
much weaker couplings and relaxation. The insensitivity 
of the 13C signal to variation in the 13C and 1H B0 and B1 
fields in the optimized experiment was demonstrated by 
sweeping the 13C and 1H center frequencies and chang-
ing the transmitter gains. The results obtained were com-
pared with those obtained using the hard pulse INEPT 
sequence (Figure 4).

4.3  |  Polarization transfer from proton to 
nitrogen in [15N2]urea

Polarization is transferred from the 2 pairs of magneti-
cally equivalent protons to each of the two 15N nuclei (J 
= −90 Hz). The optimization used the measured values 
for 1H and 15N relaxation times from Ref. [15], T15N2 = 1.62 
s, T1H2 = 60 ms, T15N1 = 24.2 s, and T1H1 = 2.57 s. The SNR 
of the 15N triplet with the optimized sequence was 1.66 ± 
0.20 and 9.96 ± 1.83 times higher than that obtained using 
the B1-insensitive heteronuclear adiabatic polarization 
transfer (BINEPT) pulse sequence and detection without 
polarization transfer, respectively (Figure 3F). The opti-
mized sequence better preserved the multiplet structure, 
which may be lost in the BINEPT sequence due to anti-
phase magnetization resulting from the relatively long 
adiabatic pulses. The optimized sequence required a more 
than twofold lower peak B1 compared to the BINEPT 
sequence.

4.4  |  Polarization transfer from 
hyperpolarized nitrogen to protons in 
[15N2]urea

In order to allow serial acquisition of spectra, polari-
zation has to be transferred from the hyperpolarized 
15N nuclei to the coupled protons in discrete packets.15 

F I G U R E  4   Simulated and measured signal intensity of the 13C resonance in the [2-13C]lactate phantom after transferring polarization 
from the spin coupled C2 proton. The results are normalized to the equilibrium 13C polarization. Results obtained using the hard pulse 
INEPT sequence (A,C,E,G) and the optimized pulse (B,D,F,H) are compared. A,B,E and F show simulated profiles and C,D,G and H show 
those determined experimentally. A–D show the effects of varying the 13C offset and transmitter gain and E–H show the effects of varying 
the 1H offset and transmitter gain. The data were acquired at 7T with the dual-tuned 1H-13C surface coil
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Simulations showed ΔB0 and ΔB1 robustness compara-
ble to the IRRUPT pulse sequence,15 which is a partial 
transfer version of the BINEPT sequence (Figure 5A). 
Signal was observable for up to 24 s (12 repetitions) even 
though injection of the hyperpolarized urea solution 
significantly degraded B0 homogeneity (Figure 5C). The 
required B1 amplitude for this optimized sequence was 
approximately twofold lower than that needed for the 
IRRUPT sequence.

4.5  |  Pulses immune to the effects of J-
coupling in [2-13C]lactate and [15N2]urea

An optimized 13C pulse (Figure 6A) designed to yield a 
45° excitation of the upfield peak in the [2-13C]lactate 
doublet (Figure 6B) and minimal excitation of the pyru-
vate and pyruvate–hydrate resonances (Figure 6C) took 
only 9.76 ms. The algorithm finds the shortest pulse 
that minimizes signal loss but can still perform selec-
tion of the singlet component over the prescribed range 
of resonance frequency offsets. The pulse, which is ap-
plied at the center frequency of the 13C doublet, steers 
the 13C magnetization to a final state, where there is an 

equal mixture of in-phase and anti-phase 13C magneti-
zation. A better selectivity was observed between the 
frequency offsets of interest at +J/2 = 70 Hz and −J/2 
= −70 Hz when compared with a 32 ms hard pulse and 
a 10 ms sinc pulse applied at the resonance frequency 
of 1 of the components of the doublet (+J/2 = 70 Hz), 
as described in Ref. [18] (Figure 7). A similar excitation 
pulse was designed for J-coupling artefact-free imaging 
of the triplet resonance from [15N2] urea. The analytical 
derivation is complicated even for a system of 2 coupled 
spins18 and does not hold for a system of 3 or more spins. 
For the numerical optimization approach, it is sufficient 
simply to define the desired state of the spin system im-
mediately after excitation as that containing a singlet 
peak. This is a mixture of in-phase (e.g., Îx , Îy etc.) and 
certain anti-phase (e.g., Îx Ŝz, ÎyŜz etc.) magnetization 
terms so that the other components of the multiplet 
cancel. This is trivial to find and constitutes the input 
for the optimization. For example, the desired state is 
�̂=

(
axIx +ayIy

)
+2(axIx +ayIy)S

CH
z  for the 13C dou-

blet case and �̂ =
(
bxIx + byIy

)
− 4

(
bxIx + byIy

)
S1zS2z

for the 15N triplet. The coefficients ax , ay, bx , by are arbi-
trary real numbers such that �̂ obeys density matrix nor-
malization rules. They also indicate that the final phase 

F I G U R E  5   (A) Simulated efficiency of partial polarization transfer from 15N to 1H in [15N2]urea, defined as Ptransfered/(1−Ppreserved). (B) 
Evolution of the 1H and 15N magnetizations. (C) Time course of polarization transfer from hyperpolarized 15N to protons in a [15N2]urea 
phantom. The broad urea peak is the result of the degraded magnetic field homogeneity caused by injection of the hyperpolarized [15N2]urea 
solution. The residual water peak is the result of inadequate water suppression
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of the spectrum relative to the receiver is unimportant, 
but it needs to be same for the in-phase and anti-phase 
terms so that the respective components of the multi-
plets cancel. It is important to note here that the anti-
phase terms relax according to the sum of the relaxation 
rates of the individual spin operator components. The 
optimization used the T1 and T2 values for [2-13C]lactate 
and [15N2]urea given above. The optimized excitation 
pulse for [15N2]urea and the resultant singlet spectrum 
are shown in Figure 6D,E, respectively. The pulse was 
longer, at 13.84 ms, reflecting the smaller J-coupling 
and therefore slower spin evolution. The 13C pulse was 
used for single-shot 3D imaging of the lactate phantom 
using a multi-spin echo readout.32 The image acquired 
with the optimized excitation pulse showed only read-
out point spread function-associated artefacts, whereas 
the image acquired using a BIR4 excitation pulse intro-
duced blurring and image distortion originating from 
J-coupling dependent modulation of the 13C signals 
(Figure 8). A series of 13C spectra acquired from the rat 
brain following intravenous injection of hyperpolarized 
[2-13C]pyruvate using the same optimized pulse con-
tained only the upfield peak of the [2-13C]lactate dou-
blet, which was observable for up to 40 s. The spectra 
showed no detectable pyruvate or pyruvate-hydrate sig-
nal (Figure 9).

5   |   DISCUSSION

Metabolic imaging using hyperpolarized 13C-labeled sub-
strates has provided a new tool for investigating tissue 
metabolism in vivo39–42 and has translated to the clinic 
with studies in oncology43–47 and cardiology.48–51 Despite 
the enormous gain in sensitivity,31 there has, neverthe-
less, been attempts to further improve sensitivity by 
transferring polarization from nuclei such as 13C and 15N, 
in which the polarization is long-lived, to protons. A re-
verse INEPT sequence has been used for 1H imaging of 
[1-13C]lactate in vivo following injection of hyperpolar-
ized [1-13C]pyruvate.14,16 However, the use of adiabatic 
pulses, which allowed its implementation in vivo using a 
surface coil, required a compromise to be made between 
the frequency selectivity of these pulses and their robust-
ness to B1 inhomogeneity. Polarization transfer efficiency 
can also be reduced by longer adiabatic pulses, which is 
particularly severe when there is strong J coupling and 
the polarization transfer element of the pulse sequence is 
consequently much shorter.15 The high-energy deposition 
and peak B1 amplitude of adiabatic pulses is also a prob-
lem for clinical translation.

The pulse sequences generated using the optimization 
approach described here showed improved performance 
in transferring polarization from protons to X nuclei 

F I G U R E  6   (A) An optimized 45° 13C excitation pulse for artefact-free imaging of [2-13C] lactate (J = 140 Hz). (B) The resultant spectrum 
compared with that acquired with an equivalent hard pulse. The latter was shifted by 1000 Hz. (C) The Bloch-simulated 13C z-magnetization 
immediately after the pulse. The dashed lines indicate the ±200 Hz region containing the [2-13C]pyruvate resonance, where the pulse gave 
minimal excitation. (D) An optimized excitation pulse for [15N2]urea. (E) The resultant spectrum compared with that acquired with an 
equivalent hard pulse, which showed the proton-coupled triplet. (F) The Bloch-simulated 15N z-magnetization immediately after the pulse
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when compared with the INEPT sequence and its adia-
batic variants. These experiments should show a similarly 
improved performance in transferring polarization from 
hyperpolarized X nuclei to protons when compared to a 
reverse INEPT experiment. The INEPT transfer efficiency 
decreases due to field imperfections, finite pulse lengths, 
and relaxation. The latter is an issue with small coupling 
constants, for example, the 4.1 Hz coupling between the C1 

carbon and methyl protons in [1-13C]lactate. Nevertheless, 
proton detection of hyperpolarized [1-13C]lactate still im-
proved the SNR.14 However, to achieve an acceptable spe-
cific absorption rate (SAR) for proton detection of [1-13C]
lactate on a 3 Tesla clinical scanner would require a min-
imum TR of 10 s, which would result in a considerable 
loss of dynamic information. The SAR of the optimized 
pulse sequence was 2.3 times lower. Furthermore, the 

F I G U R E  7   (A) Simulated frequency profile of the 9.76 ms optimized RF pulse designed to give J-coupling artefact-free excitation of 
[2-13C]lactate when the pulse is applied exactly on-resonance at the center frequency of the 13C doublet. The profile is compared to that of a 
+J/2 = 70 Hz off-resonant 32 ms hard pulse and a 10 ms sinc pulse. (B) The same profiles measured experimentally. (C) 13C spectra acquired 
from [2-13C]lactate with the optimized pulse at different offset values of the doublet center frequency. (D) 13C spectra acquired from [2-13C]
lactate with the 10-ms sinc pulse applied at +70 Hz from different offset values of the doublet center frequency
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hyperbolic secant (HS8) refocusing pulses used in this se-
quence also have a high adiabatic threshold, which may 
not be achievable on a clinical scanner. The same problem 
exists for BIR4 pulses. Both BIR4 and HS8 are relatively 

long, which significantly reduces polarization transfer 
efficiency when the coupling constants are large. When 
compared to a polarization transfer sequence that allows 
serial partial transfers of polarization (IRRUPT),15 the 

F I G U R E  8   Single-shot 3D imaging of a [2-13C]lactate phantom. (A) and (D) are central sagittal and axial 1H images respectively 
acquired using a fast spin echo sequence. (B), (E) The corresponding 13C images acquired with the pulse sequence described in Ref. [32] 
using an adiabatic 45° BIR4 excitation pulse. (C), (F) The same images acquired using the optimized excitation pulse shown in Figure 6A

F I G U R E  9   (A) 13C spectra acquired from a mouse brain following injection of hyperpolarized [2-13C]pyruvate. The inset displays the 
sum of the acquired spectra (solid line) and the doublet component (dotted line) that would have been obtained without the optimized 
pulse, which is based on the linewidth and frequency offset of the observed singlet. The excitation pulse was designed to give J-modulation–
free imaging of [2-13C]lactate. (B) Time-course of the singlet peak intensity
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optimized sequence showed a similar performance but 
required a much lower peak B1 field, and therefore had a 
lower SAR. For example, the maximum B1 field for a clin-
ical coil is usually less than 1 G for 13C, whereas a typical 
BIR4 pulse used in the IRRUPT sequence has an adiabatic 
threshold of several G. Also, the BIR4 pulse, and therefore 
the IRRUPT sequence, are not frequency-selective.

Removal of 1 component of the [2-13C]lactate doublet, 
either by using a frequency-selective pulse on the other 
component18 or the optimized pulse described here ap-
plied at the center frequency of the doublet, is achieved 
in both cases through phase cancelation. However, the 
9.76-ms optimized pulse shows a comparable bandwidth 
to the 10-ms sinc pulse and a much wider bandwidth than 
32-ms hard pulse at the frequency of the observed com-
ponent but, importantly, much less signal from the other 
component than that observed with either the hard or sinc 
pulses. Effective removal of 1 of the components of the 
doublet using the optimized pulse was demonstrated in 
the phantom images and in the spectra acquired in vivo.

A limitation of the optimization process is the slow 
speed of convergence, typical of genetic algorithms. In 
combination with the computational complexity of the 
spin dynamics simulation in the cost function, the optimi-
zation process is limited to small spin systems. However, 
the hyperpolarized substrates that are of interest in MR 
metabolic imaging experiments are often small, fre-
quently no more than 5 coupled spins.52,53 Furthermore, 
if the coupling of interest is significantly stronger than the 
others, the further spin–spin pairs can be neglected. Even 
in the case of larger molecules, the coupling networks are 
usually short-range, and the scale of simulation can be 
reduced by means of state–space restriction techniques. 
The waveform smoothing technique and the approxima-
tion applied in the spin dynamics simulation (Equation 
8) also markedly decreased the required computational 
time. A limitation of the approximation (Equation 8) is 
that accounting for cross-relaxation and other nondiago-
nal terms in the relaxation model is not straightforward. 
Nevertheless, the proposed method could have general ap-
plications in studies in which a hyperpolarized X nucleus 
is monitored40,54–60 and the detection via spin-coupled 
protons is expected to result in an enhanced SNR. The op-
timization process could also be employed in the design 
of excitation and refocusing pulses with prescribed fre-
quency profiles, both with6 and without61,62 the presence 
of J-coupling modulation. The full Bloch simulation in the 
cost function also allows the optimal design of selective 
excitation pulses for UTE MRI.63–65 A potential exten-
sion would be to include gradient channels in the opti-
mization. This would enable, for example, the optimized 
design of spectral–spatial pulses, water-suppression se-
quences, and diffusion-encoding blocks and it is expected 

to be computationally tractable. However, incorporating 
gradients into the spin dynamics simulation, for example, 
for coherence selection, is anticipated to increase signifi-
cantly the runtime of the cost function evaluation.

6   |   CONCLUSION

In conclusion, the proposed optimization method provides 
a simple framework for the design of pulse sequences that 
are robust to the effects of B1 and B0 inhomogeneity, typi-
cal for in vivo experiments, and reduce energy deposition 
and therefore could facilitate clinical translation of pre-
clinical imaging sequences.
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