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Summary

In this thesis I develop and implement “antibody landscapes”, a method to profile immunity
against a pathogen as a function of antigenic differences between a range of strains. Theoretically
applicable to any antigenically variable pathogen and measurement of immunity, the work here
focusses on antibody-mediated immunity against the A/H3N2 influenza subtype.

Applying the methodology to study annual serum samples from individuals monitored for influenza
infection over a period of six years, patterns of influenza immunity were found to be remarkably
distinct and maintained almost unchanged over time in the absence of influenza exposure. Upon
infection, the initial response is strikingly antigenically broad, including responses against viruses
far beyond the extent of cross-reactivity observed after a primary infection.

Analysis of two vaccination cohorts, one receiving an antigenically advanced vaccine strain and one
a more typical vaccine strain choice, revealed many of the same patterns of response as seen with
infection. Antigenically advanced vaccination generated greater responses against later strains
but surprisingly, due to equivalent boosting of prior immunity, this came at no cost to responses
generated against contemporary or older strains.

Exploring in more detail the development of immunity over time, analysis of a cohort of children
demonstrated that - in contrast to adults with diverse exposure histories - antibody responses
to a first infections were remarkably similar in pattern and magnitude. Interestingly, for second
infections, although post-infection antibody titres against circulating strains were comparable to
those after first infections, overall cross-reactivity of the response against future antigenic variants
appeared to be diminished.

The findings here underline the significant role prior-immunity plays in affecting the response to
new exposures and the importance of understanding it. An important conclusion is that by failing
to account for it, current approaches to influenza vaccine strain selection may be suboptimal
and pre-emptive vaccine strain updates may improve overall vaccine efficacy where immunity to
current strains already exists in the population. Building on the work presented here should help
to optimise strain choice and vaccine efficacy even further.
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Introduction



1.1 Chapter summary

The work in this thesis touches on aspects of many areas including the drivers
and effect of influenza antigenic evolution, the role and benefits of influenza
vaccination, the nature of the serological immune response and the effect of
exposure history on future encounters with antigenically variable pathogens. In
this chapter I provide a brief introduction to these topics, covering in particular
the aspects that will become relevant in later discussions throughout this thesis.
Where additional coverage of a particular subject is desired, I have tried to point
in the direction of sources covering these areas in more detail.
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1.2 Influenza as a study organism

A substantial proportion of infectious disease today is caused by antigenically
variable pathogens, which escape immunity induced by prior infection or vacci-
nation by changing the molecular structure of antigens targeted by the immune
system. Of the many examples, the human influenza virus is amongst the most
studied, yet despite decades of concerted effort influenza remains a huge burden
on the global population. Annual seasonal influenza epidemics are estimated
to be the cause of over 500 thousand deaths annually, alongside far greater
associated rates of morbidity and huge economic costs [Kassebaum et al., 2016;
Molinari et al., 2007].

In the context of such a prevalent disease, the benefits to be gained from a more
detailed understanding of the immune response to influenza virus infection are
clear. Additionally, the fact that influenza has been so heavily researched means
that it acts as an ideal study organism for the development of techniques and
investigation of immunological phenomena that are relevant to a multitude of
other antigenically variable pathogens about which less may be understood.
Indeed, through the work of countless individuals, we now understand much
about the antigenic evolution of the influenza virus, the molecular basis for
antigenic change, key determinants of influenza virus immunity and ways to
enhance it through vaccination [Koel et al., 2013; Lambert and Fauci, 2010;
Russell et al., 2008; Smith et al., 2004; Webster et al., 1992]. It is only because
of this accumulated understanding in the particular field of influenza that the
work in this thesis was possible and I hope I can add to it as part of the
longer term goal to deepen understanding of our own immune system and in
the process to uncover more successful ways to protect the global population
against such pathogens.

1.3 The influenza virus

Influenza viruses are negative-sense-single-strand RNA viruses belonging to
the family Orthomyxoviridae. They are grouped into four types, A-D [CDC,
2017], but of these types only A and B are responsible for significant disease in
humans. Unusually for a virus, the genome is segmented - types A and B for
example contain eight pieces of RNA, encoding for 11 proteins and 17 proteins
respectively. Table 1 briefly describes the functions and separation of proteins
between gene segments in influenza A, while figure 1.1 shows an overview of
the viral replication lifecycle, highlighting the immunological targets that have
been characterised [Lambert and Fauci, 2010].

4



1.3. THE INFLUENZA VIRUS

Gene segment Protein(s) Protein function

Polymerase B1 (PB1) Polymerase basic protein 1 (PB1) Internal protein, virus replication
PB1-F2 Mitochondrial targeting and apoptosis
PB1-N40 Function unknown

Polymerase B2 (PB2) Polymerase basic protein 2 (PB2) Internal protein, virus replication

Polymerase A (PA) Polymerase acidic protein (PA) Internal protein, virus replication
PA-X Degradation of host mRNA and suppression

of protein synthesis
PA-N155, PA-N182 Function unknown

Haemagglutinin (HA) Haemagglutinin (HA) Surface glycoprotein, viral attachment

Nucleoprotein (NP) Nucleoprotein (NP) Nucleocapsid protein, RNA coating, nuclear
targeting, RNA transcription

Neuraminidase (NA) Neuraminidase (NA) Surface glycoprotein, viral release from host
cells

Matrix (M) Matrix protein 1 (M1) Membrane protein stability
Matrix protein 2 (M2) Membrane protein, viral uncoating
Matrix protein 42 (M42) M2 proton channel replacement

Non-structural (NS) Non-structural protein 1 (NS1) Internal proteins
Non-structural protein 2 (NS2) Regulation of virus life cycle, especially

mRNA transcription and localisation of viral
ribonucleic proteins

Non-structural protein 3 (NS3) Adaptation of avian influenza virus to new
hosts

Table 1: List of Influenza A virus gene segments and encoded proteins and their functions. (see Webster et al.
[1992] for an in-depth introduction and Yamayoshi et al. [2016] for an overview of more recently discovered viral accessory
proteins)
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Figure 1.1: (facing page) Structure and replication cycle of influenza A virus and well-characterised adaptive
immune responses. Eight gene segments code for 11 proteins, including hemagglutinin (HA) and neuraminidase (NA),
which account for most of the known antigenic determinants. The portion of the matrix 2 (M2) protein outside the
viral envelope is also antigenic. Adaptive immune responses are shown in Panels A through D. In Panel A, the influenza
HA protein mediates attachment of the virus to its host cell receptor. Antibodies directed against the HA protein block
attachment of the virus to the host cell receptor or block fusion of the virus and host membrane. Antibodies generated
against HA are correlated with vaccine protection against infection. In Panel B, antibodies generated against the NA
protein do not prevent infection but limit the release of virus from infected cells. Antibodies directed against NA have
been correlated with a reduction in disease severity. In Panel C, antibodies generated against the highly conserved external
domain of the M2 protein epitope interfere with virus assembly or constrain proton transport and are highly cross-reactive
across virus subtypes. In Panel D, CD8+ T-cell responses to conserved influenza virus components have been correlated
with enhanced clearance of virally infected cells; however, the exact degree to which they contribute to a reduction in illness
remains uncertain. NP denotes nucleoprotein, PA polymerase acidic protein, and PB2 polymerase basic protein 2. Figure
and caption reproduced with permission from Lambert and Fauci [2010], Copyright Massachusetts Medical Society (caption
modified).

1.3.1 Influenza A

Influenza A viruses are further classified into subtypes (serotypes) based on
antigenic characteristics of the two viral surface proteins haemagglutinin (HA)
and neuraminidase (NA). There are currently 18 known HA subtypes (H1 to
H18) and 11 known NA subtypes (N1 to N11). The 18 HA subtypes are then
further classified phylogenetically into group 1 (containing H1-2, H5-6, H8-9,
H11-13 and H16-18) and group 2 (containing H3-4, H7, H10, and H14-15). The
primary reservoir for all these subtypes is aquatic birds, but poultry and other
animals such as pigs, horses, dogs, seals, minks and bats1 can also become
infected [Parrish et al., 2015].

Significantly, influenza A has been the cause of all recorded influenza pan-Human influenza
pandemics demics, occurring when a virus from a novel subtype not currently in the human

population (or with antigenic characteristics grossly dissimilar to viruses cur-
rently circulating) accumulates the mutations necessary to transmit effectively
in humans [Wilks et al., 2012]. In these cases, the population is particularly
vulnerable to severe infection by viruses against which it is typically considered
to be immunologically naive. Only viruses from three subtypes are known to
have achieved this, namely H1N1 causing the devastating 1918 Spanish flu, fol-
lowed by the less severe 1957 Asian flu (H2N2), 1968 Hong Kong flu (H3N2) and
2009 Mexican flu (H1N1 again) [Kilbourne, 2006]. Each successive pandemic
displaced strains from the previous subtype but the picture was complicated in
1977 when H1N1 re-emerged in the human population after 20 years in what
proved to be a relatively benign epidemic. Viruses of this type then continued

1Although it is not clear if bats can become infected from birds and it is now clear that
bats themselves are an ancient reservoir of highly diverse influenza viruses (see for example
Tong et al. [2013]).
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Figure 1.2: Timeline of influenza circulation in the human population. Numbers mark influenza A pandemics
and the emergence of new subtypes in the human population as follows: 1 - 1918 Spanish flu (H1N1), 2 - 1957 Asian flu
(H2N2), 3 - 1968 Hong Kong (H3N2), 4 - 2009 Mexican flu (H1N1pdm09). The bifurcation of influenza B in the 1970s
represents the divergence of influenza B viruses into the currently circulating Yamagata and Victoria lineages. The break
in the timeline for H1N1 represents the initial displacement of this subtype by the appearance of H2N2 in 1957, followed by
its reappearance in the human population in 1977 before finally being displaced again by pandemic swine flu (H1N1pdm09)
in 2009.

to circulate as a seasonal virus alongside H3N2 until 2009, when the pandemic
swine flu (commonly designated H1N1pdm09) emerged, taking its place (see
figure 1.2).

The reason why previous influenza subtypes have often historically been dis- Why do influenza
subtypes die out?placed upon emergence of new ones remains a source of some speculation.

Sometimes it is argued that triggering of broadly cross-reactive innate immune
responses during pandemic spread of a new subtype puts an immunological
pressure upon older variants that, when added to the already substantial adap-
tive immunity that will have built up in the population, causes them to die out.
Problematically however, this fails to account for the exceptions in which this
did not occur, and why influenza B has been able to co-circulate undisturbed
in the human population. With this in mind, it has been hypothesised that
the presence or absence of shared epitopes in either the haemagglutinin or
neuraminidase components determine whether previous subtypes will continue
to circulate or be displaced [Palese and Wang, 2011]. Under this formula-
tion, H2N2 displaced H1N1 in 1957 due to shared stalk epitopes between the
two group 1 HAs, H3N2 displaced H2N2 due to shared NA components, and
H1N1pdm09, although antigenically distinct, displaced the previous seasonal
H1N1 strains due to shared epitopes in both HA and NA. Conversely, H3N2
continued to circulate after both the re-emergence of H1N1 in 1977 and the
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H1N1pdm09 pandemic because neither HA group epitopes nor neuraminidase
epitopes were in common. As we shall revisit later, aside from neatly account-
ing for the patterns of displacement and co-circulation seen historically, such an
explanation also ties in well with increasing evidence of physiologically relevant
levels of protection even between influenza viruses classically considered to be
antigenically too highly distinct to generate much cross-reactivity. It remains
to be seen, however, whether future subtypes will continue to follow such a
pattern.

1.3.2 Influenza B

Unlike Influenza A, influenza B viruses almost exclusively infect humans and
have not historically caused the pandemics associated with the zoonotic infec-
tions of influenza A [Hay et al., 2001]. Influenza B viruses are not divided into
subtypes but rather broken down into two genetically and antigenically distinct
lineages based on HA and named after their first representatives - B/Yamagata/
16/88 (the B/Yamagata lineage) and B/Victoria/2/87 (the B/Victoria lineage)
[Rota et al., 1990]. These lineages are thought to have diverged at some point
in the 1970s when the B/Victoria lineage emerged in China before making a
global appearance in the mid-1980s [Chen et al., 2007]. The earliest influenza B
virus isolate originates from the 1940s but they are estimated to have circulated
in the human population since well before this time. The infectious burden of
influenza B is typically estimated to be less than that of influenza A viruses
but they are still an important cause of morbidity and mortality, particularly
in children and young adults [Sandt et al., 2015].

1.4 The antigenic evolution of influenza

Soon after isolation of the influenza virus in 1933 [Smith et al., 1933] the change-
ability of antigenic characteristics of the virus became clear [Magill and Francis
Jr, 1936]. As is typical of RNA viruses, the low-fidelity of influenza virus poly-
merases result in high mutation rates, creating genetic and antigenic diversity
amongst viral strains [Parvin et al., 1986]. Selection pressure from developing
immunity in the population then drives selection of novel variants but there
appear to be structural constraints that limit the speed and extent to which
influenza viruses evolve antigenically (see Wu and Wilson [2017] for a recent
review). We now understand that the majority of mutations are antigenically
neutral however, and changes in certain key sites appear to have dispropor-
tionately large antigenic effects [Koel et al., 2013]. As might be expected, the
result is that although the degree of genetic homology between different viral
strains tends to be broadly linked with antigenic similarity, it is not a perfect
correlation [Smith et al., 2004].
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A note on nomenclature. Upon isolation, influenza viruses are assigned a unique identifier, based on virus type,
geographic origin, strain number, year of isolation and (optionally) virus subtype, each separated by a forward slash. An
example is as follows:

A/Nanchang/933/1995

Virus
type

Geographic
origin

Strain
number

Year of
isolation

Note that this differs slightly from the official WHO nomenclature which uses a 2-digit year format for strains isolated
before 2000. There are some other additions for viruses from the same seed strain but with different passaging histories or
viruses produced using reverse genetics, as described in the strain list in appendix A.

Antigenically speaking, the most important components of the influenza virus The focus on
haemagglutinin as
an antigenic
determinant

are haemagglutinin and neuraminidase, being the two dominant surface pro-
teins in the viral envelope and therefore directly accessible to serum and mu-
cosal antibodies (figure 1.1). Of these two, haemagglutinin forms the main
component of influenza vaccines (see section 1.5) and has been the main focus
of research into the antigenic evolution of the influenza virus for a number of
reasons. First, it is both the more dominant surface protein of the two, with
haemagglutinin antigenic sites estimated to be 2 to 4 times more prevalent than
those of neuraminidase [Webster et al., 1968]. Second, its role in initial viral
binding and membrane fusion means that antibodies raised against haemag-
glutinin have the capability to block viral binding entirely and prevent initial
infection [Hobson et al., 1972], whereas anti-neuraminidase antibodies are typi-
cally only effective in reducing viral reproduction rates [Kilbourne et al., 1968].
Third, passive transfer of anti-haemagglutinin antibodies has been shown to be
highly protective compared to antibodies raised against any of the other viral
components [Virelizier, 1975]. Fourth, mutation rates in HA are higher than
those found in NA, the inference being that this is a result of greater effective
immune pressure in the human population [Kilbourne et al., 1990; Nobusawa
and Sato, 2006].

1.4.1 Measuring antigenic change

Tracking the antigenic evolution of influenza viruses has been the focus of some The use of animal
antisera to infer
antigenic relatednessconsiderable effort over the past decades and the mainstay of antigenic assess-

ment remains the measurement of cross-reactivity of animal antisera raised
against a given influenza strain [Maher and DeStefano, 2004]. Simplistically
put, if an antiserum raised against a given strain A shows a high degree of
cross-reactivity against strain B but little cross-reactivity against strain C, the
inference is made that A and B are antigenically similar, while A and C are
not. By measuring the reactivity of multiple antisera against viruses in this
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way a picture can be built up of antigenic relatedness between strains - this is
obviously highly relevant when trying to determine whether new influenza virus
variants are likely to represent antigenic escape mutants that will successfully
evade current population immunity.

Since it’s first use in the 1940s, the HI assay has been the favoured approachThe HI assay
for measuring reactivity of serum antibodies against given viruses [Hirst, 1943].
It is a binding assay that infers antibody-reactivity based on the ability of a
given serum sample to block agglutination of red blood cells by a test-virus
strain. The assay itself is discussed in more detail in appendix B, but in brief,
a virus-red-blood-cell mixture is incubated with progressive dilutions of sera
and the point measured at which the serum ceases to inhibit agglutination. Its
advantages are its relative simplicity and repeatability and the fact that by
measuring binding inhibition, only antibodies capable of blocking viral fusion
will be measured. As already discussed, such anti-HA antibodies were shown
to be the most protective in passive transfer studies and indeed HI titres have
been consistently shown to correlate well with protection against influenza virus
infection [Coudeville et al., 2010a; Fox et al., 2015; Hobson et al., 1972; Jong
et al., 2003; Wikramaratna and Rambaut, 2015].

Although currently the most common approach, in addition to the HI assayNeutralisation assays
& other approaches several neutralisation assays exist that aim to account for the effect of antibod-

ies directed against other viral components that may inhibit viral replication
but not binding [Rowe et al., 1999a]. Compared to the HI assay however, these
assays are considerably more labour intensive since cells must be incubated
with different concentrations of virus-serum mixture and the number of vi-
ral foci compared. Since such neutralisation assays theoretically account for a
wider range of protective antibodies, it may be expected that titres measured
in this way would be significantly higher for a given serum sample and indeed,
this has been found to be the case [Holzmann et al., 1996; Rowe et al., 1999b].
In practise, the relationship depends greatly upon the exact protocol being fol-
lowed and the nature of the viruses and sera being tested. Generally speaking
however, titres appear to correlate broadly well with those from the HI assay
when compared [Jong et al., 2003]. Of course all these serological assays mea-
sure only immunity related to inhibitory antibodies and do not account for
the cellular components, i.e. the effect of antibodies that may mediate effects
through viral opsonisation, or the T-cell response (see section 1.6).

1.4.2 The advent of antigenic cartography

Having established an assay for measuring antigenic change, for a long time
the approach evolved little further, ferret antisera would be raised against a
selection of viruses and a select panel of these antisera then titrated against
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Figure 1.3: Antigenic map of H3N2. As
published in Smith & Lapedes et al. in 2004
[Smith et al., 2004]. Coloured circles represent
the antigenic position of each influenza strain and
empty circles represent positions of ferret antisera
raised against different viral strains. Both axes
represent “antigenic distance”a. From Smith et
al., 2004. Reprinted with permission from AAAS.

aA frequent question seems to be why the
H3N2 antigenic map has two axes, both of which
represent antigenic distance, rather than simply
one. As eluded to in the text it is a question of
dimensionality and how constrained the positions
of points are in relation to each other. Just as two
dimensions, both of which represent distance are
required to represent the relative geographic posi-
tions of points on a map, so two dimensions, both
of which represent antigenic distance are required
to represent the antigenic position of strains.
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Antigenic cluster Abbreviation Years of circulation

Hong Kong 1968 (HK68) 1968-1971
England 1972 (EN72) 1972-1974
Victoria 1975 (VI75) 1975-1976
Texas 1977 (TX77) 1975, 1977
Bangkok 1979 (BK79) 1979-1986, 1988
Sichuan 1987 (SI87) 1986-1991
Beijing 1989 (BE89) 1989-1992
Beijing 1992 (BE92) 1991-1996
Wuhan 1995 (WU95) 1993-1997
Sydney 1997 (SY97) 1997-2004
Fujian 2002 (FU02) 2002-2005
California 2004 (CA04) 2005-2006
Wisconsin 2005 (WI05) 2006-2009
Perth 2009 (PE09) 2009-2012

Table 2: The years of circulation for the different influenza H3N2 antigenic clusters. The 14 antigenic clusters
from the first circulation of H3N2 in humans in 1968 until 2012 are shown.

newly emerging influenza strains. These results would be arranged in large “HI
tables” and people became expert in reading the patterns of titres indicative
of the emergence of new antigenic variants (in its simplest form, a reduction in
titres measured against antisera raised against current strains).

In 2004, building on the work of Lapedes and Farber [Lapedes and Farber,The methodology of
antigenic
cartography 2001], Smith et al. showed that HI titres could be combined computationally

to quantify antigenic distances between H3N2 strains [Smith et al., 2004]. HI
titres are used to infer antigenic distances between strains and antisera, creat-
ing a distance matrix that is then reduced in dimensionality through a process
of multidimensional scaling. Surprisingly, they found that antigenic distances
between H3N2 influenza strains could be accurately described using as few as
two dimensions, allowing for visualisation of the antigenic evolution of H3N2
in terms of an antigenic map. Figure 1.3 reproduces the original H3N2 anti-
genic map published in their paper, just like a geographical map, distance is
represented on two axes and the antigenic distance between strains is simply
represented as the straight line distance between them, antigenically similar
strains appearing close to each other and more distinct strains appearing being
further apart.

Visualised as an antigenic map, the progressive and step-wise antigenic evo-Antigenic evolution
in H3N2 lution of influenza viruses becomes clear, as different strains evolve to occupy
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new regions of antigenic space, forming new antigenic clusters over time. Con-
sidered up until 2012, there has been circulation of 14 antigenically distinct
H3N2 clusters, as shown in Table 2.

Of all the influenza subtypes, the antigenic evolution of H3N2 remains the best Antigenic evolution
in other subtypesdefined. Few isolates of the H1N1 virus introduced in 1918 exist but strains

from the reintroduction in 1977 also showed a similar antigenic progression
before its displacement in 2009 by the new H1N1 strains of the Mexican flu
[Nelson et al., 2008; Rambaut et al., 2008]. Antigenic evolution in influenza
B also occurs, but it does not appear to be so dramatic as H3N2 [Air et al.,
1990]. In line with this estimated amino acid fixation rates for influenza B are
lower than in other subtypes [Carrat and Flahault, 2007; Rota et al., 1992;
Yamashita et al., 1988]. The 2009 H1N1 pandemic strains appear to have
changed relatively little antigenically speaking since their introduction [Arriola
et al., 2014; Linderman et al., 2014], but again not much has been published
in this regard. In addition to the better understanding of H3N2 antigenic
evolution, the relatively long history of continual circulation in humans of the
H3N2 subtype also makes it a particularly suitable subtype to study and work
covered in this thesis focusses largely on the H3N2 subtype for these reasons.

1.5 Influenza vaccination

Vaccination represents one of the great triumphs of public health intervention,
yet to date our remarkable successes have come largely against acute infections
caused by antigenically invariant pathogens [Plotkin, 2005]. Influenza stands
in stark contrast to this and it has required a monumental global effort to
achieve protective vaccination against such a moving target - a process that still
contains much room for improvement. Indeed, keeping up with the changing
antigenic characteristics of the influenza virus has been the big challenge of
influenza vaccination since it was first realised in 1940s that vaccine strains
would have to be periodically updated to match newly circulating antigenic
variants and maintain effectiveness [Hannoun, 2014]. Since 1973, the World
Health Organisation (WHO) has published vaccine recommendations based on
global influenza virus surveillance data. Initially this was on an annual basis
but since 1998 this was extended to two vaccine recommendations relating to
vaccines for use during the following winters in the northern and southern
hemispheres.

1.5.1 The vaccine strain selection process

To monitor global circulation and the antigenic evolution of the influenza virus, The Global Influenza
Surveillance Networkthe WHO established the Global Influenza Surveillance Network in 1952, later
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renamed as the Global Influenza Surveillance and Response System. The back-
bone of this system is more than 110 National Influenza Centres that collect
virus specimens in their respective countries, perform preliminary analysis and
ship representative clinical specimens and isolated viruses to WHO collaborat-
ing centres for further analysis. Antigenic analysis of isolated strains, alongside
sequence and epidemiological data is then used to perform risk assessments and
forms the basis for vaccine strain choices. The aim of this process is to ensure
that vaccine viruses have antigenic properties that most closely match those of
circulating strains in the upcoming season [Stöhr et al., 2012].

Once vaccine strain recommendations are made the process of vaccine manu-The vaccine
manufacture process facture begins, a process that typically takes a minimum of 6 months (see figure

1.4). Currently, the vast majority of influenza vaccines produced are egg-based
leading to further potential problems and delays due to egg-adaptations. In
the worst cases, antigenic changes in the seed strain that occur during the egg-
passaging process can significantly worsen the match against infecting viruses
if not addressed by use of an alternative [Skowronski et al., 2014]. To allow
time for such eventualities and for administration of vaccine doses before the
onset of the influenza season, strain selections for the Northern and Southern
hemisphere are currently made in February and September, a total of around
9 months in advance depending upon exactly when influenza virus circulation
peaks in a given year.

1.5.2 Vaccine effectiveness and antigenic mismatch

The coordination of influenza virus surveillance and vaccination represents one
of the great success stories of a global collaborative scientific and public health
effort but it is by no means perfect. The effectiveness of the influenza vaccine
is notoriously difficult to estimate and is a complex, difficult and controversial
(although hugely important) research area in itself. Meta-analyses have put
average vaccination effectiveness at around 59% although this is highly variable
depending upon the year and method of estimation [Osterholm et al., 2012].

The reasons for poor influenza vaccine effectiveness are multiple and not wellAntigenic mismatch
and the 1997-1998
influenza season understood, but a factor that has been consistently identified as a cause of

particularly poor vaccine effectiveness in certain years is antigenic mismatch
of the virus and circulating strains [Belongia et al., 2009]. Given the length of
time between vaccine-strain selection and vaccine administration, new antigenic
variants can begin to dominate in the global population, with the result that
vaccine strains are no longer similar to circulating strains. In the 1997-1998
season, antigenically-drifted A/Sydney/5/1997-like viruses caused severe dis-
ease outbreaks in Europe and the US and the vaccine antigen drawn from the
previous Wuhan 1995 antigenic cluster (A/Nanchang/933/1995 or A/Wuhan/
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Figure 1.4: Annual production cycle for influenza vaccines. The amount of time required for sufficient vaccine
manufacture means that choices for which strains to use in the vaccine must occur at least 6 months in advance of the
influenza season, often longer. Modified after Connelly [2015].
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359/1995) was poorly matched [Aymard et al., 1999; Klimov et al., 1999; Smith
et al., 2004]. As would be expected, several studies have noted the detrimental
impact that this had on vaccine effectiveness in the 1997-1998 season, with
some even finding that recipients of the vaccine in that season fared no better
than placebo [Bridges et al., 2000; Centers for Disease Control and Prevention
(CDC), 1998; Jong et al., 2000; Nordin et al., 2001].

Although it seems to be biologically clear from the accumulated evidence that
antigenic mismatch plays an important role in vaccination effectiveness, accu-
rately estimating the effect of antigenic mismatch through vaccine effectiveness
studies is a real challenge - it is not uncommon for confidence intervals of vac-
cine effectiveness estimates to range from below 0 to above 70% [Ohmit et al.,
2009; Tricco et al., 2013].

1.6 The serological immune response

Having both extracellular and intracellular parts to its lifecycle, immunity to
influenza involves multiple components of the immune system. As with all
pathogens, passive and innate components of the immune system play a crucial
role in protection, while the adaptive immune system allows targeting of specific
antigenic features and (through the development of immunological memory)
the capability to respond rapidly to re-exposure to the pathogens with shared
antigenic characteristics (see again figure 1.1).

The studies in this thesis focus primarily on measuring serological immunity to
influenza, i.e. the quantity and specificity of secreted antibody. High levels of
serum antibody specific to an infecting virus have been consistently shown to
be strongly associated with immunological protection [Coudeville et al., 2010a;
Fox et al., 2015; Hobson et al., 1972; Jong et al., 2003; Virelizier, 1975; Wikra-
maratna and Rambaut, 2015], while they also form the basis for regulatory
assessment of vaccine efficacy [Gerdil, 2003; Wood, 2003]. In this section I
aim to give a brief overview of what is understood about the immunological
processes behind the production and maintenance of antibody.

1.6.1 The naive B-cell response

In the B cell system, mature naive B cells residing in secondary lymphoid
organs capture antigen specific to their B-cell receptor and begin the process of
activation. For influenza, this activation is a T-cell dependent process [Mitchcll
et al., 1985] - captured antigen is internalised and degraded before the resulting
peptide fragments are loaded onto MHC class II molecules for presentation to
CD4+ T-helper cells that have themselves been primed through T-cell-receptor-
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binding-dependent interactions with antigen-presenting dendritic cells2[Paul,
2013].

Once formed, the antigen-dependent B cell-T cell interaction then starts a se- The different
progeny of activated
B cellsquence of rapid B-cell proliferation and differentiation along one of two main

pathways (figure 1.5). The first pathway mediates a fast initial response to
infection whereby activated B-cells with unmutated BCR genes divide to pro-
duce short-lived plasma cells. In the second pathway, other activated B-cell
progeny go on to form germinal centres where they interact with T follicular
helper cells and antigen trapped on follicular dendritic cells, undergoing so-
matic hypermutation and leading to the generation of long-lived plasma cells
[Allen et al., 2007]. These long-lived plasma cells, taking more time to produce
as part of the germinal centre reaction, go on to constitutively produce high
affinity class-switched IgG antibody, maintaining long-term levels of serum and
mucosal antibody [Nutt et al., 2015].

The other crucial output of this process is the production of memory B cells The different types
of memory B cell- long-lived cells that do not produce antibody but maintain the capacity to

respond to further infection, allowing for rapid recall of antibody production
upon re-exposure. It was initially thought that production of memory B cells
was an output solely of the germinal centre reaction, but it has more recently
become clear that memory B-cells can also be produced independently of the
germinal centre and that several types exist with potentially different func-
tional roles. Generally speaking, the germinal-centre-dependent pathway is
thought to produce class-switched IgG memory B cells, whereas the germinal-
centre-independent pathway produces memory B cells with unmutated IgM
receptors. Since memory B cells produced independently of the germinal cen-
tre have not undergone the process of affinity maturation, affinity of the BCR
is generally lower but a greater diversity of binding-specificity is potentially
maintained. Particularly relevant for antigenically variable pathogens such as
influenza, it has been postulated that these cells play an important role in pro-
viding protection against novel antigenic variants that share some similarity
with a previously encountered strain [Kurosaki et al., 2015].

1.6.2 The B-cell response to re-exposure

High levels of baseline serum antibody produced by long-lived plasma cells
provide an important first line of defence against pathogen re-exposure (indeed

2How exactly the B cells themselves encounter antigen when residing in secondary
lymphoid organs is still a matter of some study. Antigen-presenting cells (particularly
macrophages in the subcapsular sinus of the lymph node) play an important role, while
it has been shown that smaller soluble antigens can gain access to the B-cell follicles and
bind B-cell receptors directly (see Yuseff et al. [2013] and Pape et al. [2007]).
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Figure 1.5: Schematic of the process of B-cell differentiation. Antigen-activated B cells and T cells migrate
towards the borders of the B cell follicles and the T cell zones of secondary lymphoid organs, respectively, which leads to
them establishing stable B cell-T cell interactions and enables B cells to receive helper signals from cognate CD4+ T cells.
Activated B cells and T cells then migrate to the outer follicles, where B cells undergo proliferation (part a). Some of the
proliferating B cells differentiate into short-lived plasma cells (part b), which give rise to the extrafollicular foci, and some
develop into memory B cells (part c; germinal centre-independent memory B cells). Alternatively, the activated B cells
can return to the follicle and can undergo rapid proliferation to form the germinal centre (part d). In the dark zone of the
germinal centre, the clonal expansion of antigen-specific B cells is accompanied by B cell receptor (BCR) diversification
through somatic hypermutation. The B cells that exit the cell cycle relocate to the light zone, where affinity selection takes
place through interaction with immune complex-coated follicular dendritic cells (FDCs) and antigen-specific T follicular
helper cells (TFH cells). The affinity-matured germinal centre B cells can re-enter the germinal centre cycle. Alternatively,
these germinal centre B cells exit the germinal centre, either as memory B cells (part e; germinal centre-dependent memory
B cells) or as long-lived plasma cells (part f) that contribute to serological memory. The strength of signals that B cells
receive is likely to determine their fate; stronger signals (indicated by bold arrows) favour development into plasma cells
or germinal centre B cells, whereas weaker signals (indicated by narrow arrows) determine memory B cell differentiation.
TCR, T cell receptor. (Figure and caption reproduced from Kurosaki et al. [2015])
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passive transfer of serum antibody alone has been shown to be sufficient for
effective protection against influenza virus infection [Virelizier, 1975]3). How-
ever, when this secreted antibody fails to contain an infection, memory B cells
can become stimulated and re-activated by antigen. The primary outcome
of this re-stimulation of memory B cells upon a further antigen exposure is
proliferation and differentiation into short-lived antigen-secreting plasma cells,
generating a rapid transient increase in the concentration of circulating anti-
body, alongside the production of further memory cells and long-lived plasma
cells [Weill et al., 2013]. Again, this process appears to be a largely T-cell
dependent one, with helper T-cells recapitulating their role in helping to boost
memory B cell expansion and differentiation.

Evidence has also now accumulated that memory B cells are capable of re-
entering the germinal centre reaction and undergoing further affinity matura-
tion in the presence of new antigen although the relative importance of this
process in the case of secondary exposures remains controversial [Weill et al.,
2013]. Again the distinction between memory B cell types appears to be rel-
evant here, with IgM memory cells rather than IgG memory cells shown to
reinitiate a germinal centre reaction upon re-encounter of antigen.

In contrast to memory cells, plasma cells are terminally differentiated and are
not thought to maintain the capacity for further division. The traditional
view is that they act simply as factories for the consistent production of high
baseline levels of antibody and play no further role in modulation of the immune
response, having lost the ability to sense or respond to antigen through down-
regulation of their BCR [Radbruch et al., 2006].

1.6.3 The maintenance of immunity

Long-term memory is maintained through the persistence of long-lived plasma
cells and memory B and T cells. Indeed, antibodies against many vaccine
antigens are still detectable in the sera of individuals many decades after their
last exposure [Amanna et al., 2007; Slifka and Ahmed, 1996]. Regarding the
influenza virus, antibodies against strains from 1918 H1N1 pandemic were still
measurable in samples taken from subjects nearly 90 years later [Yu et al.,
2008].

3Interestingly, in related experiments Virelizier et al. found that although memory cells
should in theory be able to respond quickly to infection, passive transfer of memory B cells
alone in mice failed to provide protection, only noting a benefit when these memory cells
were first stimulated to differentiate to produce plasma cells and antibody. This presumably
explains why the body goes to such lengths to maintain background levels of antibody even
in the absence of infection.
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Although incapable of further replication, long-lived plasma cells have been
shown to have the capability of surviving almost indefinitely in survival niches
present inside the bone marrow [Manz and Radbruch, 2002; Manz et al., 1997].
Survival factors present in these locations seem to be key to these cells’ longevity
however and removal from their survival niche leads to rapid cell death [Rad-
bruch et al., 2006]. This, alongside the observation that total levels of serum
IgG tend to remain constant and not increase over time, has led to the hypoth-
esis of competition for places in a limited number of survival niches, with newly
produced plasma cells potentially capable of displacing older ones [Odendahl
et al., 2005].

In contrast to plasma cells, memory cells (being not yet terminally differenti-
ated) maintain the capacity to divide and self-replenish. Studies have shown
that in this way memory cells can also survive for many decades, maintaining
the ability of the immune system to respond dynamically to threats upon later
re-encounters [Ahmed and Gray, 1996].

1.7 The effect of previous exposure

The potential to be exposed to many antigenically variable but related strains
during a lifetime creates particular immunological challenges and phenomena,
unique to antigenically variable pathogens.

Generally speaking, immunity against invariant pathogens may be partial in
the sense that the immunological memory present is not sufficient to provide
long-lasting protection, but in such cases the problem is one of how to boost the
duration or potency of an initial immune response. In diseases such as influenza
however, the situation can arise that an individual has partial immunity and
protection not due to a weak immune response to an initial exposure, but
due to previous exposure to an antigenically similar strain. Being directed
at a different constellation of epitopes, simple boosting of this immunological
memory may not be enough to provide protection against infection, but cross-
reactivity means that it still plays a role in the immune response against it.
The immune response against the influenza virus therefore depends not only
on the type of strain encountered or strength of immune stimulus, but also on
the exposure history of the recipient to previous antigenic variants.

1.7.1 Original antigenic sin

This role of prior immunity and exposure history in affecting the responses
upon infection with a new strain was first recorded as early as 1947 when Fran-
cis et al. [1947] compared antibody responses in recently infected individuals
against both “Rhodes” (a newly isolated antigenic variant) and PR8 (a previ-
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ously circulating virus). They observed that upon infection, while acute and
convalescent antibody titres were similar against the new virus Rhodes, titres
against PR8 were much higher in patients who had received a vaccine contain-
ing PR8 in the previous year - the inference being that in patients with recent
PR8 exposure, antibodies with additional cross-reactivity against PR8 viruses
had also become involved in the response.

Also noted in the 1947 study by Francis and Salk was the fact that although
fold-change increases in HI titre were greatest against the infecting Rhodes
strain, final titres and the absolute increase in titre was highest against the
previously encountered PR8 strain. A study published 6 years later by Daven-
port et al. related to these observations, finding that titres in populations of
different age groups tended to be highest against strains that circulated soon
after they were born [Davenport et al., 1953]. The authors went on to hypoth-
esise that the first infection creates a kind of imprinting effect on the immune
system - subsequent exposures progressively reinforce pre-existing antibodies
from the first infection that also react against antigens common to the new
virus:

“From these data the following immunologic thesis is formulated.
The antibody which is acquired during the initial infections of child-
hood is of limited scope and reflects the dominant antigens of the
prevailing strains. The immunity conferred by the initial experi-
ences with influenza is also limited. Successive experiences later
in life with viruses of related but differing antigenic make-up re-
sult in a composite of antibody which is oriented toward a larger
number of the common antigens which comprise influenza virus.
These experiences confer a broader immunity which limits infec-
tion with, and antibody response to, the more recently encountered
strains. The antibody-forming mechanisms appear to be oriented by
the initial infections of childhood so that exposures later in life to
antigenically related strains result in a progressive reinforcement of
the primary antibody.”

- Davenport et al. 1953

Over the following years, several studies were performed to investigate this hy-
pothesis and the mechanistic basis behind it. Additional experiments in both
humans and ferrets confirmed that upon exposure to a secondary antigenic
stimulus, antibody titres against previously encountered strains were strongly
boosted, even if the second strain were so antigenically dissimilar a primary ex-
posure to it would normally generate no detectable cross-reactivity [Davenport
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and Hennessy, 1956; Davenport and Hennessy, 1957; Davenport et al., 1955;
Hennessy et al., 1955].

Crucially it was shown that the smaller level of antibody reactivity that was
generated against a second strain was not simply produced at lower levels
in addition to it, but was instead intrinsically linked to the initial response
generated against the first. For example, when ferrets were serially infected
with three antigenic variants, absorption of the resulting sera with the first
antigen removed all measurable reactivity against the second and third strains
[Jensen et al., 1956]. In the reverse situation where the resulting sera were
absorbed with the third antigen, all reactivity was removed against the third
strain, but there was little effect on titres against the first or second. The
surprising conclusion from this was that the majority of the antibodies that had
generated reactivity against the second and third strain, also had maintained
cross-reactivity with the first. Equivalent, although not always so clear cut,
results were found in humans, using instead different age groups to compare
the effect of different exposure histories [Francis, 1960].

Several further studies confirmed and extended the results of Jenson et al.,
showing that secondary responses were characteristic of the production of anti-
bodies reactive to epitopes shared between the new strain and those previously
encountered. Fazekas de St Groth and Webster in particular went to great
lengths in a series of studies published in 1966 [St Groth and Webster, 1966a;
St Groth and Webster, 1966b] using X-ray irradiation and measurements of
antibody binding affinity to demonstrate that antibodies produced against a
new strain following prior exposure with an antigenically related one were char-
acteristic of a secondary recall of pre-existing immunity and not an additional
primary response (as was seen when the new strain was encountered instead as
a first infection).4

Results from studies such as those described above became amalgamated into
the concept of “original antigenic sin” a term that has pervaded the scientific
literature ever since. Strictly speaking however, three distinct phenomena were
described:

1. That static titres measured in a population tend to be highest against
viruses corresponding to those circulating soon after their birth.

4They noted however with experiments in rabbits that the size of the first and second
inoculum played a role in the types of responses seen. When a small inoculum was used as
the first exposure, only the antibody produced early on in the response to a second infection
with an antigenic variant was entirely cross-reactive against both strains, replaced within 14
days by a primary-type antibody response to the boosting antigen. When a very large dose
of inoculum was used as the second infection, cross-reactive and primary antibody to the
second antigen was produced in parallel.
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2. Responses against new antigenic variants cause a boosting of antibody
reactivity to previously encountered antigenic variants and that this can
result in the highest post-exposure titres being maintained against these
previously encountered strains rather than the new one.

3. That antibodies produced against new strains appear to be mostly ones
that maintain cross-reactivity with previously encountered ones, rather
than a new population of antibodies only reactive against the new strain.

These phenomena are potentially related but not necessarily so, and I would
argue that the various application of the term “original antigenic sin” to refer to
any one of these observations has created confusion in the scientific literature.

Timing post-infection at which samples were taken seems to play a role in the
extent to which different phenomena are witnessed in different studies. Indeed
this was already noted by Webster, who used sera from the same ferrets as
in the original paper from Jenson et al. but examined samples taken at 21
days post infection rather than 14, and already found evidence for a more
heterogenous response with both primary and secondary components [Jensen
et al., 1956; Webster, 1966].

The cellular mechanism behind boosting of previous titres and skewed produc-
tion of antibodies that maintain shared cross-reactivity with previous strains
has never been conclusively determined but it seems likely to be a consequence
of competition between memory and naive B cell populations. This concept was
first eluded to with the hypothesis of “antigen trapping” whereby pre-existing
immune cell populations were hypothesised through some mechanism to reduce
the quantity of antigen available for stimulating a primary response [St Groth
and Webster, 1966a].

The antigen trapping hypothesis was formulated before we had generated such
a clear picture of the immune system as today. We can now envisage how such a
situation may arise mechanistically, whereby a limited amount of antigen enters
the lymph node either on macrophages or via simple diffusion and memory cells
outcompete naive cells for activation. Memory cell populations have several
advantages over naive B cells in such a scenario even if binding less strongly to
antigen epitopes:

• They are present in larger numbers. [Rajewsky and Schittek, 1990]

• They appear to have a lower activation threshold. [Liu et al., 1995]

• They proliferate more quickly than naive B cells in response to a stimulus.
[Tangye et al., 2003]
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1.7.2 The potential cost of immunological memory

Whether the apparent domination of memory cell responses comes at a costIs a memory recall
response less
efficacious? to the effectiveness of the overall immune response is still unclear. Normally

one would expect a memory response to be superior due to a more rapid and
potentially larger production of antibodies with high binding specificity, but
when these antibodies were produced in response to a previous antigenic vari-
ant and potentially have inferior binding properties than naive B cells that
may otherwise have been more robustly stimulated, the theoretical argument
becomes muddier.

Looking back at the original studies investigating the effects of different expo-
sure history a common theme is that, while responses may have additionally
been directed towards previously encountered strains, presence or absence of
prior immunity had relatively little effect on the final post-infection titre to the
vaccine/infection strain [Davenport and Hennessy, 1956; Francis et al., 1947;
St Groth and Webster, 1966b]. Indeed, given that influenza virus infections
seem to have disproportionately high morbidity and mortality in the absence
of any prior immunity (for example in children or a novel influenza A subtype
entering the human population and causing a pandemic) it would make sense
to assume that prior immunity, even if only partially cross-reactive with a new
strain, does in fact play a protective role compared to having to generate an
entirely novel response.

Although prior immunity does not appear to affect the overall strength ofThe potential costs
of relying on
memory recall response against a new antigen, evidence has mounted that a reduced diver-

sification of the antibody repertoire can create costs in the future whereby a
preferential memory response against conserved epitopes in a new strain leads
to inferior protection against later antigenic variants when these epitopes mu-
tate. Such a potential situation was noted in practice with regard to the 2009
H1N1 influenza pandemic when the pandemic H1N1 viruses began causing
unusually high levels of disease in middle-aged adults during the 2013-2014
influenza season [Dávila et al., 2014]. An explanation ultimately offered was
that these individuals, previously protected against the new H1N1 pandemic
strains due to an epitope around position 166 of the haemagglutinin molecule
that was shared with older seasonal H1N1 viruses circulating around the time
of their birth suddenly became more vulnerable when this epitope mutated in
the 2013-2014 season [Linderman et al., 2014]. Significantly, since novel re-
sponses against previous H1N1 2009 pandemic variants did not appear to be
primarily directed against the 166 region, the mutation caused little effect in
the susceptibility of other age groups and was not detected as a significant
antigenic difference in tests using first infection ferret antisera.
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Interestingly, although different subtypes of influenza are classically thought of
as serologically distinct (i.e. there is little or no cross-reactivity of antibody
responses between them) it has even been suggested that exposure history may
influence patterns of immunity and susceptibility between subtypes. Recently,
a study in 2016 by Gostic et al. found that the incidence and severity of H7N9
and H5N1 cases in different age groups appeared to be dependent on the year
of birth of the individuals rather than their actual ages [Gostic et al., 2016].
The critical inflexion point was around the birth year 1968, when the H3N2
subtype first emerged in the human population, replacing H2N2 - those born
before 1968 appeared to have better protection against H5N1 but those born
after appeared to have better protection against H7N9. Since both H2 and H5
belong to HA group 1 while H7 and H3 belong to group 2, the inference was
that having a first infection with a particular subtype conferred better lifelong
protection against later exposure to novel subtypes from the same HA group.

1.8 This thesis in context

Although space here is limited, I hope this introduction gives a useful outline
of many of the topics that will be revisited in this thesis. In this chapter I have
covered the structure and function of the influenza virus and how antigenic
diversity has been increasingly appreciated and more accurately measured.
In chapter 2, expanding on the work of antigenic cartography, I will explore
with the methodology of antibody landscapes how meaningful understanding
of serological immunity can be extended to even the individual level when this
variation is accounted for and measurements against a wider range of strains
combined. I have also discussed current understanding of the cellular mecha-
nisms behind the serological immune response to influenza virus exposure. In
chapter 3, antibody responses following natural influenza virus infections are
analysed in detail and the phenomena that result from these processes are ex-
amined. I have considered the current approach to influenza vaccination and
the successes and short-comings of the vaccination strain selection process. In
chapter 4, the immunological consequences of scenarios such as vaccine-strain
mismatch are investigated directly and implications for approaches to improve
vaccination are discussed. Finally, I have reviewed current understanding and
hypotheses relating to the question of the effect of prior immunity in influenc-
ing future immunological responses, to which work in many of the chapters
relates. The work in chapter 5 however, directly addresses many of the ques-
tions regarding how infection history influences later responses compared to
naive ones, investigating first and second responses to influenza virus infec-
tions and the consequences this has for our understanding of the processes that
underly patterns of influenza immunity observed later in life.
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Despite over 70 years of research, relevant new findings are still being uncov-
ered about surprisingly fundamental aspects of the immune response and the
best way to protect against diseases such as influenza. I hope that the work
presented in the next chapters can usefully build further in some of these im-
portant areas.
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The Antibody Landscapes Methodology

A stereogram of an antibody landscape.



2.1 Chapter summary

In this chapter I develop and test antibody landscapes, a method to help analyse
complex serological data by visualising antibody-mediated immunity as a function of
antigenic differences between a range of different influenza strains.

The test data set is a total of 468 human serum samples titrated against a selection
of 70 strains spanning 43 years of influenza H3N2 evolution. Antigenic cartography
had already been used to quantify the antigenic relationships between these viruses as
a two-dimensional map and I explore the best way to use HI measurements to model
serological immunity for each sample as a surface in a third dimension, representing
antibody reactivity throughout antigenic space.

To aid visual comparison of multiple landscapes, 2-dimensional summaries of these
landscapes are additionally created by taking a profile of the height of the full land-
scape along a path on the antigenic map that passes through each H3N2 antigenic
cluster in chronological order.

Methodological improvements focus on the optimal way to treat non-detectable titres
when modelling the surface, the most accurate way to calculate changes in antibody
reactivity and how to appropriately estimate confidence intervals for the resulting fits.



THE ANTIBODY LANDSCAPES METHODOLOGY

2.2 Introduction

2.2.1 An introduction to antibody landscapes

“Antibody landscapes” is a methodology first proposed by Derek Smith as a way of
better understanding patterns in serological data through analysis of serum reactivity
against a wide range of influenza strains in combination, while accounting for antigenic
differences between them. In essence, the aim is to create a profile of an individual’s
antibody-mediated immunity as it varies across antigenic space. In the case of the
influenza H3N2 subtype, where antigenic differences can be approximated in two-
dimensions, this allows for the immunological profile to be visualised as a surface in a
third dimension with peaks representing regions of antigenic space against which an
individual shows high immunity and troughs the regions of lower immunity - when
antibody reactivity is being measured, an “antibody landscape”.

Instead of analysis of antibody reactivity to a single strain in isolation, antigenic
cartography, and the extension of an antibody landscapes methodology, provide a
framework in which to infer immunity from measurements against a range of viral
strains, not simply by taking averages, but by also accounting for variation that
may be expected due to antigenic differences. At its best, such an immunological
profile theoretically provides not only a simple visualisation of complex serological
data, but also a quantification of serological immunity that is more accurate than
any single measurement taken alone. Although influenza has to date provided the
main study organism, an analogous approach could be applied to any antigenically
variable pathogen such as for example dengue virus, malaria or HIV. In a basic form,
the method involves the following steps:

1. Select a range of antigenically variant pathogen strains.

2. Create an antigenic map, quantifying their relative antigenic differences.

3. Measure antibody reactivity of a given serum sample against these strains.

4. Model the serum antibody reactivity as a function of the antigenic differences
between the strains.

5. Visualise the resulting profile of serological immunity.

In this chapter I will go through this process as applied to HI measurements made
using human serum samples against a range of H3N2 influenza strains. Work on the
first three steps having been already completed by others, I first explore the most
appropriate way to model serological immunity as a function of antigenic differences
between strains. Next, I go on to explore the most effective ways to visualise the anti-
body landscapes created and to share them between researchers. Finally, I extend the
methodology to better deal with non-detectable titres, determining how confidence
intervals of the fits can be inferred and applying some diagnostic tests to check for
biases and goodness of fit.
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Figure 2.1: Extended H3N2 antigenic map. Antigenic map of the H3N2 evolution extended from the original H3N2
map published by Smith et al. [2004]. Both axes represent antigenic distance, and the spacing between grid lines is 1
antigenic unit, corresponding to a twofold dilution of antiserum in the HI assay. Circles represent the antigenic location
of different virus strains, colour-coded by antigenic cluster (cluster name indicated). Sera were omitted for clarity. HK68:
Hong Kong 1968; EN72: England 1972; VI75: Victoria 1975; TX77: Texas 1977; BK79: Bangkok 1979; SI87: Sichuan 1987;
BE89: Beijing 1989; BE92: Beijing 1992; WU95: Wuhan 1995; SY97: Sydney 1997; FU02: Fujian 2002; CA04: California
2004; WI05: Wisconsin 2005; PE09: Perth 2009.
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Figure 2.2: H3N2 antigenic map with test strains highlighted. Caption as figure 2.1 but now with the 70 strains
against which test sera were titrated highlighted.
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2.2.2 The influenza H3N2 antigenic map

The influenza H3N2 antigenic map which determines the relative antigenic similarities
of the H3N2 strains titrated was constructed by colleagues at the Center for Pathogen
Evolution, University of Cambridge, primarily through work by Judy Fonville, Mario
Ventresca, Sarah James and Derek Smith. Briefly, the original H3N2 antigenic map
presented by Smith et al. in 2004 (which characterised viruses only up until the
Fujian 2002 antigenic cluster [Smith et al., 2004]) was extended using an additional
set of ferret antisera and HI titrations against 74 viruses, to include an extra 65
H3N2 strains covering the subsequent California 2004, Wisconsin 2005 and Perth
2009 antigenic clusters. The positions of the 74 viruses were found by minimising the
mapping error and then an “overlay-merge” was made with the original Smith et al.
antigenic map, which minimises the squared error of positioning of viruses in common
between the two datasets (9 viruses). The resulting antigenic map is shown in figure
2.1. This extended antigenic map was then used for the development of the antibody
landscapes methodology and subsequent construction of all antibody landscapes in
this thesis.

2.2.3 Test data set

The test dataset used in the analyses performed in this chapter is a series of HI
titrations of a range of antigenically distinct viruses measured against pre and post
vaccination sera from two vaccination trials performed in 1997 and 1998 (and studied
further in chapter 4). Combined, these datasets make a total of 234 pre-vaccination
and 234 post-vaccination serum samples with the majority titrated against a full
selection of 70 influenza H3N2 strains. These strains are highlighted on the antigenic
base-map in figure 2.2 and span from the Hong Kong 1968 antigenic cluster up until
Perth 2009, but with higher sampling density against more recent viruses. The serum
donors span a range of ages from 18 to 75 years old.

2.2.4 Collection of serum and measurement of antibody reactivity

Each serum sample had been titrated against a selection of the H3N2 influenza vi-
ral strains as detailed in appendix A using the HI assay and protocol described in
appendix B.

Serum was measured for inhibition of virus red blood cell agglutination at a series of
increasing 2-fold dilutions. Titres are therefore often first converted onto a log scale
before quantitive analysis and in this case the relationship used was:

z = log2(
Z

10
) (2.1)
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where Z is the raw HI titre. Here z represents the number of 2-fold dilutions at which
inhibition of haemagglutination is still present, starting from a maximum concentra-
tion of 1:10. Where the maximum concentration of serum (1:10) still failed to inhibit
haemagglutination, z was treated as -1 or a value somewhere in the range of ≤-0.5
depending on the methodological application. This log transformation is typical of
the analysis of HI data since both titre variation and the HI measurement error is
distributed on the log scale. Note however that in some cases raw titres are divided
by 5 rather than 10, making the baseline 0 (for a <10 titre when this is counted as a
titre of 5) [Beyer et al., 2004].

2.3 Modelling the antibody landscape surface

2.3.1 HI titre similarity against antigenic distance

A basic assumption of the antibody landscapes methodology is that antigens close
to each other in antigenic space should return similar antibody titres when titrated
against the same serum sample due to the fact that antibodies targeted against one
antigen should display cross-reactivity against other antigens with shared or similar
antigenic characteristics. As a first test of this principle, for each pair combination
of titrated antigens, the correlation of titres measured was compared against the
antigenic distance between them. The result is shown in figure 2.3 where it can
be seen how correlation between antigen titres, calculated as the Spearman’s rank
correlation coefficient ρ, increases with diminished antigenic distance.

2.3.2 Locally-weighted regression

Colleagues first developing the antibody landscapes methodology had previously com-
pared different fitting methods, identifying the R “loess” function as an appropriate
method of modelling the antibody landscape surface [Fonville et al., 2013]. This func-
tion is an implementation of a form of local linear regression, often used to model
underlying structure in datasets about which little or nothing about the nature of the
relationship between variables is known [Cleveland and Devlin, 1988]. In addition to
the fact that preliminary cross-validation results indicated a local regression approach
had the greatest predictive value compared to other standard fitting approaches, the
principal of fitting to locally weighted data marries nicely with the theory of serum re-
activity changing throughout antigenic space - the main assumption being that titres
against a given antigen will be most closely related to titres against other antigenically
similar strains.

2.3.3 Variable and fixed bandwidth local regression

The “loess” function in the R package is an implementation of the more general con-
cept of local regression analysis and investigation of other possible implementations
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Figure 2.3: Correlation of titres vs. anti-
genic distance between viruses. Antigenic
distance between all virus pairs plotted against
the Spearman’s rank correlation coefficient (rho)
of titres measured against them. Individual
points are shown in grey and the blue line rep-
resents a loess fit through the data (span=0.5).
Light blue regions represent the 95% confidence
interval of the loess fit, estimated from 500 boot-
strap repeats (often not wider than the main blue
line).

seemed appropriate. A fundamental concept is the “bandwidth”, or the number of
surrounding data points included when performing a local regression to calculate the
loess fit for a given point. In general, the larger the bandwidth, the smoother and
more constrained the fit will be.

The span variable included as part of the original R “loess” function implemented
defines a variable bandwidth, by including a given percentage of the closest surround-
ing points when performing the regression. A span of 0.5 will thus include 50% of
the surrounding points while a span of 0.8 will include 80%. This flexible definition
works well when variables are homogeneously distributed and has the advantage of
being scale-free, but in situations with more heterogeneous distributions (such as the
distribution of virus strains sampled on the antigenic map) it can lead to very incon-
sistent bandwidth sizes depending upon the location being considered. This principle
is illustrated in figure 2.4.

Given that it is expected to be largely the extent of cross-reactivity between differ-
ent viral strains that governs the degree of correlation between titres, an intuitive
alternative to variable bandwidth local regression is to use a fixed bandwidth that
reflects the limit of this cross-reactivity. Regardless of the density of sampling we
would expect a fixed limit of cross-reactivity, beyond which titre values should not be
correlated and therefore these values should not be included in a regression analysis.
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Figure 2.4: Inconsistent bandwidths with local regression using a fixed span. The antigenic map from figure 2.2
is again shown, with titrated strains highlighted. Additionally shown is the limit to which points would receive a positive
weighting when performing local regression with a span of 0.5. For point A, being in a region of sparsely sampled antigenic
space, encompassing the closest 50% of neighbouring points leads to a bandwidth as large as 28.6 antigenic units (the red
shaded area). For point B, the bandwidth needed to encompass the nearest 50% of points is only 10.0 antigenic units. This
inconsistent bandwidth can therefore be a problem when using a span rather than a bandwidth to fit datasets where points
have a heterogenous distribution.

2.3.4 The locally-weighted regression model

To allow more flexibility a method of fixed-bandwidth analysis was implemented
independently of the “loess” function originally used. It can be described as follows
where each position on the antigenic map is associated with three variables: the x

coordinate associated with the position in the antigenic map, xi; the y coordinate
associated with the position in the antigenic map, yi; and the log-converted HI titre,
zi.

For a given point pi (with associated antigenic coordinates xi and yi), the predicted
landscape height ẑi (in log units) is calculated as follows. First, Euclidean distances
are calculated to obtain the antigenic distance, aij , of each antigen titrated against
a serum with respect to the point in question, such that

aij =
√

((xj − xi)2 + (yj − yi)2) (2.2)
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where xj and yj are the x and y coordinates of the antigen. The distance of each
antigen from the point pi is then used to determine its weight when performing the
linear regression, following a tricubic weighting function as follows:

wij =

(1− (A/aij)
3)3 for aij ≤ A

0 for aij > A
(2.3)

Here wij is the weight of titre zi with respect to point pj and A is a variable that
determines the maximum antigenic distance from pj to which titrations made against
viruses will receive a non-zero weighting when calculating the landscape height (such
that 2A effectively represents the bandwidth of the local regression). Multiple linear
regression is then applied to characterise the relation between the measured titres of
an antigen and its coordinate variables xj and yj , with respect to the point pi, such
that for each antigen titrated:

zj = β1(xj − xi) + β2(yj − yi) + β3 + Ej (2.4)

where the regression coefficients β1, β2 and β3, are resolved to minimise the weighted
sum of squares of the errors, S, given by:

S =

n∑
j=1

wijEj
2 (2.5)

Finally, since the regression is performed on the coordinates of antigens relative to the
point being modelled, predicted values for pi are then simply given by the intercept
parameter β3, such that:

ẑi = β3 (2.6)

Note that the variables β1, β2 and β3 do not have a fixed value but are calculated
separately for each location in the antigenic map. This is why locally-weighted-
linear regression is often referred to as a “non-parametric”, although of course many
parameters such as A in equation 2.3 will be fixed and play an important role in the
resulting fit.

The parameters β1 and β2 essentially describe the gradient of the plane tangent to
the surface of the antibody landscape at the point in antigenic space being fitted.
To avoid overfitting in more sparsely sampled antigenic regions, the decision was
therefore made to constrain the parameters β1 and β2 such that they could not be
greater than 1 or less than -1 (since a slope of 1 is assumed to be the maximum rate
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Figure 2.5: Cross-validation results for least-squares fits of different bandwidths. Fits were trained on random
subsets of 90% of the data and tested on the remaining 10%, repeated 10 times with the entire dataset. The RMSE of the
fit predictions when using different fitting bandwidths is shown twice, in the left panel with a y-axis scale starting from 0,
and in the right panel, using a smaller x and y-axis scale to emphasise differences between the test bandwidths.

at which antibody reactivity will diminish with increasing antigenic distance from a
stimulus [Smith et al., 2004]).

2.3.5 Cross-validation of different fitting parameters

As previously discussed in section 2.3.3 a key parameter of local regression is the
bandwidth used to weight the data (A in equation 2.3). A small bandwidth will lead
to a model fit that closely fits the training data but can be liable to over-fitting, while
a larger bandwidth may create a fit that is not flexible enough to capture the true
underlying relationship between variables. Cross-validation of models using different
test bandwidths was therefore performed to try and ascertain the value that best
predicted missing data when it was excluded from the training set.

For each of the serum samples in the test dataset (a total of 468 pre and post vaccina-
tion samples when combined), a random subset of 90% of the antigen titres were used
as a training set used to infer the antibody landscape for that sample and predict
titres for the remaining 10% of the data. This was repeated 10 times for the entire
dataset, giving a total of 4680 cross-validation trials.
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When comparing different bandwidths, that same training dataset was used for each
value tested and the total root-mean-squared-error of the fit was calculated as,

RMSE =

√√√√ n∑
i=1

(zi − ẑi)2

n
(2.7)

where ẑi is the value predicted when trained on the training set of titres and zi is the
actual measured titre that was excluded from the training data. Test antigens that
fell outside the convex hull bounded by the training set of antigens were excluded
since the intention is not that antibody landscapes should be extrapolated to infer
values outside the region of antigenic space bounded by the antigens in the dataset.
Predicted and measured titres were compared as per the fitting procedure on the log2

scale. Non-detectable titres were simplistically treated as -1 on the log scale while
landscape predictions returning a value <-1 were also treated as -1. The result is that
test antigens where the measured titre was non-detectable and the predicted value
was <-1 were treated as having a residual of 0.

The results from the cross-validation testing are shown in figure 2.5. The RMSE of
missing data predictions reached a minimum at a model bandwidth of between 9 or
10 antigenic units indicating that a value around this level should give a fit most
representative of the data, at least for this dataset.

2.4 Data visualisation

A large part of the value of the antibody landscapes technique is to provide a simple,
intuitive summary of large amounts of complex data, allowing patterns between and
within individuals across large datasets to be visualised and compared. It was there-
fore an important part of the project to achieve an effective visualisation of antibody
landscapes that could be easily generated and shared.

2.4.1 Visualising a landscape in 3-dimensions

As introduced at the start of this thesis, variation of H3N2 influenza strains across
antigenic space is typically summarised in terms of a 2-dimensional antigenic map
while the antibody landscape exists as a surface in the third dimension. To model a
3-dimensional surface, the fitting procedure described in section 2.3 can be applied
grid-wise to predict the landscape height across 2-dimensional antigenic space and a
surface interpolated between these points.

Although technically straight forward to model once the locally-weighted regression
model has been built, effective visualisation of data in 3-dimensions is notoriously
difficult but the R programming environment provides good tools for visualisation of
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Figure 2.6: The 2-dimensional summary path. The antigenic map from figure 2.2 is again shown, with titrated
antigens highlighted. The dashed line shows a smoothing spline fit through the titrated viruses, and the solid lines show
corresponding projections of the viruses titrated onto this path.

such types of data. In particular the ability to add interactivity to a 3D plot can be a
powerful way of allowing a better visualisation of the underlying data structure and
this capability can be achieved through the package rgl [Adler et al., 2017], which
was ultimately used as a basis for antibody landscape visualisation.

Figure 2.7 shows the end result of a stepwise visualisation of the construction of an
antibody landscape, beginning first with the underlying antigenic map before showing
titres as impulses in a third dimension and finally an antibody landscape surface fit
to the data. Links to interactive variants of these plots and other 3D plots in this
thesis are included in appendix C.5.

2.4.2 Visualising antibody landscapes in two dimensions

Due to the difficulties inherent when trying to visualise change between two 3D sur-
faces, it was suggested that the roughly linear evolution of H3N2 strains through
antigenic space could be exploited to allow a summary “slice” to be taken through
each landscape. Following the initial methodology applied by Judy Fonville but with
some minor modifications, a smoothing spline was fit through the 81 antigens that
form the total set of antigens titrated against the various datasets included in this
thesis and listed in full in appendix A. The R function smooth.spline from the base
package stats [R Core Team, 2016] was used to perform the fitting with the spar
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Figure 2.7: Stepwise visualisation of the construction of an antibody landscape. (a) Antigenic map of H3N2
from figure 2.2, showing virus strains colour-coded by antigenic cluster. (b) An additional dimension indicates the measured
antibody titres as vertical impulses. (c) A smooth surface is fitted using locally-weighted multiple linear regression to create
the antibody landscape within the convex hull bounded by the viruses titrated.
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Figure 2.8: Stepwise construction of a 2-dimensional summary antibody landscape. (a) The antibody landscape
from figure 2.7 is shown. (b) A slice from the landscape is taken along the path following the antigenic evolution of H3N2
as defined in figure 2.6. (c) The height of the landscape at points following the summary path is plotted against distance
along it to create a two-dimensional summary. Titrated virus strains are shown along the x axis scaled inversely to the
antigenic distance from the summary path; symbol colour indicates antigenic cluster.
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argument set to 0.8. The resulting path through H3N2 antigenic space is shown in
Figure 2.6.

Figure 2.8 shows how the corresponding values of an antibody landscape along the
summary path defined can then be used to create a two-dimensional summary of the
three-dimensional landscape. This 2D summary traces the height of the antibody
landscape along the path through antigenic space, similar to the elevation profiles
provided for race routes or hiking trails. When evaluating the summary representa-
tions along the path, it should be kept in mind that the axis of this path does not
equal antigenic distance, because the path curves, and therefore two points along the
path may be further apart than the direct distance between them. That being said,
it reflects a good approximation of distance between strains in most cases.

To help orientate the rough antigenic location of each position along the antigenic
summary path, the positions of any viruses against which the sample was titrated
are shown beneath the x axis at the position of their projection onto the summary
path, scaled negatively by distance from it. Due to the roughly linear nature of H3N2
evolution, the path also acts as a proxy for the different times at which the test viruses
circulated and labels in figure 2.8 also give an indication of where strains from the
different antigenic clusters sit along it.

2.4.3 Adding further interactivity and portability through WebGL

The rgl package [Adler et al., 2017] for R by default generates 3-dimensional plots
viewed with basic interactivity using a native X11 viewer but it also provides func-
tionality to output plots to webpages, encoding them as WebGL images. This latter
approach was pursued and developed to allow plots to be viewed interactively in a
web browser and easily shared as html files, without the need to download the code,
data and packages needed to generate the plots locally. With some customisation,
functionality to toggle different components of the antibody landscape plots on and
off was also included, making it possible to focus on certain aspects of the data, either
the raw titres, 3-dimensional landscape fit, or how the summary path fits through
a particular landscape. This approach was used to generate the online interactive
versions of the 3D plots in this thesis listed in appendix C.5.

2.5 Handling non-detectable titres

Since locally weighted multiple linear regression is used to fit the antibody landscape
surface, there is always a question of how best to estimate the regression slopes and
intercept used to predict the antibody landscape height at any given antigenic point
for a sample where non-detectable HI titres have been recorded.
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Figure 2.9: Example landscape fit to non-detectable titres using the least-squares approach. An antibody
landscape is represented as in figure 2.7. The antigenic base-map is shown with titrated strains highlighted and corresponding
antibody titres represented as vertical impulses. The antibody landscape surface is shown in grey. Note the plateauing of
the surface fit when approaching the region of non-detectable titres on the right.

A common approach is simply to treat non-detectable titres of <10 as equal to 5, the
next lowest detectable value following a two-fold dilution protocol. This makes these
values equal to -1 on the log2(HI titre/10) scale used to model antibody landscapes.
Although easily implemented, this inevitably leads to overestimates when fitting data
since non-detectable titres are always assumed to reflect the highest possible value
with which they could be associated. Another approach sometimes implemented is
to exclude non-detectable titres but this too biases fits by selectively removing those
measurements that have returned a low value.

Although treatment of <10 titres as equal to 5 may introduce only a negligible bias
when such titres comprise only a small proportion of a whole dataset, it leads to
misleading results when a larger number of non-detectable measurements are present.
In the case of antibody landscapes, figure 2.9 shows how the effect is an artificial
plateauing of a surface as it tends towards an area of undetectable titres.

2.5.1 Optimising undetectable titres

An initial solution to the treatment of non-detectable titres when fitting antibody
landscapes was to allow these titres to vary and assume any value below the limit of
detection in the HI assay (≤-0.5 on the log scale). These values were then optimised
so as to minimise the overall root-mean-square error of the fitted antibody landscape
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titres, including of course the detectable titres, which remained fixed at their measured
values [Fonville et al., 2014].

Although this approach solved the problem of fits plateauing as they reached antigenic
regions of non-detectable titres, it is an approach with some limitations. Especially
where multiple non-detectable titres are present, it is relatively computationally in-
tensive and a non-trivial optimisation process, with solutions dependent upon initial
starting values for the non-detectable values used.

A more subtle problem is that the fit fails to account for any variation due to mea-
surement error in the HI assay which can actually give useful information about how
low underlying antibody reactivity is likely to be in a given antigenic region. For ex-
ample a region of exclusively non-detectable titres likely reflects underlying antibody
reactivity that is not just below, but significantly below the threshold of detection
since even with positive measurement error noise, which would be expected in the
case of some antigens, no detectable values were recorded.

To attempt to address these shortcomings, further work was performed to improve
the procedure to deal with non-detectable titres as described in the next section.

2.5.2 Maximum-likelihood estimation

Maximum-likelihood estimation provides an alternative approach to least-squares
when fitting a model to data such as the local multiple linear regressions performed
to construct the antibody landscapes. In the simple case of linear regression to data
with normally distributed errors, least-squares and the maximum-likelihood estima-
tor give the same fit, however maximum-likelihood estimation also gives the flexibility
to specify different degrees of uncertainty in different measurements [Hald, 1999].

A first step in maximum-likelihood estimation is to specify the error function for your
model - in the case of antibody landscapes, the amount measured values would be
expected to deviate from an ideal fit. Error in the case of antibody landscapes comes
from a number of potential sources:

• Inaccuracies in the positioning of viruses in the antigenic map.

• Differences between viruses and their levels of reactivity in the HI assay.

• Measurement error of the HI assay itself.

As an estimate of the total effect of all these errors, figure 2.10 shows the distribution
of the absolute difference of titres between all pairs of antigens in the test dataset less
than 0.2 antigenic units apart. As seen in section 2.3.1, figure 2.3, titres between pairs
of antigens are expected to become less related with increasing antigenic distance but
at such small distances this effect should be negligible, with most of the difference
in titres attributable to the factors listed above. It can be seen that the absolute
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Figure 2.10: Barplot of pairwise titre differences be-
tween antigenically similar viruses. The proportions of
different absolute pairwise differences between all viruses less
than 0.2 antigenic units apart are shown in light grey with
error bars showing the 95% confidence interval based on 500
bootstrap repeats. Dark grey bars show the proportions of
pair-wise differences expected from normally distributed er-
rors with a standard deviation of 1. Titre pairs including a
non-detectable value were excluded.

measured differences between these antigen pairs are fit well by the values expected
from a normal distribution with a mean of 0 and standard deviation of 1, folded about
0 (since absolute differences were compared) and rounded to the nearest integer (to
account for the discrete nature of the log-transformed HI titres). Note that in the
data shown, titre pairs that included a non-detectable titre were excluded.

Assuming the error distribution described above, an approach akin to Tobit regression
[Tobin, 1958] was used to fit the data and account for the additional uncertainty
associated with non-detectable titres. Formally, the error function F (n, µ) was defined
as,

F (n, µ) = Φ
(n− µ

σ

)
(2.8)

where µ is the mean of the distribution, σ is the standard deviation (set to 1), and Φ

is the cumulative distribution function (CDF) of the standard normal distribution.

Next, instead of estimating the coefficients of the multiple linear regression described
in section 2.3.4, equation 2.4 by minimising the weighted sum of the squared residual
error as described in equation 2.5, coefficients were found to maximise the weighted
log-likelihood of titre measurements given the model predictions. The likelihood of
obtaining a given measurement zi given a multiple linear regression model prediction
of ẑi was defined as,

P (zi|ẑi) = F (n = n+
i , µ = ẑi)− F (n = n−

i , µ = ẑi) (2.9)

where F is the error function defined in equation 2.8 and n+ and n− are upper and
lower thresholds of the measured value. Since measurable values of z may take only
integer values in the detectable range and non-detectable measurements represent
values somewhere below the measurable limit of the assay, n+ and n− can be defined
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Figure 2.11: Example effects of assuming different minimum-thresholds for non-detectable titres. 2-
dimensional landscape summaries are shown for an example serum comparing use of the least-squares fitting approach
to (black line) to maximum-likelihood approaches assuming a different minimum threshold (γ) for non-detectable titres.
Note that the maximum-likelihood fit exactly follows the least-squares fit when γ = −1.5 (left panel). Rest of figure caption
as for figure 2.8 panel c.

as,

n+
i =

zi + 0.5 if zi /∈ nd

−0.5 if zi ∈ nd
n−
i =

zi − 0.5 if zi /∈ nd

γ if zi ∈ nd
(2.10)

where γ is an additional parameter that can be thought of as the lowest likely value
on the log scale attributable to a non-detectable titre. Finally, the weighted log
likelihood I to be maximised is then defined as,

I =

k∑
i=1

log (P (zi|ẑi))wi (2.11)

where, as previously, wi the weight for that titre measurement scaled negatively with
distance from the antigenic point at which the landscape height is being calculated.

As mentioned with regard to equation 2.9, γ is an additional parameter to be decided
when modelling the antibody landscape using this approach. In the extremes, a
value of −∞ would imply no constraint on the lower limit of what could count as
an undetectable titre while a value of -1.5 is like treating non-detectable titres as
a detectable log titre of -1 as was the initial approach with least-squares. Figure
2.11 shows the effect of different values for γ when fitting an example landscape, it
can be seen that a value of -1.5 leads to a fit that exactly matches that of the least
squares method, while a value of −∞ fits regions of non-detectable immunity the
most aggressively. A value of γ=-4 leads to an intermediate fit that still correctly
reflects the region at which titres become largely undetectable but is not so heavily
weighted to fit these regions.

As figure 2.11 also demonstrates, the antibody landscapes calculated using the maximum-
likelihood methodology differ only slightly when compared to the original approach

46



2.5. HANDLING NON-DETECTABLE TITRES

described, in the antigenic regions of non-detectable titres. When cross-validation re-
sults from the maximum-likelihood fit were compared to the least-squares approach,
the results were very similar, although interestingly the performance of the maximum-
likelihood approach was very slightly worse overall (see figure 2.12).

The reason for a reduced performance under cross-validation when using a maximum-
likelihood fit is interesting and likely partly due to the way the RMSE was calculated.
As described in section 2.3.5, non-detectable titres were simplistically treated as -1
on the log scale while landscape predictions returning a value <-1 were also treated
as -1. The result of this cropping of both non-detectable titres and predictions to
-1 is that the residuals associated with non-detectable values tend to be lower, and
improved fits to these titres contribute less to the overall RMSE of the fit than fitting
to detectable titres.

Figure 2.13 shows the prediction RMSE for both approaches broken down by fits to
detectable and non-detectable titres. Looked at in this way, we can see that there is
indeed better fitting of non-detectable titres under maximum-likelihood approach but
this comes at a cost of worse fitting to detectable titres, perhaps due to overfitting of
non-detectable titres in some of the cross-validation training and test sets.

Ultimately, the predictive capacity of each fitting approach and the way in which fits
to non-detectable vs detectable titres should be weighted is a matter of judgement,
but the clearest benefit is seen in terms of the effect on data visualisation. Figure
2.14 reproduces the landscape modelled in figure 2.9 but now using the maximum-
likelihood approach. The shape of the overall landscape is largely maintained but,
where previously a misleading plateaux was present as the landscape approached but
did not cross the non-detectable titre boundary, now there is a clear delineation of
the regions of detectable and non-detectable reactivity in antigenic space.

2.5.3 Estimating fold-change of serum reactivity

Sometimes it is useful to estimate the fold-change in serum reactivity that has oc-
curred from one sample to the next, for example pre and post vaccination or in-
fection. The maximum-likelihood approach also provides a natural framework in
which to deal with changes between measured titres that may also be censored due
to non-detectable measurements. In these cases, fitting can be performed as already
described but measurements are now those of fold-change difference. Specifically, in
the case of a fold-change calculation, n+ and n− from equation 2.10 become limits of
the measured fold change. Rather than taken from a single log-transformed HI mea-
surement against a given antigen (previously zi), the fold change is calculated from
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Figure 2.12: Cross-validation of max-likelihood and least-squares fitting approaches compared. Results from
the least-squares fit shown in figure 2.5 compared to the results using the maximum-likelihood fitting approach to the same
training and testing sets. The left panel shows the results on a y axis scale stretching to 0, while the right panel shows the
same results on a scale chosen to better visualise differences in the results.
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Figure 2.13: Cross validation results broken down by detectable and non-detectable titres. Results from the
same cross-validation test shown in figure 2.12 broken down by predictions made against detectable and non-detectable
titres.
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Figure 2.14: Example landscape fit to non-detectable titres using the maximum-likelihood approach. An
antibody landscape fit to the same data as that in figure 2.9 but this time using the maximum-likelihood approach. Note
how the landscape fit now disappears below the detection threshold as it approaches the region on non-detectable titres on
the right of the plot, more accurately reflecting the overall pattern of antibody reactivity present in this serum.

one measurement to another, here represented as zi1 and zi2. Similarly to before,
upper (z+) and lower (z−) thresholds for either measurement are defined such that,

z+ =

z + 0.5 if z /∈ nd

−0.5 if z ∈ nd
z− =

z − 0.5 if z /∈ nd

γ if z ∈ nd
(2.12)

while equation 2.10 now becomes,

n+
i = z+i2 − z−i1, n−

i = z−i2 − z+i1 (2.13)

2.5.4 Prediction of immunity below the HI detection threshold

In addition to more accurate modelling of the boundary regions in antigenic space
between detectable and non-detectable titres, more appropriate statistical treatment
of non-detectable titres also potentially allows us to infer landscapes below the de-
tectable threshold to a certain degree. Ideally, it would be most informative to see
how predictive the height of antibody landscape fits below the detection threshold
are when antigens in these regions are titrated against serum concentrations of higher
than the starting dilution of 1:10. Without access to such data however, a surrogate
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approach is to first fit a landscape to all the data and then compare how the fit
deviates when the data is artificially censored at higher and higher levels.

The results of a landscape fit to such artificially censored data are shown in figure
2.15 where an example landscape fit is repeated when censoring the data at 6 different
levels. The maximum-likelihood approach manages to infer the landscape below the
detection threshold remarkably well, with virtually no effect on the landscape fit when
censoring the data even up to a level where the lowest titre measurement is <160 and
67.1% of the data is non-detectable compared to only 45.7% in the uncensored dataset.
Only at a censoring level of <320 does the fit begin to deviate more substantially where
94.3% of the titres are now below the detection threshold, before finally, in the most
extreme case of no detectable titres using a threshold of < 1280, a flat landscape is
returned.

Figure 2.16 shows the fits not of a single landscape but instead of an average popu-
lation landscape, constructed by fitting the data from all serum samples of a group
of individuals simultaneously - in this case all post-vaccination serum samples from
individuals in the 1998 vaccine trial. Here, with more data from which to infer the
landscape, the quality of fits below the detection threshold are even more impressive.
Remarkably, there is still almost no change in the overall fit even when titres are
censored to a level of <320, a degree to which 88.1% of the data is non-detectable
and the average population landscape is always below the detectable threshold.
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Figure 2.15: Fits to artificially censored data for a single landscape. In each panel 2-dimensional summary
antibody landscape fits are shown after artificially censoring the data to different levels (red dashed line) compared to a fit
made to the original data (solid black line). The censoring level used for each panel is given in the title and marked on the
y-axis by a dotted red line. For example in the top left panel (<20), all titres of 10 or <10 were numerically treated as
<20. The proportion of non-detectable (nd) titres below each censoring level is shown in the top-right corner. For reference,
45.7% of data was non-detectable in the uncensored titration set.
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Figure 2.16: Fits to artificially censored data for a population landscape. Caption as for figure 2.15 but now
comparing the effect of censoring on an average landscape fit to all post-vaccination serum samples from individuals in the
1998 vaccine trial (128 samples). For reference, 29.3% of data was non-detectable in the uncensored titration set.
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2.6 Estimating confidence intervals

2.6.1 Confidence intervals for an individual landscape fit

An important aspect of assessing antibody reactivity effectively is to determine the
confidence to which individual patterns and differences between sera can be inter-
preted. In the case of antibody landscapes we are interested in how affected the
landscape fit can be by variation in titres due to HI error and the specific set of
antigens selected for titration.

One approach to infer uncertainty is to bootstrap the data, resampling with replace-
ment the antigens and titres used to construct the antibody landscape and exam-
ining how much variation this creates in the resulting landscape fits. Although a
well-recognised method of calculating uncertainty in a wide-range of applications,
the drawbacks of bootstrapping are that it is computationally intensive (since the fit
must be repeated many times on different subsets of the data) and that it requires
a relatively large amount of data, since it is assumed that the variation in the data
sample is reflective of the variation in the “population” of possible measurements as
a whole.

Maximum-likelihood fitting also gives an alternative to estimating uncertainty by
calculating confidence intervals based on the profile-likelihood of relevant parameters
[Raue et al., 2014]. The relevant parameter in the case of the antibody landscapes is
β3 from equation 2.4 in section 2.3.4, the intercept of the multiple linear regression,
since this parameter directly determines the antibody landscape height at any given
point.

Explicitly, assuming a point estimate for the parameter β3 with a maximum-likelihood
of Pmax, two-sided 95% confidence intervals can be calculated by finding the values
of β3 that satisfy:

P (β3) = Pmax.Fχ2

(
1− 0.95

2

)
(2.14)

where Fχ2 is the cumulative probability function for a chi-squared distribution with
1 degree of freedom.

Computationally, solutions can be approximated for the upper/lower bound of the
confidence interval by increasing/decreasing the value of the β3 by small increments
until the likelihood of the fit begins to exceed the threshold likelihood defined in
equation 2.14.

Figure 2.17 compares the 95% confidence intervals for a landscape fit as calculated
either by the profile-likelihood approach described above, or by bootstrapping the
data. It can be seen that at the points where numerous surrounding antigens were
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Figure 2.17: Example confidence intervals for a single landscape. The 2-dimensional antibody landscape summary
fit is shown for an example serum (black solid line) alongside 95% confidence intervals for the fit based either on either 1000
bootstrap repeats (red dotted line) or a maximum-likelihood approach (black dashed line) as described in the main text.

titrated (and there is enough data to expect that bootstrapping provides a good
estimate of fit confidence), the maximum-likelihood and bootstrapping approaches
provide almost identical estimates. In regions further back on the summary path,
confidence intervals are broadly similar but the bootstrap-estimates become more
erratic - expected given the sparsity of data in these regions of the antigenic map.

In the case of bootstrapping the data, 1000 bootstraps repeats were performed, re-
fitting the antibody landscape to a random sample (with replacement) of antigens and
their associated titres. Confidence intervals were then inferred by taking the 2.5th
and 97.5th percentile of the fits at each location along the summary path. Points
where the landscape fell outside the convex hull bounded by the antigens included in
a particular bootstrap sample were excluded.

2.6.2 Confidence intervals on the population scale

Estimating confidence intervals for an average antibody landscape on the population
scale represents a slightly different challenge to individual confidence intervals. In
these cases the measurements are not wholly independent since there is both per-strain
variation, relevant since the same strains will have been measured across multiple
samples, and per-sample variation, relevant since each sample will show variation
around a population average.
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One approach to accounting for such different sources of error is a mixed effects model,
where the effect of the particular strain used and the particular sample being measured
are modelled as additional random effects. In this case, equation 2.4, describing
how the titre z measured against a strain is expected to be related to it’s antigenic
coordinates relative to a point i, becomes:

zj = β1(xk − xi) + β2(yk − yi) + β3 + un + bk + Ej (2.15)

where un is a random effect due to the sample n against which the measurement was
performed and bk is a random effect due to the particular antigen k being measured.
In this form xj and yj are better represented as xk and yk to reflect the fact that
the antigenic coordinates x and y are associated with the particular virus measured,
k, rather than the particular measurement taken, j. un and bk are expected to
come from a normal distribution with mean 0 and standard deviations of σn and σk

respectively.

Calculating and fitting such mixed effects models can be difficult, especially in the
case of censored data, but the R package “survival” [Terry M. Therneau and Patricia
M. Grambsch, 2000; Therneau, 2015] provides routines for this kind of approach
through use of the Surv and survreg functions. Normally distributed mixed effects
can then be added to a basic weighted linear model through use of a frailty term with
the function frailty.gaussian (see Therneau et al., 2012 and Ripatti and Palmgren,
2000). To aid fitting, based on figure 2.24 σk was set at a value of 0.7, while σn (which
would be expected to vary depending on the antigenic location and population tested)
was fit to the data.

Figure 2.18 shows the confidence intervals calculated for a population landscape from
a sample of either 10 or 100 using the mixed-effects-model approach. In each case,
bootstrapping was performed as described for the individual landscape but addition-
ally, the individual samples themselves were sampled with replacement to capture
inter-individual variation. Similarly to figure 2.17, the bootstrap confidence intervals
closely match those estimated from the original data. The shape of the confidence
intervals are also what would intuitively be expected. In the case of estimating the
population landscape from 10 samples, the confidence intervals remain mostly con-
stant throughout antigenic space, reflecting the fact that most uncertainty is coming
from the limited number of individual samples being used to infer the overall land-
scape. In the case of 100 samples, confidence intervals widen more perceptibly in the
region of antigenic space where titration density has become more limited, reflecting
the fact that in these regions, additional uncertainty due to the limited number of
titrated antigens plays a proportionally larger role.
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Figure 2.18: Example confidence intervals for a population landscape. The 2-dimensional antibody landscape
summary fit is shown for different average population landscapes (black solid line) alongside 95% confidence intervals for
the fit based either on either 1000 bootstrap repeats, bootstrapping both sera and antigens, (red dotted line) or based on
the mixed-effects-model (black dashed line). The left panel shows the estimated fit and confidence intervals for 10 sera
randomly selected from all post-vaccination serum from the 1998 vaccine trial and the right panel shows the same for a
random selection of 100 sera.

2.6.3 Estimated coverage from simulated data

As an additional test, simulated data was used to estimate the coverage of the confi-
dence intervals when fit to different random samples. In the case of fitting to a single
sample, “true” values for the HI titre at each antigenic point were assigned based on
the height of an example landscape at the antigenic location of the measured viruses.
Samples were then repeatedly simulated by adding normally distributed error to both
individual viruses and individual measurements (each assuming a standard deviation
= 0.7). The subset of viruses used to fit the map with each simulation was also altered
by taking a random selection of viruses from the full set of 338 shown in figure 2.1,
but matching the heterogeneity of sampling throughout antigenic space by ensuring
that the number of viruses drawn from each antigenic cluster was still the same as in
the original sample. To simulate fitting to a population landscape, true values were
assigned based on the landscape fit to post-vaccination serum samples from individu-
als in the 1998 vaccine trial. For a given number of simulated samples, in addition to
the per-measurement and per-virus error, variation was also added on a per-sample
basis. This individual variation included both general variation, simulated by adding
a fixed normally-distributed amount to all measurements from a given sample, and
some “shape” variation. This shape variation was modelled by taking a random walk
and assigning the results as titres for each antigenic cluster centroid in chronologi-
cal order. A landscape was then fit to these cluster-centroid titres and the resulting
landscape added to the baseline one - an approach that was found to give variation in
individual landscape shape that was visually similar to that seen in the actual data.
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Figure 2.19: Simulated confidence interval coverage. Using the baseline antibody landscapes shown in the lower
panel, noise was repeatedly added to the assumed “true” titres to simulate multiple sampling repeats. 95% confidence
intervals of antibody landscapes fit to the simulated data were then compared to the original landscape fit to estimate
actual confidence interval coverage under such a scheme. The upper panels show the percentage of times that confidence
intervals spanned the “true” fit from 1000 simulations, across the different regions of antigenic space. The black line is the
actual percentage coverage measured, with grey bands showing the 95% confidence interval for the coverage estimate based
on 1000 bootstrap repeats. The horizontal dashed line in the upper panels shows the target coverage of 95%, while the
dashed lines around the landscapes in the lower panel show the average lower and upper bounds of the confidence intervals
from the 1000 simulation runs.

Figure 2.19 shows the results of the data simulations. The top panels show the
estimated coverage from 1000 simulations, counted as the percentage of times that
the antibody landscape fit to the true titres fell within the upper and lower bounds of
the 95% confidence interval that was calculated when fit to the simulated data. The
bottom panels show the landscape fit to the true titres as a black line, with the mean
upper and lower confidence bounds of fits from the 1000 simulations. In each case,
from left to right, the plots refer to estimating confidence intervals for an individual
landscape, confidence intervals for a population average based on 10 samples, and
confidence intervals for a population average based on 100 samples.

Encouragingly, as with comparisons to the bootstrap-based confidence intervals, cov-
erage based on the simulated data appears to fall approximately in the target range
of 95%. As with most analytical approaches I would still be hesitant to draw firm
conclusions based solely on confidence intervals calculated in this way, but the meth-
ods used here appear to give a largely fair indication of the true uncertainty in the
data.
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2.7 Diagnostic tests

Although the antibody landscapes methodology was developed and tested on a defined
dataset, the intention is that it of course be applied to datasets outside of this training
set. To help assess the validity of antibody landscape fits when applied in novel
situations a number of diagnostic tests were therefore developed.

2.7.1 Fitting to randomly shuffled data

A first check of model predictions, although not intended as a test when fitting to
every dataset, is to perform cross-validation of the antibody landscapes fits when
modelling data where variables and measurements have been randomly assigned. In
the case of antibody landscapes the variables are x and y antigenic coordinates and
the measurements are of course the HI titres. The idea is that by shuffling the data
you are left with a baseline value, the size of which is determined by the amount of
general variation of measurement values in the datasets, against which to compare
model predictions. For example, a small model prediction error may not be particular
impressive when fit to a dataset that anyway has very low variation in measurements
and this test would be one way to highlight such situations.

The RMSE of cross-validation predictions when antibody landscapes were fit to data
where HI titres were randomly shuffled between all antigens is shown in figure 2.20.
As would be expected, it is clear that fits to the original dataset perform much better
than when measurements are randomly assigned, confirming that the landscapes truly
model underlying relationships between viral antigenic characteristics and serum an-
tibody reactivity. Also shown are the results when landscapes were fit to data where
the HI titres had been randomly shuffled between H3N2 strains in the same antigenic
cluster. Here the differences between fits to the full dataset are far smaller, indicating
that mostly it is differences in HI titre due to antigenic differences between antigenic
clusters that are being modelled. However, prediction RMSEs are still larger for
the “cluster-shuffled” fit, meaning that the relative positions of antigens within an
antigenic cluster are still a predictor of serum reactivity to some extent.

2.7.2 Predicted vs measured titres

As another basic test, to check for systematic deviation of model fits from the data,
fitted titres can be compared against measured titres. Figure 2.21 shows an example
where model fits for all of the landscapes of pre-vaccination samples in the 1997
vaccination trial are plotted against the measured titres. Larger light blue circles
show the median measured titre for fitted titres rounded to the nearest whole titre
and the light blue lines mark the interquartile range. Reassuringly the medians
for each group of fitted titres lie on line of equality, suggesting minimal systematic
deviation of the measured data from the model in this case. Overall, there is perhaps
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Figure 2.20: Cross-validation results compared to shuffled data. The cross-validation results from the maximum-
likelihood fit shown in figure 2.12 are reproduced alongside the results when applying the maximum-likelihood fitting
approach to fit data where HI titres were either randomly associated with a viruses in the base-map (red), or randomly
associated with viruses in the same antigenic cluster (green). The left panel shows the results on a y axis scale stretching
to 0, while the right panel shows the same results on a scale chosen to better visualise differences in the results between the
original and cluster-shuffled data.

evidence for a slight bias towards negative residuals for higher titres, indicating that
in some cases the fits may be over-smoothing peaks in the data, but the effect does
not appear to be large.

2.7.3 Assessing goodness of fit

Aside from systematic positive or negative deviations from the data, another impor-
tant metric is how closely the model fits the data in terms of the magnitude of these
deviations. A common metric for assessing the goodness of fit is the root-mean-square
error (RMSE) as used in section 2.3.5 to assess goodness of landscape predictions un-
der cross-validation and defined in equation 2.7. In the context of landscape fits, too
high an RMSE indicates a poor fit to the data while an RMSE that is lower than
would be expected from measurement error indicates likely over-fitting of model to
data.

Although the RMSE is a simple metric, a difficulty (as before) is how to deal with
non-detectable values since it is not possible to calculate an exact residual from fits
to such data. As a work-around, here again non-detectable titres were treated as -1
on the log scale while landscape predictions returning a value <-1 were also treated
as -1.
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Figure 2.21: Diagnostic plot of predicted vs. mea-
sured titres. Predicted vs measured titres for antibody land-
scapes fit to pre-vaccination serum from the 1997 vaccination
trial. Larger light blue circles show the median measured titre
for fitted titres rounded to the nearest whole titre and the
light blue lines mark the interquartile ranges. Individual data
points are shown in transparent grey and since the measured
titres are all discrete values a small amount of jitter has been
added in the y axis to better visualise the spread of data. The
dashed black line shows the line of equality and the number in
the top left of the plot gives the RMSE of fits to measurable
titres.

The left panel of figure 2.22 shows a quantile-quantile plot of the RMSEs of each
landscape fit (again to pre-vaccination titres from the 1997 vaccination trial), against
expected quantiles from a normal distribution with a standard deviation and mean
equal to the standard deviation and mean of the RMSE distribution. In this case,
although the RMSEs appear to be approximately normally distributed, the higher
and lower quantiles fall lower than would be expected given a normal distribution.
However, it is hard to interpret whether these fits represent outliers however since
the RMSE of certain fits will be skewed to a greater or lesser degree depending upon
the number of non-detectable titres measured. One approach would be to exclude
residuals associated with non-detectable values but this removes a lot of the data that
was used to fit the landscapes.

A solution to the issue of non-detectable titres is to numerically approximate the
expected error for each landscape fit taking the effect of non-detectable titres into
account and to compare this to the actual measured error. In a simple scenario with
continuous measurements, non-censored data and normally distributed errors, the
expected RMSE of each fit should on average be equal to the standard deviation
of the error function. Although the situation with HI titres is more complicated,
the expected error when fitting the antibody landscapes was already estimated in
section 2.5.2 and found to be well described by a normal distribution with a standard
deviation of 1, and it is still possible to compare the RMSE of fits against that
expected from the error function alone.

The procedure used here is first to take the landscape fits for each antigen and simulate
10000 measurements normally distributed around the fitted value. These simulated
measurements are then rounded and the RMSE calculated by treating both predic-
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Figure 2.22: Quantile-quantile plots to assess distribution of antibody landscape fit RMSEs. The left panel
shows the distribution of the RMSE of antibody landscapes fit to each of the pre-vaccination sera from the 1997 pre-
vaccination trial when measured titres that are <10 and fitted titres that are <-1 are both treated as -1 on the log scale.
The right panel shows instead the distribution of the RMSEs compared to the expected average RMSE for each fit taking
into account the number of non-detectable titres. In each case individual quantiles (each representing an individual antibody
landscape fit) are shown as grey circles and the median RMSE or adjusted RMSE is marked by the solid horizontal grey
line. The dashed-black line shows the line of equality - if points are normally distributed you would expect them to lie on
or close to this line.

tions and measurements less than -1 as equal to -1, exactly as when calculating the
RMSE of the measured data. The RMSE of all this simulated data is then compared
to the RMSE against the RMSE of the actual measured data to give an “adjusted”
RMSE, defined simply as:

Adjusted RMSE = Measured RMSE − Simulated RMSE (2.16)

The right panel of figure 2.22 shows the quantile-quantile plot now of the adjusted
RMSEs of the same landscape fits, similarly to before, compared against expected
quantiles from a normal distribution with a standard deviation and mean equal to
the standard deviation and mean of the adjusted RMSE distribution. Most of the
outliers from the normal distribution seen in the left panel now appear to simply follow
the expected normal distribution when converted to adjusted RMSE with only one
landscape still returning an unexpectedly low value, perhaps indicative of overfitting
due to a paucity of detectable titres. An additional advantage of the adjusted RMSE
metric is that when landscapes are fit well (neither over nor under-fitting) the average
adjusted RMSE should be near to 0. In this case the median adjusted RMSE (marked
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on the plot as a horizontal grey line) is indeed close to zero indicating a plausible fit
to the data.

2.7.4 Virus-specific error

Error on an individual virus level was also examined and the question of whether
there were systematic deviations from the model fit per virus. Examined across the
fits to pre-vaccination samples from the 1997 vaccination trial in figure 2.23, there
are clear patterns in terms of the error of the fit to each virus, with some viruses
being associated with measurements that are consistently higher or lower than the
predicted value.

Figure 2.24 compares the average residual for each antigen to fits to pre-vaccination
sera from the 1997 vaccine trial against fits to those from the 1998 vaccine trial. The
fact that there is a clear relationship between virus residuals across the two trial serum
sets emphasises that many of these virus errors are systematic rather than random
variation. The cause of these difference between viruses, however, is hard to ascertain.
One explanation could be antigenic differences not captured by the antigenic map,
either due to error in placement or patterns of cross-reactivity not captured in 2
dimensions. Equally, there could be differences in viral reactivity to serum that are
not related to antigenic differences between haemagglutinin molecules, for example
haemagglutinin density on the viral surface. Another well-recognised effect is that
certain viral strains will be better or worse at agglutinating red blood cells used in the
HI assay, as demonstrated recently in the extreme by a complete loss of the ability
to agglutinate red blood cells through HA binding for some recent H3N2 viral strains
[Mögling et al., 2017]. Interestingly, such virus-specific deviations have similarly been
noted when using HI results in other models [Lessler et al., 2012].
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Figure 2.23: Distribution of residual error to antibody landscape fits split by virus. Viruses were ordered by
the median residual error of detectable titres compared against antibody landscape fits to pre-vaccination sera from the
1997 vaccine trial. Circles colour coded by the virus antigenic cluster represent these median values while the vertical black
lines mark the inter-quartile range. The dashed horizontal black line marks a residual of 0, which would be expected if
detectable titres were on average no higher or lower than the value predicted by the landscape fits.
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Figure 2.24: Residuals per antigen compared between
the 1997 and 1998 vaccine trials. The median residual of
measured titres compared to antibody landscape fits was cal-
culated per virus and compared between fits to samples from
the 1997 and 1998 vaccination trials. Each circle represents
an individual virus and the dashed black line shows the line
of equality. The solid blue line estimates the underlying re-
lationship between the x and y variables through a principal
component analysis. The dashed blue lines show 95% confi-
dence intervals for this relationship based on 1000 bootstrap
repeats.
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2.8 Conclusions

In this chapter we have spent some time developing and examining optimal ways to
model and visualise serum antibody reactivity. I hope that already the potential of
the antibody landscapes technique is becoming clear but I would like to conclude with
some particular observations on the strengths and caveats of this novel approach to
serological analysis.

2.8.1 Why use an antibody landscapes approach?

When seeking to understand differences in serological data, undoubtedly one of the
main advantages of an approach such as that presented here is that, since antibody
reactivity is inferred from measurements against multiple different viruses, results
are not so dependent upon the particular set of strains chosen for an analysis. The
variability in the behaviour of different viral strains in the HI assay due to poten-
tially confounding factors such as those discussed in section 2.7.4 is a problem that
often seems under-appreciated in the literature and I would argue that the conclu-
sions drawn from many studies using titrations against only one strain could look
otherwise had a different strain with different reactivity in the HI assay been chosen
instead. Modelling based on a combination of titres from different strains also allows
antibody reactivity to be inferred more accurately than from single titrations alone.
The fact that HI titres are limited to discrete values normally drawn from two-fold
dilutions means that this can be particularly advantageous, and we shall see in later
chapters how the ability to more sensitively assess serological change can aid in the
interpretation of serological responses on the individual level.

The benefits of an analysis less dependent on particular strain choice and more accu-
rate estimates from pooling data are of course not necessarily uniquely achieved with
an antibody-landscapes type approach. For example, simply comparing average HI
titre per antigenic cluster would already leverage both these advantages to some ex-
tent. Indeed, for many purposes this would already be sufficient to solve some of the
major problems associated with single-strain analysis. However, antigenic clustering
is not always distinct and antigenic changes appear also to occur within clusters to
a greater or lesser degree. Similarly, antigenic differences between clusters can be
highly variable, for example the antigenic change between the Wuhan 1995 and Syd-
ney 1997 clusters seems to have been particularly large. When comparing titres or
responses between different strains and clusters it is therefore often still useful to have
a measurement of the relative antigenic differences between the strains used. Anti-
body landscapes provides a methodology to quantitatively allow for such variation
while still combining information from the multiple different titres in a statistically
powerful way.

Finally, a very particular advantage of antibody landscapes over simple averaging ap-
proaches based on rough antigenic groupings is that by expressing antibody reactivity
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in terms of antigenic space it allows for a quantification of immunological features
such as response breadth or the extent to which antibody cross-reactivity appears
to diminish with antigenic distance. These quantifications can then be used to draw
conclusions about the immunological processes behind them and make comparisons
when such features are of interest. Excitingly, it opens the door to development of a
predictive understanding of how antibody responses depend upon factors such as the
distribution of prior immunity in antigenic space and the different potential antigenic
characteristics of a new strain encountered. As we shall see throughout this thesis,
such a predictive understanding of immune responses, supported by insight gained
from detailed analysis and quantification of actual human infection and vaccination
responses, makes possible the goal of vaccine strain selection that does not simply
match antigenic characteristics to circulating strains, but optimises them in terms of
quantitative antigenic characteristics to generate the best expected immune response
in a given population or individual.

2.8.2 Caveats and limitations

Although a quantitative expression of immunity throughout antigenic space has pow-
erful advantages, it should in no way be expected that an approach such as that
taken here represents a perfect description of the full complexity of serological data.
Antigenic cartography is at best an approximation of the true antigenic relationship
between pathogen strains and the HI assay upon which the antibody landscapes in
this thesis are based is a fairly course measurement of serological immunity. Two
dimensions appears to be a reasonable description of antigenic relationships between
strains of the H3N2 influenza subtype primarily studied in this thesis but the true
dimensionality of the antigenic space they inhabit is undoubtedly much higher and
more complex. Even constrained to two dimensions, the position of different viral
strains is variable and prone to error.

For all the reasons mentioned, tests such as cross-validation of antibody fits and cal-
culation of the residual errors are an important validation of the technique. The fact
that missing values could be predicted from antigenic coordinates significantly better
than by chance shows that the antigenic map used here, although not expected to
be precise, does indeed provide useful information when inferring serological immu-
nity in human data. Such validations should always be performed when using a new
measurement of antigenic differences such as a different antigenic map.

Fitting human serological data based on antigenic relationships defined by the H3N2
antigenic map also provides a validation of the antigenic cartography approach it-
self. It supports the assumption that antigenic relationships as defined by ferrets also
reflect differences in human serological reactivity and also gives us an indication of
the scales at which antigenic differences are most relevant. The fact that shuffling
of strains within clusters still diminishes the predictive value of the antigenic coor-
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dinates, indicates that even on this scale the antigenic differences measured are at
least somewhat meaningfully related to the underlying variation in human antibody
reactivity. However, it is clear that the between-cluster antigenic differences are by
far the most significant predictor of differences in antibody reactivity. On the very
largest antigenic scales, where single exposure ferret sera cannot be used to directly
measure antigenic distance because HI titres fall to non-detectable levels, the analy-
ses later in this thesis provide an interesting separate indication that these inferred
distances may still be approximately correct. The fact that the strong “backboost”
phenomenon described in chapter 3 appears to diminish linearly with antigenic dis-
tance even across the full range of the H3N2 antigenic map is one such example, going
against claims that antigenic distances that go beyond those directly measured may
be misleading (see Recker et al., 2007).

A caveat to validation through prediction of missing measurements is that since anti-
genic cartography and the antibody landscapes in this thesis are both built upon HI
titres, it may be that to some extent the predictive value (perhaps indeed that seen
at the within cluster level) comes simply from describing how the strains tend to
behave in the HI assay itself. If, unrelated to their actual antigenic characteristics, a
set of strains tended to return low titres in the HI assay, this would have the effect of
pushing them to the edges of clusters on the antigenic map, a region where antibody
landscapes may indeed correctly fit a region of low reactivity. Potential problems
such as this could only be addressed by the use of a different assay for the human
sera in an attempt to decouple assay-specific differences that would affect both the
map and antibody landscape. This would bring its own difficulties but would be a
powerful test of the extent to which antigenic cartography really represents underlying
antigenic differences between strains on different scales.

More generally, there are some features of the antibody landscapes technique devel-
oped here that should be remembered when it is used. For example, the variability
caused by sampling of alternative viral strain combinations, leads to the conclusion
that while broad patterns apparent in antibody landscapes may be confidently inter-
preted, one should be more cautious when it comes to inferring much from finer details
in an individual landscape. In this regard, the construction of confidence intervals
helps to give an idea of what should be counted as a significant feature. Additionally,
where details are to be interpreted it should be remembered that although the 2D
visualisations give an easily comparable summary, re-examining for any patterns in
3-dimensions will ensure that conclusions drawn are not an artefact of the specific
path through the landscapes chosen.

A methodological point should also be made with regard to the calculation of con-
fidence intervals for the antibody landscape fits. At any given antigenic point, the
confidence intervals as calculated in this chapter provide a good representation of the
expected range in which the underlying pattern of serological reactivity in a given
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sample lies. However, when comparing antibody landscapes across a large antigenic
range, care should be taken in the interpretation. When comparing to a baseline anti-
body landscape for example, the greater the antigenic distance over which differences
are measured, the greater the probability of a region occurring whereby confidence
intervals lie outside of the baseline landscape by chance variation. Compensating for
this effect is statistically challenging since the probability of such chance differences
occurring depends both upon the additional antigenic locations considered and upon
how correlated you would expect results to be between them (i.e. are they close in
antigenic space to other locations compared). A conservative approach taken in future
analyses in this thesis has generally been to test for evidence of significant landscape
differences at a limited number of antigenic points, allowing for any multiple testing
with a Bonferonni correction. This being said, where larger differences in antibody
landscapes are seen that fall well outside confidence bounds, or are seen across a
wide antigenic range, significant changes in serological response can likely be safely
concluded.

Finally, although an antibody landscapes approach holds advantages, there is still the
potential for artefacts appearing due to the smoothing nature of the fit. For these
reasons, in the analyses that follow in the next chapters, care has been taken not to
over-interpret the patterns observed and to remember the limitations of the method-
ology. Where important conclusions have been drawn from the data, underlying
patterns in the raw titrations have also been demonstrated.

2.8.3 Areas for further development

As a concluding note for this chapter, although much work has gone into develop-
ing and validating the technique as it stands, there is certainly room for further
improvement. Local regression seems to represent a good fit both theoretically and
quantitatively to the task of modelling serum reactivity throughout antigenic space,
but not all potential methods and parameterisations were exhaustively tested. It is
possible that other strategies may better capture variation in the data, for example
the slight negative bias seen in the residuals of figure 2.21 may indicate that more
flexible fits could better capture local peaks of serum reactivity in antigenic space
but they would need to simultaneously guard against over-fitting of random varia-
tion in the data. In this regard, the estimate of pairwise titre differences between
antigenically highly similar viruses shown in figure 2.10 gives some indication of the
theoretical maximum limit of prediction accuracy using only data from the antigenic
map as the predictor, namely an RMSE of around 1. Given that the RMSE when
using local regression to predict missing titres in the detectable range was around 1.2
(figure 2.13), it is therefore unlikely that other approaches would substantially alter
the nature of the fit.
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To achieve further improvements beyond adjustments to the fitting approach, either
more data would be necessary to model antigenic differences between strains or a more
sensitive assay. In the case of more data, genetic variation would be one potential
source but gross genetic differences have been shown to be a relatively poor predictor
of antigenic characteristics in the case of influenza [Koel et al., 2013; Smith et al.,
2004]. This means that without a large training set or an accurate model of how
genetic change maps to antigenic change, including such data would likely simply
introduce more noise and the possibility for overfitting. It is likely however, that
a more accurate representation of the antigenic differences between strains could
be achieved than the 2-dimensional antigenic map assumed here and it would be
interesting to explore how human serological data and approaches such as antibody
landscapes could even be used to better infer antigenic differences between influenza
viruses.

For those interested in utilising the antibody landscapes methodology or developing
it further themselves, an R package containing the functions required to build and
test antibody landscapes is available on request.
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3
The Response to Influenza Infection

The Hà Nam province in Vietnam, home of the Hà Nam study cohort.



3.1 Chapter summary

In this chapter the antibody landscapes methodology developed in chapter 2 is used
to study antibody reactivity in samples taken annually between 2007 and 2012 from
69 individuals in the Hà Nam household cohort study in Vietnam.

Individual antibody landscapes demonstrate significant heterogeneity but show a re-
markable degree of stability from one year to the next. In many cases the individual
features were so distinctive that likely sample swaps could be identified. Titres against
viruses circulating long before an individual was born are not found, but there are often
measurable titres to clusters shortly preceding the earliest strains that were feasibly
encountered, giving an indication of the extent of antibody cross-reactivity. Generally,
titres against strains circulating at the time of sample collection were lower than those
circulating earlier in an individual’s lifetime.

Infections with H3N2 were associated with a strikingly broad antibody response, far in
excess of the cross-reactivity associated with a first infection. This response often ex-
tended to include all viruses back to the very earliest antigenic variants from the Hong
Kong 1968 antigenic cluster, but it was characteristically limited by the extent of an
individual’s prior immunity. PCR-confirmed infections with other subtypes (influenza
B, H1N1 and H1N1p) caused no significant change in antibody titres, indicating that
boosting of previous titres upon infection is a subtype-specific phenomenon.

Broad initial responses were followed by a period of titre decay during which anti-
body titres settled to a new consistent level typically sometime within the course of a
year. Unlike the antigenically broad short-term boosting, the long-term response post
infection was substantially narrower. It did not usually include a sustained increase
in titres to very antigenically dissimilar strains that were previously encountered but
still spanned multiple antigenic clusters.
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3.2 Introduction

The immune response in general contains multiple components that work together in
concert to deal with infection but as discussed in chapter 1, the antibody response in
particular is regarded as a key component of effective protection [Coudeville et al.,
2010a; Fox et al., 2015; Hobson et al., 1972; Jong et al., 2003; Virelizier, 1975; Wikra-
maratna and Rambaut, 2015]. Identification of common features of the response to
influenza infection and how immunity is generated at the individual and population
level opens up potential avenues to explore better ways to stimulate effective protec-
tion artificially, through vaccination.

In practice however, gaining any kind of understanding of generalisable patterns in
the human immune response to influenza infection has proven incredibly challenging.
Partly this is because of limited available studies where samples exist both before and
after confirmed influenza infection. Of the few that exist, due to the difficulty and
expense of active influenza monitoring, studies have typically relied upon comparison
of samples taken before and after an influenza season, using seroconversion as a
proxy for detecting influenza infection [Miller et al., 2013; Pica et al., 2012], or upon
inferences from cross-sectional data [Kucharski et al., 2015; Lessler et al., 2012]. Exact
dates of infection are therefore usually unknown unknown while by defining infection
based on seroconversion - an aspect of the very response being investigated - samples
are necessarily biased when detecting samples that represent actual infections, with
both false positives and negatives being prevalent [Cauchemez et al., 2012].

Where human antibody responses to influenza have been investigated, a huge hetero-
geneity of responses has been noted and few useful patterns identified [Beyer et al.,
2004; Koopmans et al., 2012]. This is perhaps unsurprising given the large array of
potential variables that differ between any given infection, including the antigenic
characteristics of a particular infecting strain, the time since infection, the genetic
background, age and infection history of the individual infected. To exacerbate these
difficulties, antibody responses are typically measured against only one or a limited
number of influenza strains. The precise choice of strains used, their reactivity in
the HI assay, and the extent to which they represent a good antigenic match to the
actual infecting viruses also act as additional confounding variables that will have
significant effects on the magnitude of effects measured despite having no bearing on
the actual immune response.

Due to the difficulties of controlling for so many unknown variables in the case of hu-
man immune responses to influenza infection, much work has focussed on the studies
in experimental animals, typically ferrets or mice [Angelova and Shvartsman, 1982;
Li et al., 2013; St Groth and Webster, 1966b; Webster, 1966]. In such cases, the
infection histories can be controlled, the timing of samples before and after infection
can be standardised and measurements of the immune response to infection made
against the exact strains that caused the infection. Despite these advantages, the un-
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derstanding that can be gained from studies in such experimental animals can only
take us so far. Differences in the immune response between humans and ferrets or
mice are not fully understood, while truly recreating the extensive infection history
of adult humans is impractical, if not impossible given the logistics of keeping study
animals for so long and their more limited lifespan.

In this chapter, I attempt to avoid some of the short-comings of serological analy-
sis through analysis of antibody titres and application of the antibody landscape’s
methodology to annual serum samples taken between 2007 and 2012 from the Hà
Nam cohort study in Vietnam [Horby et al., 2012]. Unusually, in this dataset, longi-
tudinal follow up of study participants over a number of years allows a comparison of
how antibody titres in a single individual change over time, controlling for individual
variation, while continuous monitoring for influenza-like-illness (ILI) and PCR con-
firmation of influenza infection allow for accurate information about both the timing
and type of influenza infections occurring. Combined with the increased resolution of
antibody analysis achievable through antibody landscapes, the aims are to describe in
more detail the common features and individual differences measurable in the human
antibody response to influenza infection.

3.3 Materials and Methods

3.3.1 Sample selection

A subset of 69 individuals were selected from the Ha Nam Household Cohort Study
[Horby et al., 2012] for detailed antibody-landscapes-based analysis of serum samples
collected between the study years 2007-2012. This subset included all individuals
from six households that had a high sampling compliancy and a household size of
five or larger (n=36), all individuals that had a PCR-confirmed infection during this
time (n=10), a random subset of participants with serological conversion defined as
a ≥4-fold change in HI titre against a single sentinel strain (n=14) and a random
subset of control individuals without reported serological change (n=9). 37 of the 69
individuals had available serum samples from the full 6-year time series and a total
of 324 samples were analysed.

None of the 69 subjects had ever received an influenza vaccination. Only subjects
that were 5 years old or older were enrolled into the Ha Nam cohort, but otherwise
no age restrictions had been imposed. The stem and leaf plot in table 1 gives the
subject ages of the 69 individuals at the end of the study period in 2012.

Each subject had been informed of the aims, methods, anticipated benefits and po-
tential risks of the study by a Vietnamese-speaking member of the research team
conducting the study in a face-to-face meeting. Participants were provided with age
appropriate information sheets in Vietnamese and asked to sign a consent form wit-
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0 | 7889
1 | 0022223455556779
2 | 0122235677889
3 | 22358
4 | 0223345788999
5 | 000012222235
6 | 38
7 | 13
8 |
9 | 15

Table 1: Ages of the individuals of the Ha Nam cohort in 2012. A stem-and-leaf plot representing the ages of the
individuals of the Ha Nam cohort in 2012. A stem-and-leaf plot is similar to a histogram in that the length of the rows
indicates the number in each group, and additionally indicates the data within each group. The row 9 | 15, for example,
indicates two individuals: one aged 91, the other 95.

nessed by a member of the study team. All participants provided written informed
consent.

3.3.2 HI titrations

HI measurements were performed by collaborators at the Victorian Infectious Disease
Reference Laboratory in Melbourne following the protocol described in appendix B.
One of two overlapping sets of H3N2 strains were used as the titration set as shown
in figure 3.1. Sufficient serum volume permitting, samples taken in 2007-2011 from
the 36 individuals from the six selected households with high sampling compliance
and household size of five or larger were titrated with the HI assay against 38 H3N2
viruses (isolated between 1993 and 2011, figure 3.1 upper panel). Samples from the
remaining 33 individuals and all samples taken in 2012 were titrated against a more
antigenically extensive set of 30 H3N2 viruses (isolated between 1968 and 2011, figure
3.1 lower panel). The full list of strains used in each of these titration sets is given in
appendix A.

The maximum dilution measured was 640, if agglutination was still inhibited at this
dilution, the entry was listed as having an end-point of ≥1280, since 1280 represents
the next two-fold dilution that would have been measured under the protocol. When
modelling antibody landscapes, and for all other analyses, these ≥1280 measurements
were treated as simply equal to a titration of 1280 (this was applicable however to
only 93 out of 11597 titrations).
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Figure 3.1: Antigenic maps highlighting the H3N2 strains used in the Hà Nam cohort study. The antigenic
map and summary path defined in chapter 2 are shown, different H3N2 strains are represented by circles colour-coded by
antigenic cluster. The upper panel highlights the 38 H3N2 strains (isolated between 1993 and 2011) that were used as the
test set for samples between 2007 and 2011 from subjects in the six selected households with high sampling compliance
and household size of five or larger. The lower panel highlights the more antigenically extensive range of 30 H3N2 viruses
(isolated between 1968 and 2011) that were used as the test set for samples from the remaining 33 individuals and all of
the 2012 samples. Full lists of the strains used are given in appendix A.
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Year Sampling date Cluster(s) circulating Inclusion test strain

2007 December 2007 WI05 -
2008 December 2008 WI05 A/Vietnam/EL140/2008
2009 June 2009 WI05, PE09 A/Vietnam/TX265/2009
2010 April 2010 PE09 A/Vietnam/TX265/2009
2011 July 2011 PE09 A/Vietnam/TX265/2009
2012 May 2012 PE09 A/Vietnam/TX265/2009

Table 2: Representative antigenic strains used for seroconversion testing in the Hà Nam cohort. Cohort
year, sampling date, circulating antigenic clusters and representative antigenic strains used for seroconversion testing (WI05:
Wisconsin 2005; PE09: Perth 2009).

3.3.3 Monitoring of influenza infections

Individuals in the cohort were closely monitored for signs of influenza like illness
(ILI), participants were encouraged to report any onset of symptoms so that nose
and throat swabs could be taken (typically taken the next day, or within two days
if reported over a weekend) and stored for later PCR analysis and subtyping [Horby
et al., 2012]. Active monitoring of participants and symptoms also took place in the
form of weekly visits and a questionnaire detailing the extent and duration of any
symptoms present in household members during the preceding week.

Based on antigenic analysis of circulating strains, during the cohort study period two
H3N2 antigenic clusters circulated: first WI05, and later PE09, as detailed in table 2.
In the following data analyses, seroconversion was defined as a ≥4-fold increase in HI
titre against A/Vietnam/015/EL134/2008 in years with WI05 circulation, and against
A/Perth/16/2009 for PE09 cluster circulation - viruses that reflected the antigenic
nature of strains circulating in the previous year and against which all samples were
titrated.

3.3.4 Modelling the antibody landscapes

Antibody landscapes were constructed using the maximum-likelihood approach as
described in chapter 1, using a fitting bandwidth of 10 antigenic units assuming
a minimum titre for non-detectable measurements of -4. Diagnostic plots for the
antibody landscape fits are shown in appendix C.4.

In the 2-dimensional summary landscape plot, to indicate the antigenic nature of
potentially infecting viruses, all viruses belonging to the cluster that circulated in
the year prior to each sample’s collection are highlighted. For example, in samples
collected in 2008 this includes all WI05-type viruses, in 2010 it includes all PE09-
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type viruses, while in 2009 it includes both WI05 and PE09 type viruses, since both
clusters circulated that year (see table 2).

3.4 Results

3.4.1 Individual patterns of influenza immunity

Individual antibody landscape fits are shown in full in appendix C.1.2 and looking
through these visualisations, several patterns became evident. Firstly and most strik-
ingly, although there was substantial heterogeneity among the antibody landscapes
of different individuals, each individual’s landscape shape is often consistent from one
year to the next and has distinctive individual features.

Figure 3.2 reproduces the antibody landscapes from the 9 individuals chosen as con-
trols (from whom no sign of overt H3 influenza infection was reported between first
and last serum sample collection). Here it can be seen that although the landscapes
of each individual sample appear very distinct from one another, many are almost
identical when comparing antibody landscapes constructed from the sample taken in
2007, to the sample taken 5 years later in 2012. Some differences are evident, as visu-
alised by the red-coloured regions (areas where the landscape increased compared to
the previous sample) and beige-coloured regions (areas where the landscape decreased
compared to the previous sample). However, it is often only a part of the antibody
landscape that has altered with the overall features of the landscape remaining mostly
unchanged.

Changes of landscape over time will be discussed in more detail later but generally,
in the absence of infection, antibody titres and consequently antibody landscapes
remain remarkably consistent over time.

3.4.1.1 Potential sample swaps

The characteristic nature of the antibody landscapes was in many cases so distinct
and conserved that it even acted like a fingerprint, making it possible to identify
where likely sample swaps had been made and serum samples incorrectly assigned to
different household members. Such errors can be difficult, if not impossible, to trace
but figure 3.3 gives an example of where such a potential situation was identified.

Note that to aid interpretation and analysis in total 4 likely sample swaps (described
in full in appendix C.1.1) were switched back or excluded. In the individual landscape
plots, these samples are indicated with an asterisk but this switching back of likely
sample swaps was also performed before all other analyses took place.
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Figure 3.2: Antibody landscapes for all individ-
uals in the Hà Nam cohort chosen as controls.
Each row contains 2D summary antibody landscapes
corresponding to samples taken from a single individual
and the information to the right gives their date of birth,
gender and reason for inclusion in the subset of test indi-
viduals. Each column contains landscapes correspond-
ing to samples taken in a given year, with the year and
month of the sample collections shown above. As de-
scribed in chapter 2, the black lines represent the land-
scape height for each position on the antigenic summary
path taken through the antigenic clusters (and shown
again on the antigenic maps in figure 3.1). Dotted black
lines show 95% confidence intervals for the landscape fit.
The antibody landscape measured in the first sample
taken is shown shaded in grey, in subsequent samples
(in this case only the sample from 2012), red shading
indicates increases, and beige decreases, compared with
the previously sampled year. Additionally shown are
blue-shaded rectangles that indicate antigenic clusters
that had circulated during an individual’s life span un-
til sample collection. As in the previous chapter, dots
along the x axis indicate the antigenic positions along
the summary path of the subset of viruses used to gener-
ate each landscape, scaled negatively by distance from
it. It can be noted in this particular figure how the
shapes of the antibody landscapes are individually very
distinct, yet remarkably consistent over time.
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Figure 3.3: A potential sample swap in 2009 for two individuals within the same household. Caption primarily
as described for figure 3.2, but additionally in this figure the samples taken in the year of the likely sample swap (2009)
are outlined with a blue box. The top plots under “Original” show the sets of landscapes for two individuals as they
were originally assigned in the dataset. The bottom plots under “Switched” show the sets of landscapes for the same two
individuals after the decision was made to reverse a likely sample swap by switching the samples taken in 2009. Note that in
some of these plots (and later ones) the antibody landscapes are cropped on the left side to the antigenic limit of the strains
titrated. The blue box still however extends to the appropriate antigenic point, even if this is outside the antigenic region
of strains titrated. In the final panel, where a more antigenically extensive range of strains was used for these samples, the
full landscape is shown with the black line but only coloured in the antigenic region that overlaps with the coverage of the
strains titrated against the previous sample.

3.4.1.2 Titres against circulating and historical strains

As has been historically observed, despite individual differences, in general antibody
titres against newly circulating viruses tended to be lower than against strains that
had circulated earlier in an individual’s lifetime. This is shown in Figure 3.4 where
titres have been grouped by either “current” antigenic cluster circulating in the season
preceding sample collection, “previous” antigenic clusters not currently circulating
but having circulated within an individual’s lifetime, and “future” antigenic clusters
that were yet to circulate at the time of sample collection.

In general, again corroborating findings from other serological studies, the antibody
titres in this cohort tended to be highest against viruses that were isolated when an
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Figure 3.4: Distribution of titres to previous,
current and future antigenic clusters. Box plots
show the distribution of titre values to different viruses
when grouped as described in the main text. Whiskers
extend to the most extreme data point which is no more
than 1.5 times the interquartile range from the box.

individual was approximately 2-6 years old. This is shown in Figure 3.5 where the
ages of all individuals in the year of isolation of the virus against which they had the
highest HI titre have been plotted as a barplot. Where more than one virus shared the
same highest titre, the earlier isolation year was counted. Individuals were excluded if
there were no viruses that were isolated prior to the individual’s year of birth against
which titrations were performed. Where more than one sample had been taken from
an individual, the first sample taken was the one used.

Measurable titres were often still present against strains that circulated only before
an individual was born, consistent with antibodies produced against a given cluster
having some “backwards” cross-reactivity to earlier antigenic variants [Smith et al.,
2004]. Figure 3.6 shows number of antigenic clusters relative to the antigenic cluster
that circulated at the birth of each individual extending up to a maximum of 2 in 5
of the 69 individuals. Note that to control for isolated titrations that recorded some
reactivity for a virus (where signal could simply be measurement error) and to avoid
spurious measurements due to any possible sample swaps for a given year, the lowest
titre across all samples from an individual was counted as the titre for each virus. For
many individuals, the number of clusters prior to birth with cross-reactivity was 0
simply because they were already alive during circulation of the first strains titrated
(for example they were born before 1968).

3.4.2 Antibody landscape responses upon infection

In total, over the course of 5 years of follow up there were 13 PCR confirmed H3N2
infections, 5 A/H1N1 infections, 3 A/H1N1 (pandemic) infections and 2 influenza B
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Figure 3.5: Age at the time of isolation of peak
response virus. Histogram showing the age of indi-
viduals in the Hà Nam cohort in the year of isolation
of the influenza virus to which they had the highest HI
titre. Where more than one virus shared the same high-
est titre, the earlier isolation year was counted.

infections recorded in the 69 individuals selected from the cohort, while in 58 cases
an ILI was reported and swabs taken but no influenza virus was detected.

3.4.2.1 Antibody response following infection with H3N2

The H3N2 antibody responses following PCR-confirmed infection with an H3N2 strain
were strikingly broad, with a large part of the initial antibody response to infection
dominated by increases in titres against historical strains.

Figure 3.7 shows the antibody landscapes for 2007-2012, where available, for the
individuals in the Hà Nam study for whom a PCR-confirmed H3N2 infection was
detected and there were samples available from both the year prior to infection and
two years following, such that the change of antibody landscape over time can be
fully observed. The sample taken the season after a PCR confirmed infection is
indicated with a red box, while the number of days between onset of the ILI and
sample collection is indicated also in red. During the cohort study period, two H3N2
antigenic clusters circulated: first WI05, and later PE09, as discussed in section 3.3.3.
Viruses from the cluster(s) circulating in season prior to each sample collection are
indicated with a red line below each plot.

It can be seen in figure 3.7 that although the circulating viruses highlighted are
antigenically some of the most advanced against which titrations were made, infection
with H3N2 was associated with a response that commonly extended to even the oldest
and most antigenically distant strains titrated from the HK68 and EN72 clusters,
although this breadth was variable.
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Figure 3.6: Antigenic extent of cross-reactivity
to strains circulating before birth. The number of
antigenic clusters relative to the antigenic cluster cir-
culating at birth, for which antibody levels were con-
sistently measured for an individual across all samples
collected. For many individuals, the number of clus-
ters prior to birth with cross-reactivity was 0 simply
because they were already alive during circulation of
the first strains titrated (for example they were born
before 1968).

Typically, the broad initial response appeared to be followed by a period of decay
during which antibody titres stabilised to form an altered antibody landscape that
was then subsequently maintained. Comparison of the antibody landscapes of 2007
and 2012 (rightmost panel in figure 3.7) shows that the antigenic region for which
increased titres were maintained long-term appears substantially narrower than that
of the initial response to infection.

In addition to PCR-confirmed cases of infection with H3N2 influenza, 36 individuals
met the criteria defined in section 3.3.3 for seroconversion against a sentinel H3N2
strain. 10 of these individuals had also had a PCR-confirmed influenza infection
accounting for their serological response but the remaining 26 showed seroconversion
in the absence of a confirmed infection.

Figure 3.8 shows each of the individual’s antibody landscape post-seroconversion com-
pared the pre-seroconversion landscape. As with the PCR confirmed H3N2 infections,
the same features of a very antigenically broad response are evident in many of the
cases of seroconversion. In these cases it seems highly likely that an infection has oc-
curred to cause such dramatic antibody responses but that it was either unreported
due to mildness of symptoms or non-compliance, or genuinely asymptomatic. Some
seroconverters had reported an ILI in the preceding year but the sample taken was
PCR-negative for all influenza subtypes, raising the possibility that a symptomatic
H3N2 infection had occurred but that the swab taken was in some way inadequate
to detect it.
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Figure 3.7: Responses to PCR-confirmed H3N2 infection. Antibody landscapes for all individuals in the Hà Nam
cohort from whom samples were available at least 1 year prior and 2 years post a PCR-confirmed H3N2 infection. Legend
as for figure 3.2 but additionally the first sample taken after a PCR-confirmed H3N2 influenza virus infection is marked
with a red box - the red number gives the number of days prior to collection of that serum sample that the PCR-positive
swab was taken. Red lines below the x axis also show the antigenic extent of viruses thought to be circulating in the season
before sample collection. The extra panels on the right compare the overall change in antibody landscapes from the samples
taken in 2007 to those taken in 2012.

In other cases shown in figure 3.8, although individuals seroconverted against the
sentinel strain, the serological response when assessed more extensively is ambiguous.
The most extreme example is subject number 4 whereby the overall picture is actually
one of a decay in antibody titres rather than an increase. In this case it seems
highly likely that random variation due to HI measurement error accounted for the
seroconversion rather than a genuine serological response to infection. For other
individuals the overall antibody response is more muted but the post-seroconversion
landscape is still significantly higher than the pre-seroconversion landscape at the
antigenic location of the likely infecting strains indicating that despite the smaller
increase in titres compared to other individuals, a significant serological response has
still occurred.
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Figure 3.8: Responses following seroconversion. Antibody landscapes are shown for all samples meeting the criterion
for seroconversion in the Hà Nam cohort (see section 3.3.3). Unlike previous figures, each panel represents the response
in a different individual, showing 36 in total. A reference number, the date of sample collection, and the year of birth of
the corresponding individual are given above each plot. The black line represents the 2-dimensional summary landscape
fit for the sample taken post-seroconversion in the year given above each panel. The red shading indicates increases, beige
decreases, compared to the sample taken prior to seroconversion. As with figure 3.7 samples that were also associated with
a PCR-confirmed H3N2 infection are also highlighted with red boxes and show the number of days since the PCR-positive
swab was taken and red lines below the x axis also show the antigenic extent of viruses thought to be circulating in the
season before sample collection. One sample was taken following a PCR-confirmed influenza B infection and is highlighted
in green. As with previous figures, the antigenic positions of titrated strains when projected onto the summary path are
shown by circles along the x axis, coloured by antigenic cluster and scaled by distance from the path.
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Figure 3.9: Responses to infections with other subtypes. Antibody landscapes for all individuals with a PCR-
confirmed influenza A/H1N1(pdm), A/H1N1 or B virus infection. Legend as for figure 3.2 but, as with figure 3.7, the
first sample after a PCR-confirmed influenza virus infection is marked with a coloured box and the number of days post
collection of the PCR-positive swab shown. This time with different colours denote the different subtypes: red = H3N2,
orange = H1N1, pink = H1N1p, green = influenza B.

3.4.2.2 Antibody response following infection with other subtypes

Figure 3.9 shows the series of antibody landscapes from 2007-2012 for the 8 individuals
who had PCR-confirmed infection against A/H1N1, A/H1N1 post 2009 pandemic
(denoted H1N1pdm) or influenza B. As for the H3N2 infections, the first sample taken
after the infection is highlighted and the number of days post onset of symptoms are
again shown.

In general from figure 3.9 it can be seen that most landscapes show no evidence of a
response in terms of increasing H3N2 antibody titres following infection with another
subtype. The two exceptions come following a B infection in the 5th individual shown
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and an H1N1p infection in individual 7. Since the other examples following a B or
H1N1p infection show no evidence of an associated antibody response against H3N2 it
seems rather than a heterosubtypic response, the landscape changes in these two cases
may instead have been due to an additional H3N2 infection that went undetected.

3.4.3 Characterising the antibody response

Although cellular data is not available, attempts were made to characterise the nature
of the sometimes extensively broad antibody responses witnessed in response to the
H3N2 infections, comparing them with expected nature of a primary response and
how they related to prior immunity in the individuals.

3.4.3.1 Comparison with primary immune responses

Some cross-reactivity in terms of antibody responses to influenza exposure is expected
and well recognised following a first influenza exposure due to the antigenic similarity
of different influenza viruses. To put the extensive breadth of antibody response
witnessed following many of the H3N2 infections in the Hà Nam cohort into context
it is therefore useful to compare it to the extent of cross-reactivity that may be
expected in such a primary immune response.

Figure 3.10 shows antibody landscapes constructed from 7 ferret antisera raised
against clusters from the WI05 and PE09 antigenic clusters - the types of strain
circulating in the Hà Nam cohort during the study period. The responses show cross-
reactivity and measurable antibody responses against not only the infecting virus but
additionally for viruses from antigenically similar clusters such as FU02 and CA04.
However, this cross-reactivity is clearly on a different scale to many of the responses
measured in the Hà Nam cohort. While detectable cross-reactivity in these 7 ferrets
extended to between 3 and 5 antigenic clusters before the cluster of the infecting
strain, this number is eclipsed by that of the human responses, which extend up to
the full range of 14 antigenic clusters in some individuals.

To give a separate indication of the extent of cross-reactivity expected in a primary
human immune response, we can also refer back to figure 3.6. Here, the maximum
detectable cross-reactivity in the samples measured extended up to only 2 antigenic
clusters. Ferret titres were measured at around the expected peak of the antibody
response perhaps accounting for the additional cross-reactivity witnessed in these
antisera. However, both ferret and the surrogate human estimates set the breadth
of response witnessed in the Hà Nam cohort aside from the typical cross-reactivity
generated as part of the antibody responses to a primary influenza exposure.
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Figure 3.10: First infection ferret responses. Antibody landscapes representing primary ferret responses to exposure
to viruses from the Perth 2009 and Wisconsin 2005 antigenic clusters. The solid black line represents the post-inoculation
landscape and the landscape is shaded in red to represent the fact that there was no prior immunity before infection. The
dashed vertical black line represents the location of the strain the ferret was inoculated with, in relation to the summary
path described in chapter 2 and shown in figure 3.1. As with previous figures, the antigenic positions of titrated strains
when projected onto the summary path are shown by circles along the x axis, coloured by antigenic cluster and scaled by
distance from the path.

3.4.3.2 Response in relation to pre-existing antibody reactivity

Apparent from both figure 3.7 and figure 3.8 is that although post-infection responses
were often broad, they were limited by the extent of the pre-exposure antibody land-
scape and did not tend to extend far beyond the antigenic region against which there
was already some detectable levels of immunity. This is more formally examined in
figure 3.11, which shows the proportion of individuals with a detectable response, and
the proportion of individuals with detectable pre-exposure antibody levels, along the
antigenic summary path. Detectable titres were defined as a landscape value >-1,
and a detectable response as an increase in landscape value >0.5. The proportions
decline similarly against older antigenic clusters further suggesting that the extent
of antibody response is indeed related to the extent of detectable pre-infection an-
tibody reactivity. Notably, the same pattern is not observed for the more recent
antigenic clusters (e.g. WI05, PE09), perhaps because increases in antibody reactiv-
ity to viruses in this antigenic region are partly a result of the generation of novel
antibodies directly against the infecting virus, rather than due to stimulation of prior
immunity.

Significantly, although the antibody response following an H3N2 infection (as defined
by either PCR or seroconversion) was antigenically very broad and often included
a substantial increase in titres against older viruses, responses in terms of the fold-
change were still greatest on average against strains from the likely infecting WI05
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Figure 3.11: The relationship of antibody responses to prior immunity. The proportion of individuals from the
Hà Nam cohort with detectable titres prior to either PCR-confirmed infection with H3N2 or seroconversion (blue line) is
compared to the proportion of these individuals that show detectable increases in antibody landscapes (red line).

or PE09 clusters. This can be seen in figure 3.12 which shows the average increase
in antibody landscape on the log2 scale along the length of the summary path in
the sample directly following an H3N2 infection. The responses of individuals with
PCR-confirmed infection (dashed lines) and those without PCR-confirmation, only
seroconverting (dotted lines) are both included and follow a similar pattern, with the
highest average responses against later antigenic clusters.

Also shown in figure 3.12 are the average responses maintained longer term when
comparing the sample taken a season after the H3N2 infection to the one taken
before the H3N2 infection (where such samples were available). As noted in figure
3.7, there is a clear overall decay of the initial post-infection response. In many
individuals this decrease reflects a return to pre-infection titres against older viruses
over time, while the response to more contemporary strains is maintained long-term.
In a few individuals however, increased titres even to the antigenically older regions
are somewhat retained - for this reason, the average long-term responses approach
but do not reach 0 in these earlier regions.

3.4.3.3 Short vs long-term antibody responses

As already noted, the initial very broad response to H3N2 infection was followed by
a period over which antibody titres appeared to decay before reaching new stable
levels. Since samples were taken only annually for any given individual, estimating
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Figure 3.12: Antigenic breadth of short and long-term responses. For each position along the summary path,
the mean increase in titre was calculated based on a subset of individuals from the Hà Nam cohort that had a detectable
titre at that point in the pre-infection landscape (i.e. pre-infection landscape titre was 10 or higher). This was done based
on PCR-confirmed infected individuals (dashed lines), seroconverters without PCR-confirmation (dotted lines), and the
combination of these two subsets (solid lines). The red lines compare the sample before and immediately after infection,
while the blue lines indicate the titre increase between the last available sample (often from 2012) and the antibody titres
in the year prior to infection (provided this was ≥1 year following the infection).

the dynamics of this process is challenging. However, since the exact date of the
onset of ILI symptoms is known for each of the individuals for whom there was a
PCR-confirmed infection, it is possible to examine how time since infection appears
to influence the pattern of response seen in the antibody landscapes.

Figure 3.13 shows the antibody landscape responses for the 12 subjects with a PCR-
confirmed H3N2 infection arranged by time since onset of symptoms and how these
responses later go on to decay in subsequent samples. It can be seen that the large
and broad responses present in the samples from the first 5 individuals (taken 14-
42 days after infection) clearly go on to further decay before settling to form a new
landscape. The picture from the remaining individuals where samples were taken
only 100 or more days after onset of symptoms is more mixed. The response in
many cases already appears to be a little smaller in magnitude and less broad, often
showing no signs of decay in further samples perhaps because the decay process has
already taken place at the time of the first post-infection sample. Confusingly, the
responses in the 6th and 7th individuals show no signs of decay between the 1st and
2nd samples (between 100/108 to 273/281 days post infection) but then appear later
to go on to decay between the 2nd and 3rd samples (between 273/281 to 577/585
days post infection). In general however it appears true to say that landscape changes
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Figure 3.13: Antibody landscape responses to infection over time. Antibody landscapes are shown based on the
time since the date of the last swab PCR-positive for H3N2. The left hand side of the box is aligned with the corresponding
time since infection on the x axis and the exact number of days shown in the top left of each plot. Each subsequent box
compares the next sample taken from that individual to the previous one in the same row, to evaluate decay of antibody
responses over time since the first post-infection landscape. The individual landscapes are otherwise shown as described in
figure 3.2.
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that were present at least 300 days post symptom onset were typically maintained for
the remainder of the available samples - a timescale in line with findings from other
studies [Horsfall and Rickard, 1941].

3.4.4 Seroepidemiological comparisons
3.4.4.1 Estimating rates of seroconversion and asymptomatic infection

As demonstrated above in section 3.4.2.1, figure 3.8, meeting the criteria for sero-
conversion of a 4-fold or greater increase in titre against a single sentinel strain did
not always correspond to antibody responses indicative of a true influenza infection
when titre changes were assessed against a wider range of strains. Indeed, assessing
seroconversion as fold-change against a single strain is well recognised as an imper-
fect predictor of actual influenza exposure and serological response [Cauchemez et al.,
2012]. The minimum detectable difference of a 2-fold increase in titre when assessing
responses against a single strain may already be too coarse to detect smaller sero-
logical responses while measurement error in the HI assay itself has the potential to
cause both false positive and false negative results. Being based on titrations against
many more strains, antibody landscapes therefore have the potential to provide a
more robust assessment of seroconversion in response to influenza infection.

One approach to detect significant evidence of seroconversion is to look at the fold-
change antibody landscape response at an antigenic point of interest from one year
to the next and determine whether the lower bound of the one-sided 95% confidence
interval lies above a fold-change of 0. In such circumstances it would still be possible
to miss smaller antibody responses but it would be more sensitive than a single four-
fold change while making it unlikely that antibody responses that pass this criteria
were due simply to HI measurement error and random variation. Following this
method, fold-change landscape responses were calculated for each individual from
one sample to the next, as described in section 2.5.3. To avoid multiple testing, only
the fold-change at the centroid of the antigenic cluster that dominated circulation
between each sample pair tested was considered (Wisconsin 2005 for years 2007-2009
and Perth 2009 for years 2010-2012). In total, 45 samples from the cohort meet
this criteria for seroconversion compared with 36 samples when using a four-fold or
greater increase against a single sentinel strain. This would imply that using a four-
fold change against a single strain to define seroconversion did indeed underestimated
the actual number of infections that occurred in the cohort. This being said, it is of
course not possible to independently confirm whether the extra 35 responses detected
as significant using the antibody landscapes approach correspond to a true antibody
response against an influenza exposure.

Figure 3.14 uses a Venn diagram to summarise the results when classifying likely
influenza infections in the Hà Nam cohort based on the three different criteria, namely
seroconversion against a single strain, seroconversion using the antibody landscapes
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Figure 3.14: A comparison of different criteria
for detecting influenza infection. Venn diagram
showing the number of landscapes meeting the different
criteria for an influenza infection as defined by either
seroconversion against a sentinel strain (n=36), PCR-
confirmation (n=12), or a significant change in the anti-
body landscape (n=45). Numbers in the diagram show
the number of samples falling into each overlapping re-
gion, for example 10 samples met all three criteria. The
areas of each region are scaled approximately according
the number of samples included in them.

approach or a swab PCR positive for H3N2. It can be seen that while seroconversion
against a single sentinel strain detected a serological response in 10 from a total of 12
samples following PCR confirmed H3N2 infections, the antibody landscapes method
detected a significant response in all of them. This is a small piece of evidence that the
antibody landscapes approach used here provides a more sensitive tool for detecting
influenza infections, but without some other form of validation it is impossible to say
whether this comes at the price of the detection of extra false positive serological
responses.

3.4.4.2 Pre-season antibody titres in relation to infection

Figure 3.15 compares how different measurements of pre-season antibody titre relate
to individuals who either went on to have no detectable influenza infection (controls),
seroconversion against a sentinel strain or a symptomatic PCR-confirmed infection.
In the left-most panel the distribution of pre-titres against the sentinel strain for the
upcoming season are compared, in the middle panel the average pre-season titre was
taken from all strains in the antigenic cluster of the upcoming season (assuming non-
detectable titres to be -1 on the log scale), finally in the right panel the height of the
pre-season antibody landscape at the antigenic position of the centroid of all strains
in the upcoming cluster was used. Each approach shows the same overall pattern,
namely that those going on to have a PCR-confirmed infection in the upcoming season
or seroconversion tended to have lower antibody titres in their pre-season sample than
those who did not show any evidence for H3N2 infection in the following year.
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Figure 3.15: Distribution of pre-season titres for infected individuals and non-infected controls. Box-plots
show the distribution of titres taken in the year prior to either a symptomatic PCR-confirmed H3N2 infection (red),
seroconversion against a sentinel strain without associated PCR-confirmation (pink), or controls who meet neither of the
previous two criteria. Left panel: pre-season titres as defined by the HI titre against the sentinel antigen (see section 3.3.3).
Middle panel: pre-season titres as defined by the average HI titre against strains from the cluster circulating in the next
season. Right panel: pre-season titres as defined by the height of the landscape fit at the centroid location of the strains
circulating in the next season.

An HI titre of 40 is often associated with a 50% reduction in infection risk [Hannoun,
2004] and this is additionally marked on the plots as a dotted line. Interestingly, no
individual with a titre of greater than 40 appeared to go on to be infected in the
next season, supporting the idea that this is on the cusp of a protective threshold.
When pre-season immunity was measured using an antibody landscapes approach,
this threshold appeared to be even lower, with no participants going on to have a
symptomatic PCR-confirmed infection if their antibody landscapes pre-titre at the
upcoming cluster centroid was greater than around 10.

The average pre-titre and “protective” threshold was a little higher for those subjects
going on to seroconvert without PCR-confirmation of illness, which may have been
due to intermediate levels of antibody reactivity causing absent or reduced symp-
toms when subjects were exposed, but not sterile immunity and an entire absence
of antibody response. Controls - being those samples that were not associated with
evidence of infection in the following season - had pre-titres that spanned a wide-
range. A likely interpretation here is that individuals with higher pre-titres enjoyed
protection against influenza infection in the next season, while individuals with lower
pre-titres may have been vulnerable but lucky enough to avoid exposure.

3.4.4.3 Generation of a protection landscape

Building on the ideas of using antibody landscapes as a more sensitive predictor of
antibody-mediated immunity and associated infection risk, it is theoretically possible
to extend the antibody landscapes technique to creation of a “protection landscape”.
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As an example, figure 3.16 shows the antibody landscape from one individual in
the Hà Nam cohort converted into a protection landscape based on the quantitative
relationship between HI titre and clinical protection against influenza estimated by
Coudeville et al. [2010a]. Using a meta-analytical approach, they estimate the func-
tional form of relationship between HI titre and protection (the HI protection curve)
as follows:

Probability of protection = 1− 1

1 + eβ(log(Tj)−α
(3.1)

where Tj represents the HI titre and α and β are parameters associated with location
and steepness of the HI curve that they estimate to be 2.844 and 1.299 respectively.
Although it is not possible to validate this approach, the resulting landscape in figure
3.16c gives an indication of the regions of antigenic space against which the individual
may still be vulnerable.
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Figure 3.16: Constructing a protection landscape.(a) An example antibody landscape can be converted via (b) the
relationship between HI titre and clinical protection against influenza defined by Coudeville et al. [2010a] to (c) a protection
landscape, indicating the probability of protection.
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3.5 Discussion

The results presented in this chapter show the value of examining the antibody re-
sponse against a wide range of antigenically different strains, rather than simply ex-
amining responses to a limited number of viruses or a single sentinel strain. Whereas
the coarse nature and measurement variation make interpretation of a limited set of
individual titrations difficult, when performed over a range of viruses and combined
to visualise immunological profiles, patterns of responses that may be otherwise ob-
scured become clearer.

3.5.1 Interpretation of the “backboost”

Although recall of prior immunity on exposure to a novel influenza strain is well
reported and indeed one of key observations leading to the formulation of the concept
of “original antigenic sin” (see chapter 1), the extreme antigenic breadth and strength
of some of the antibody responses witnessed here which frequently spanned the full
antigenic range of H3N2 viruses is a novel and unexpected finding. To put it in
context, there have been 13 antigenic cluster transitions from the first Hong Kong 1968
type viruses until the Perth 2009 antigenic cluster, spanning an antigenic distance
that corresponds to a 24-fold dilution of antiserum in the HI assay. These antigenic
changes have necessitated over 20 vaccine strain updates, and are the result of changes
in 69 of the 346 amino acid positions in the HA1 domain of the haemagglutinin gene
between Hong Kong 1968 and the Perth 2009 vaccine strain, including substitutions
in all of the seven amino acid positions identified as key antigenic determinants by
Koel et al. [2013].

Mechanistically, the explanation for the back-boosting effect described here is un-
known and the immunological nature of the response was not directly investigated,
however much can be inferred. As noted in the seminal studies performed investigat-
ing secondary antibody responses to influenza exposure, the response is most char-
acteristic of a recall of immunological memory rather than an especially broad novel
response, being limited by the extent of prior immunity and not universally broad
in all individuals [St Groth and Webster, 1966b]. Harder to determine is whether
this process of antibody recall is part of a B cell receptor (BCR) binding-dependent
or binding-independent mechanism. In terms of BCR binding-independent mecha-
nisms, memory B-cell activation as part of a generalised inflammatory response to
infection has indeed previously been described [Bernasconi et al., 2002] and such a
phenomenon is well recognised in terms in T-cells [Tough et al., 1996]. This mech-
anism would explain how infection with a PE09-type strain could induce recall of
antibodies originally produced in response to a HK68 type strain, which is ordinar-
ily considered too antigenically distinct to be cross-reactive. On the other hand, a
binding-independent mechanism of memory stimulation would also imply similarly
recalled responses when infected with a strain of another subtype and this was typ-
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ically not witnessed. Alternatively, a BCR binding-dependent mechanism may also
explain broad patterns of antibody recall if memory B cells originally produced in
response to infection with a HK68 type strains were re-stimulated by low level binding
to a later PE09-type virus. Naive B-cell populations have been reported to require
a higher binding affinity to stimulate clonal expansion than existing memory cells
[Liu et al., 1995], which could explain why a response to HK68-type strains is not
ordinarily part of the first response of the immune system upon a PE09-type virus,
but a memory response may be.

3.5.2 Results with regard to “original antigenic sin”

According to the original formulation of the concept of original antigenic sin and also
to later variants such as antigenic seniority [Francis, 1960; Lessler et al., 2012], the
reactivity gained against new viral strains following each infection should come pri-
marily as a result of stimulation of antibodies produced against previous infections
that have cross-reactivity with the new strains. An implication of this is that reactiv-
ity against previously encountered strains should also increase - as witnessed in the
original investigations [Davenport and Hennessy, 1956; Francis et al., 1947; St Groth
and Webster, 1966b; Webster, 1966].

In responses measured in the short term, the extensive boosting of prior immunity
certainly recapitulates findings from previous studies into antibody recall but in the
longer-term samples measured a year or later post infection, it can be seen that this
boosting to older titres is not maintained, and the response that remains tends to be
considerably more focussed around the infecting strain. Since previous studies inves-
tigating antibody responses in terms of original antigenic sin have focussed typically
on samples taken between 2 and 4 weeks post influenza exposure, we can now see
how this locates the conclusions drawn firmly in the timescale of the shorter term dy-
namic antibody response phase [Davenport and Hennessy, 1956; Francis et al., 1947;
St Groth and Webster, 1966a; St Groth and Webster, 1966b; Virelizier et al., 1974;
Webster, 1966].

It is interesting to consider what these studies would have concluded had they focussed
instead upon these longer term responses a year or so post infection. As discussed
in chapter 1, Jenson et al., examining samples taken from the same ferrets as those
studied by Webster et al. but taken at 21 days post infection rather than 14, already
found evidence for a response with a greater primary component, i.e. more antibodies
thought to have arisen from the naive rather than memory B cell population [Jensen et
al., 1956; Webster, 1966]. This raises the possibility that while shorter term antibody
responses are indeed dominated by production of antibody by pre-existing cross-
reactive memory B cells, longer term responses may include much more of a novel
component and the effect of original antigenic sin type phenomenon in influencing
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long-term responses and protection may have been over-estimated due to the generally
shorter-term nature of the post-infection samples historically studied.

One of the tenets of the original antigenic sin dogma is that when measured in a
population cross-section, antibody titres as measured by HI are generally highest
against the first strains encountered because B cells producing antibodies that are
cross-reactive against the first infecting strain are further stimulated upon later ex-
posures, thereby maintaining these antibodies at the highest level compared to the
strains later encountered [Francis, 1960]. Again, looking at the nature of the short-
term antibody responses taken in the same time window as most previous studies, one
can easily imagine how this conclusion would be drawn since at this stage, boosting
of old responses is a dominant feature. However, since it is the long-term antibody
responses and not short-term dynamic processes that shape the antibody repertoire
over time, the fact that the long-term responses measured here did not generally sus-
tain an increase in antibody titres to very early strains throws this conclusion into
some doubt. It seems a more plausible explanation in terms of the patterns seen
here is that titres against the first infecting strain are highest not because of contin-
ual boosting throughout life, but rather due to some other process that establishes
higher titres earlier on in life. It is likely that initial long-term boosting of the early
antibody titres may occur following second or perhaps third infections when the in-
fecting strain is usually not so antigenically distinct but not indefinitely, as has been
previously suggested [Lessler et al., 2012; Miller et al., 2013].

Whether in the short-term, antibody responses can be said to favour the first infect-
ing strain is a matter of interpretation and to some degree, semantics. Certainly,
in terms of fold-change in antibody titre, the findings here indicate that responses
against earlier strains are not favoured. As perhaps might be expected, fold-change
responses diminish with antigenic distance from the infecting strain. However, given
that we again witness the phenomenon that pre-exposure antibody titres tend to be
higher against strains encountered early in life, a consequence can be that despite
smaller fold-change responses the highest titres and the highest absolute increase in
antibody titre are still against older strains found in many cases. This fits with the
interpretation that while antibodies produced as a result of memory B cells formed
against earlier exposures may have weaker binding to novel strains and receive less
stimulation, they may still dominate the response due to an initial numerical ad-
vantage and the exponential nature of most cellular growth kinetics [Tangye et al.,
2003].

3.5.3 Implications for seroepidemiology

The observation that landscapes could be so distinct between individuals yet in many
cases remain almost completely unchanged from one year to the next implies that
the technique provides a robust summary of antibody-mediated immunity even in
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the presence of measurement variation in the HI assay. As demonstrated, a result
is that changes in antibody titre of a magnitude that is well below the sensitivity
threshold of a single HI assay can be detected. This sensitivity to changes in titre
makes antibody landscapes well suited for assessing seroconversion, while the fact
that responses against multiple different antigens are interpolated across antigenic
space means that results are not dependent upon the extent to which a given sentinel
strain may match the antigenic characteristics of those actually causing infection in
a given season - a common shortfall of the traditional approach.

Using antibody landscapes to make serological estimates of the number of influenza
infections, the conclusions here mirror that of others in finding that the typical criteria
of a 4-fold or greater increase in HI titre against a single sentinel influenza strain
underestimates true attack rates [Cauchemez et al., 2012]. Exactly how accurate
an antibody landscapes-based approach is when estimating influenza attack rates is
hard to answer since the only gold standard for confirming influenza infection is a
PCR-positive virus sample from the patient. The fact that all PCR-positive cases
showed detectable serological change as measured by antibody landscapes while 2
from 12 failed to meet the criteria of a four-fold change suggests that it provides a
more sensitive test but it is difficult to comment on the specificity. In the cases where
serological evidence for infection was found in the absence of PCR-confirmation it is
still of course possible that infections did indeed occur but were simply asymptomatic
or associated with symptoms that were so minor as to go unreported [Carrat et al.,
2008; Hsieh et al., 2014; Huang et al., 2011].

Whether antibody landscapes provide a better correlate of protection than a single HI
measurement is difficult to assess with the relatively low number of PCR-confirmed
infections in this study however the protection landscape produced as an example
in section 3.4.4.3 opens potentially interesting avenues for further study. Certainly,
the extensive presence of high titres of antibodies cross-reactive against historical
strains provides more evidence as to why influenza does not regress but has instead
continually evolved in antigenic directions that are consistent with ongoing avoidance
of persistent immunological pressure [Hennessy et al., 1955; Smith et al., 2004]. As
a concluding thought, if such a protection landscape could be made representing the
extent of protection across antigenic space in the population as a whole rather than
an individual, this would quantify a major component of viral fitness, potentially
helping to identify the most probable future directions of antigenic evolution and the
likelihood of persistence of new strains.
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4
The Response to Influenza Vaccination

Skyline of Melbourne, home of the Victorian Infectious Diseases Reference Laboratory.



4.1 Chapter summary

In this chapter I investigate the implications that the broad antibody recall seen
following infections studied in chapter 3 has for vaccination against influenza, and
how it can be improved.

I focus primarily upon retrospective analysis of sera from two annual vaccine re-
registration trials, one conducted in 1997 and one in 1998. Between these two years,
the H3N2 component of the vaccine was antigenically updated but, significantly, there
was little circulation of H3N2 in the study population. As a result, both groups had
therefore received antigenically different vaccines, yet there was no significant differ-
ence in average pre-vaccination immunity, allowing a fair comparison of responses.

In the 1997 study, individuals (n=102) received a vaccine containing A/Nanchang/
933/1995 from the Wuhan 1995 (WU95) antigenic cluster, against which there was
substantial prior immunity. In the 1998 study, individuals (n=123) received a vaccine
containing A/Sydney/5/1997 from the antigenically advanced Sydney 1997 (SY97)
cluster, against which there was substantially less prior immunity, therefore mimicking
a pre-emptive vaccine update.

Antibody responses 4 weeks post-vaccination showed similar patterns of response to
those seen post-infection with broad boosting of pre-existing titres in many cases,
however there was a large amount of individual heterogeneity. As expected, antibody
responses against later antigenic clusters were on average larger in the 1998 vaccine
group receiving the updated vaccine strain. Surprisingly however, boosting of prior
responses was such that this came at no cost to average responses against any of the
earlier clusters, even Wuhan 1995 to which the 1997 vaccine strain was a better anti-
genic match. A second study of the WI05-PE09 cluster transition also demonstrated
a similarly strong boosting of previous titres upon vaccination.

These findings indicate that by taking the effect of prior immunity into account, pre-
emptive vaccine strain updates could improve overall vaccine efficacy, especially when
antigenically similar strains have already circulated for a number of seasons.
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4.2 Introduction

Here, the antibody landscapes methodology developed in chapter 1 is applied to
study antibody responses against vaccination. Sera collected as part of historical
vaccine re-registration trials performed annually in Australia provided an opportunity
to examine the antibody response against both historical strains circulating before
the time of vaccination but additionally, depending upon the vaccine year, against
strains that would circulate in later years but had not yet evolved at the time pre
and post-vaccination serum were collected. By comparing consecutive years between
which the vaccine strain had been updated, there is also the opportunity to examine
how the switch in vaccine strain from one year to the next effects the magnitude and
breadth of the antibody response stimulated.

A potential problem with annual vaccination trial comparisons is that a shifting
baseline of pre-vaccination immunity in the population from one year to the next can
make direct comparison of responses challenging since additional circulation of the
same or novel strains in the population generates a different profile of prior influenza
exposures in each of the trial groups [Beyer et al., 2004]. It was possible however to
identify a trial year in 1998 where there was little circulation of H3N2 viruses from
a new antigenic cluster in the trial population before the novel vaccine strain was
first tested. Both trial groups in 1998 and the preceding year of 1997 has therefore
received antigenically different vaccines yet with little additional H3N2 exposure in
between to bias baseline immunity [World Health Organization, 1997].

Significantly however, because there had been little prior exposure to the new anti-
genic cluster in 1998 before the antigenically updated vaccine strain was given to the
trial population, this year also acts as a surrogate study for the effect of pre-emptively
updating the vaccine before circulation of new antigenic variants. This is a partic-
ularly relevant comparison since in the vaccine strain selection process the vaccine
strain must be chosen around 6 months in advance at a time when it may be unclear
what strains will dominate the upcoming season [Stöhr et al., 2012]. If antigenically
novel variants are isolated in small numbers the dilemma can be whether to update
the vaccine strain pre-emptively, with the risk that current variants remain dominant,
or to leave the strain unchanged, with the risk that these novel variants take over and
the vaccine lags behind. A comparison of responses in these years therefore offers
that chance to investigate this question further and the relative benefits and risks of
the two strategies.

Although the 1997 and 1998 vaccine trials formed the main focus of this part of the
investigation, to explore the generalisability of conclusions drawn from this dataset,
additional samples were analysed from another pair of vaccine trials taking place in
2009 and 2010 and spanning a further vaccine strain update from a strain from the
Wisconsin 2005 antigenic cluster to one from the Perth 2009 antigenic cluster. Unlike
the period between 1997 and 1998 however, there was significant circulation of viruses
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from the new PE09 cluster in the intervening period [World Health Organization,
2009].

4.3 Methods

4.3.1 HI measurements

HI measurements were performed by collaborators at the Victorian Infectious Disease
Reference Laboratory in Melbourne following the protocol described in appendix B.
A total of 468 samples were tested, 106 pre and 4-week post vaccination samples from
the 1997 vaccine re-registration trial and 128 pre and post vaccination samples from
the 1998 vaccine re-registration trial. Where sufficient serum volume was available,
samples were tested against 70 influenza H3N2 strains ranging across H3N2 evolution.
Where serum volume was limited, titrations were made against as many strains as
possible, selected so as to best cover the range of H3N2 antigenic space. For the 2009
and 2010 vaccine trials, pre and 3-week post vaccination sera were selected from a
random subset of 80 individuals and titrated against a more limited range of 20 H3N2
strains.

Figure 4.1 shows the H3N2 base map with the antigenic locations of the 70 strains
titrated in the 1997 and 1998 studies and the 20 strains titrated in the 2009 and 2010
studies. The full list of strains is given in appendix A.

4.3.2 Antibody landscapes

The antibody landscapes methodology was applied as described in chapter 1 to anal-
yse the HI results. The pre and 4-week-post vaccination landscapes for each individual
were plotted and compared to examine the magnitude and breadth of the measured
antibody responses. As with other landscapes in this thesis a fitting bandwidth of 10
antigenic units was used and the minimum titre for a non-detectable HI measurement
assumed to range down to a limit of -4 on the log2(HI titre/10) scale. Landscape di-
agnostic plots for the fits are shown in full in appendix C.4. Of note is that the
median adjusted RMSEs of the landscape fits for samples from the 2009 and 2010
trials were considerably lower than 0 indicating that with the more limited titration
set of 20 antigens per sample, some overfitting of the data has likely occurred in these
cases. Greater caution should therefore be taken when interpreting any finer patterns
in these fits, although the greater uncertainty is also reflected in the larger confidence
intervals for these years.

4.3.3 Neutralisation assay measurements

Virus neutralisation assays were additionally performed by collaborators at the Vic-
torian Infectious Disease Reference Laboratory in Melbourne to measure sera with

101



THE RESPONSE TO INFLUENZA VACCINATION

●

●

●

●

●

●

●

●
●●

●●

●

●

●

●●●●

●

● ● ●●
●

●

●

●
●
●

●

●

●

●
● ●

●

●

●

●

●

●

●

●
●●

●

●●

●●

●●● ●
●

●
● ●●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●●

●

●

●

●●●●

●

● ● ●●
●

●

●

●
●
●

●

●

●

●
● ●

●

●

●

●

●

●

●

●
●●

●

●●

●●

●●● ●
●

●
● ●●
●

●
●

●

●

●

●

●

●

●

HK68

EN72

VI75

TX77

BK79

SI87

BE89

BE92

WU95

SY97

FU02

CA04
WI05

PE09

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

HK68

EN72

VI75

TX77

BK79

SI87

BE89

BE92

WU95

SY97

FU02

CA04
WI05

PE09

Antigenic distance

A
nt

ig
en

ic
 d

is
ta

nc
e

Figure 4.1: Antigenic maps highlighting the H3N2 strains used in the vaccination studies. The antigenic
map and summary path defined in chapter 2 are shown, different H3N2 strains are represented by circles colour-coded
by antigenic cluster. The upper panel highlights the 70 H3N2 strains that were used as the test set for samples pre and
post-vaccination samples from the 1997 and 1998 vaccination trials. The lower panel highlights the less extensive range of
20 H3N2 viruses that were used as the test set for samples from the 2009 and 2010 vaccine trials. Full lists of the strains
used are given in appendix A.
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sufficient available volume after HI titrations against the H3N2 vaccine strains used
in the two trials, A/Nanchang/933/1995 and A/Sydney/5/1997. The assays were
performed by heating antisera for 30 minutes at 56◦C. Twofold serial dilutions of the
antisera starting at a 1:10 dilution were mixed 1:1 with 100 tissue culture infectious
dose50 (TCID50) of the virus stocks. After incubation at 35◦C for 2h in a 5% CO2
humidified incubator, the antiserum virus mixture was transferred to 96-wells plates
containing MDCK cells, which were washed twice with PBS prior to inoculation.
Plates were incubated for 2h at 37◦C, and inoculum was replaced by 200µL infection
medium. After four days end-point dilutions were read by haemagglutination assay.
Two repeats were performed with each sample and the lower of the two titres taken
as the value for that serum.

4.4 Results

4.4.1 Individual responses to vaccination

The complete series of landscapes constructed from all pre and post-vaccination sam-
ples are shown in full in appendix C.2 and additionally accessible as 3D interactive
landscapes online as listed in appendix C.5.

In keeping with findings from other vaccination studies, the magnitude of the response
was highly variable among different individuals. This can be seen in figure 4.2 where
the maximum titre fold-increase following vaccination is shown as a histogram. The
maximum fold-titre increase was taken across all viruses titrated since it is known
that in some cases, counter-intuitively, the maximum increase following an influenza
exposure as measured by HI can be against a virus other than that encountered
[Smith et al., 2004]. From figure 4.2, and the full set of antibody landscapes shown in
appendix C.2 it can be seen that for some individuals there is very little or no change
following vaccination whereas in others a substantial change is apparent.

As with infection, the response to vaccination often generated an antibody response
that was strikingly antigenically broad but mostly limited by the extent of pre-existing
immunity. In this regard too however, great heterogeneity was apparent with sev-
eral qualitatively different types of response apparent. Some individuals generated
responses that were more specific to the vaccine strain and antigenically similar vari-
ants, while others generated responses that were very broad with boosting of titres
evident across their entire pre-vaccination landscape. These differences in response
were not always explicable by differences in prior immunity as illustrated in figure 4.3
where four individuals with almost identical antibody landscapes prior to vaccination
go on to have very different responses.

As described in chapter 2, the black lines represent the landscape height for each
position on the antigenic summary path taken through the antigenic clusters (and
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Figure 4.2: Distribution of maximum vaccine responses. Histogram displaying the maximum titre fold-increase
(based on HI titres) upon vaccination against any virus for the two vaccination studies.

shown again on the antigenic maps in figure 4.1). The antibody landscape measured
in the first sample taken is shown shaded in grey, in subsequent samples (in this case
only the sample from 2012), coloured shading (green, light blue, purple or dark blue
dependent on trial year, rather than red as in chapter 3) indicates increases, and
beige decreases, compared with the previously sampled year. Additionally shown are
blue-shaded rectangles that indicate antigenic clusters that had circulated during an
individual’s life span until sample collection. As in the previous chapter, dots along
the x axis indicate the antigenic positions along the summary path of the subset of
viruses used to generate each landscape, scaled negatively by distance from it. It
can be noted in this particular figure how the shapes of the antibody landscapes are
individually very distinct, yet remarkably consistent over time.

Interestingly there were also a minority of individuals who went on the have antibody
responses so broad as to span the entire range of H3N2 antigenic space. This is
particularly surprising since some of these strains were yet to circulate for another
12 years and were substantially antigenically different from either the vaccine strains
or any of the viruses that could have been previously encountered by individuals in
these trial populations. Figure 4.4 gives four examples of such extensive cross-reactive
responses. It should be noted that although of course cross-reactivity extending
to strains in future antigenic clusters would be normally be expected, the breadth
seen here, extending up to 5 antigenic clusters ahead in some cases, is beyond what
would normally be generated as part of a typical cross-reactive antibody response
(see chapter 3, section 3.4.3.1).

At the opposite end of the scale, vaccine non-responders could also be clearly distin-
guished. It is already well recognised that many subjects will show no change in titre
post-vaccination [Beyer et al., 2004], however since usual practice is only to titrate
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Figure 4.3: Variable vaccine responses despite similar pre-vaccination immunity. Four examples of individuals
of similar ages who went on to have very different antibody responses to vaccination. Rest of legend as given below.
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Figure 4.4: Antibody responses with very antigenically broad cross-reactivity. Four individuals who responded
against the full antigenic range of H3N2 strains tested, in some cases extending up to 5 antigenic clusters ahead of strains
circulating at the time of sample collection. Rest of legend as given below.
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Figure 4.5: Individuals with no measurable antibody response to vaccination. Four examples of individuals who
had no measurable increase in titres post-vaccination against strains from any of the antigenic clusters tested, or even a
decrease (second from left). Rest of legend as given below.

Shared legend: Unlike plots in previous chapters, each panel shows the antibody response for a different individual,
comparing the post-vaccination antibody landscape to the one measured pre-vaccination. For each plot, the solid black
line represents the landscape height along the antigenic summary path defined in chapter 2 (and shown again on the
antigenic maps in figure 4.1). Dashed black lines show the 95% confidence interval for the landscape fit. Green (for the 1997
vaccine trial) or blue (for the 1998 vaccine trial) regions show increases in antibody reactivity compared to pre-vaccination,
while any beige regions represent a decrease. Dark grey regions represent areas where pre and post-vaccination antibody
landscapes overlap. Additionally shown are blue-shaded rectangles that indicate antigenic clusters that had circulated
during an individual’s life span until sample collection. Dots along the x axis indicate the antigenic positions along the
summary path of the subset of viruses used to generate each landscape, scaled negatively by distance from it. Finally, in
each panel the antigenic location of the H3N2 vaccine strain (1997 = A/Nanchang/933/1995, 1998 = A/Sydney/5/1997)
that the individual received is highlighted on the x-axis and marked with a vertical dotted line.
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against the vaccine strain (or at most a handful of similar strains) it is difficult to
draw firm conclusions as to why no rise in titres was detected. Did these subjects
responded to a degree below the sensitivity of the HI assay, or perhaps responded
instead against older strains, or did they truly have no overall antibody response to
vaccination? With the more complete picture and higher resolution to changes in
antibody reactivity afforded by the antibody landscapes analysis, it is apparent that
indeed, many individuals had no detectable response to vaccination across the full
range of viruses tested or indeed showed an overall decrease in HI titres post vacci-
nation. Figure 4.5 shows some example landscapes but many more are apparent in
the complete dataset shown in appendix C.2.

As can already be seen from figure 4.2, there was no clear cut-off between responders
and non-responders in terms of maximum titre increase recorded with responses rang-
ing continuously from nothing to very large titre increases. The same can be said
of the vaccination responses as measured by antibody landscapes, so a distinction
between a vaccine responder and non-responder will always be somewhat arbitrary.
As with seroconversion in chapter 3, section 3.4.4.1, one approach is to look at the
fold-change antibody landscape response to vaccination at an antigenic point of inter-
est (in this case the antigenic location of the vaccine strain) and determine whether
the lower bound of the one-sided 95% confidence interval lies above a fold-change of
0. Figure 4.6 compares the proportion of responders and non-responders in the 1997
and 1998 vaccine trials as measured using this approach and also as measured simply
by a criteria of a four-fold or greater increase in titre against the vaccine strain (sera
that were not titrated against the vaccine strain were excluded from this analysis).

Interestingly, there was a higher percentage of subjects classified as non-responders
in the 1997 (33%) compared to 1998 (21%) vaccine trial, a difference of 12 percentage
points more non-responders in 1997 (95% CI 0%,25%). In addition, as with infection,
it can also be seen that a reasonable proportion of individuals classified as responders
based on a significant antibody response did not reach the threshold of a four-fold or
greater response to the vaccine strain alone (grey portions of the leftmost two bars
in figure 4.6).

Despite the heterogeneity of individual responses, some general patterns could be
identified. As discussed above, pre-vaccination immunity was clearly not account-
able for a lot of the heterogeneity in terms of breadth or magnitude of individual
responses but an overall relationship between prior immunity and response magni-
tude as measured by fold-change in HI titre was identifiable. This is in keeping
with previous studies that have long recognised a negative relationship between pre-
vaccination titre and magnitude of the fold-change vaccination response [Beyer et al.,
2004]. Figure 4.7 shows the HI titre against the respective vaccine strain pre and post
vaccination. To account for the censored nature of the data, the function “clikcorr”
[Li et al., 2016] from the R package of the same name was used to estimate correlation
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Figure 4.6: Comparison of the proportion of vaccine non-responders in the 1997 and 1998 trials. Barplots
show the proportion of responders and non-responders in each vaccine trial, assessed by antibody landscapes as described
in the main text. 95% confidence intervals based on a test of proportionality are shown alongside the raw numbers above.
Coloured regions of the bars show the number of individuals in each category who showed a response against the vaccine
strain itself. Note that many individuals did not reach the threshold of a four-fold or greater increase in HI titre to the
vaccine strain yet responded significantly as measured by antibody landscapes.

between the log pre-vaccination titre and the size of the fold-change response. In both
trials, the estimated correlation was significantly negative being -0.68 for 1997 (95%
CI [-0.8,-0.52]) and -0.31 for 1998 (95% CI [-0.56,-0.02]).

4.4.2 Comparison of prior immunity

A main aim of this study was to compare the overall response generated by use of
either a regular or antigenically advanced vaccine. As described in the introduction
to this chapter, very little circulation of H3N2 viruses occurred between the two
vaccination trials conducted in 1997 and 1998, but it was still important to check for
any significant bias in terms of the extent of pre-existing antibody reactivity present
against H3N2 strains in the two populations. This is especially important given the
relationship between pre-existing antibody reactivity and antibody response upon
influenza exposure observed.

Figure 4.8 shows the mean HI values for each virus when compared with a two-tailed
t-test, treating non-detectable titres as -1. Although some viruses showed a significant
difference by this measure, there appeared indeed to be no systematic bias favouring
increased pre-vaccination antibody reactivity generally in one cohort compared to
the other, confirming that the two vaccine trial populations started from equivalent
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Figure 4.7: Pre vs post-vaccination HI titres. Pre vs post-vaccination HI titre to the vaccine strain. Each grey circle
represents a different individual in the trial and a small amount of jitter has been applied to both axes to better visualise
the density of data points.

baselines of antibody reactivity not just against the vaccine strain but across H3N2
antigenic space in general.

4.4.3 Average vaccination responses

In order to compare the average vaccination responses to the full range of H3N2 strains
tested, an average “population landscape” was produced by calculating the mean
landscape height across all individuals in each cohort along each point of the summary
path. The pre and post vaccination population landscapes are shown in Figure 4.9,
left panels. It can be seen that although the individual antibody landscapes and
responses to vaccination were very heterogeneous, taken as a population average, the
patterns of antibody reactivity are remarkably similar.

Reflecting the individual patterns noted previously, following administration of either
vaccine, average antibody reactivity is increased across the full antigenic spectrum
of H3N2 viruses against which there was already some prior population immunity.
Again, although an average increase is detected even as far back as to the HK68
cluster, responses were on average greatest to the strains most similar to the vaccine
strain administered (the antigenic location of which is marked as a dashed line).
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Figure 4.8: Comparison of pre-vaccination titres per antigen in the 1997 and 1998 vaccine trials. The
difference between the sample means for each strain titrated against samples from the 1998 and 1997 studies is shown as a
point, coloured by corresponding antigenic cluster. The bars indicate the 95% confidence interval of a two-tailed t-test for
each antigen. Titres of <10 were treated as -1 on the log scale.

As would be expected, Figure 4.9 shows that average vaccination antibody responses
were significantly greater against antigenic clusters from SY97 onward following vac-
cination with the antigenically advanced SY97-type vaccine, compared to that fol-
lowing vaccination with the WU95-type strain. Strikingly however, the breadth of
antibody response to previous antigenic clusters was such that the SY97-type vac-
cine also produced antibody responses that were equally great or greater compared
to previous clusters as well, even including WU95-type viruses against which it is a
poorer antigenic match.

The difference in antibody response following administration of either the SY97-type
or WU95-type vaccine is examined in detail in figure 4.9, right panel. This compar-
ison of the vaccination response in the two vaccination studies uses paired pre- and
post-vaccination data where for each individual, the response to vaccination was cal-
culated as post-vaccination minus pre-vaccination antibody landscape height on the
log2(HI titre/10) scale. These responses are then compared for the two vaccination
studies by showing the difference between the two means: a positive titre difference
indicates greater benefit from the A/Sydney/5/1997 vaccination and negative indi-
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Figure 4.9: Average antibody landscape responses in the 1997 and 1998 vaccination trials compared. (top-
left panel) The mean pre-vaccination landscape (grey) and landscape after vaccination with A/Sydney/5/1997 (blue)
in the 1998 study (123 individuals) or (bottom-left panel) with A/Nanchang/933/1995 (green) in the 1997 study (102
individuals) for each position on the antigenic summary path defined in chapter 2 and shown again in figure 4.1. Dots
along the x axes indicate the subset of 70 viruses used to generate these landscapes. The vertical dotted lines indicate the
position of the SY97 (A/Sydney/5/1997- blue) and WU95 (A/Nanchang/933/1995- green) wild-type vaccine viruses. (right
panel) Comparison of titre increase after vaccination with A/Nanchang/933/1995 or A/Sydney/5/1997 for each position
along the antigenic summary path. When above the horizontal midpoint, the black line indicates a higher response in the
group vaccinated with A/Sydney/5/1997; when below the midpoint, it denotes a higher response in the group vaccinated
with A/Nanchang/933/1995. Data were calculated from the average titre increase between each individual’s paired pre and
post-vaccination titre, with 95% (dark grey) and 99% (light grey) t test–based confidence intervals.

cates a greater benefit from the A/Nanchang/933/1995 vaccination. The associated
confidence intervals were based on t-tests comparing the responses of the individuals
in the two studies.

The surprising finding of superiority of antibody responses in the group receiving
the antigenically advanced SY97 also held when examining HI titres more directly.
Figure 4.10 compares the mean antibody responses for each strain separately between
the 1997 WU95 and 1998 SY97 trials. Antibody responses were again calculated as
the log2(post titre) - log2(pre titre) with non-detectable titres treated as -1. Again
it can be seen that antibody responses were significantly greater against strains from
the SY97 cluster onwards while still being at least as good against strains from all
previous antigenic clusters.
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Figure 4.10: Comparison of 1997 and 1998 vaccine trial responses by strain. The difference between the sample
means of the response to vaccination in the 1998 and 1997 studies (based on the post-vaccination minus pre-vaccination
titre for individuals in both studies) is shown as a point for each antigen, coloured by antigenic cluster. Each vertical solid
line indicates the 95% Bonferroni-corrected confidence interval of a two-tailed t-test.

4.4.3.1 Responses across the full landscape

As an additional check to assess whether the conclusions on antigenically advancing
the vaccine held for all antigenic locations of the map, the difference in vaccination
response was examined for each position of the landscape (not only along the summary
path). Figure 4.11 shows this difference in colour-code, and the absence of green
regions, and prominent presence of blue regions clearly indicates that across all regions
of antigenic space, responses were either equivalent or greater following vaccination
with A/Sydney/5/1997.

4.4.4 Estimated “protection” rates

Mean antibody titre responses in vaccine trial group are a strong indicator of the
relative beneficial effects of different vaccines but it was also important to check
the effect of vaccination on an individual level. Although technically the same fold
increase in titre, on the individual scale we may not be so interested in use of a vaccine
that increases an individual’s titre from 320 to 2560 as on that increases their titre
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Figure 4.11: Average 1997 and 1998 vaccination trial responses compared across the full antigenic map. The
antigenic map shows the antigenic position of viruses for which titres were determined in the vaccination studies, represented
by dots colour-coded by antigenic cluster; the two larger symbols indicate the two vaccine strains. The shading represents
the difference between the mean increase in landscape height at that antigenic position for individuals vaccinated with A/
Sydney/5/1997 compared to those vaccinated with A/Nanchang/933/1995 (scale given on right-hand side). Grey represents
antigenic regions outside of the convex hull bounded by the viruses titrated, outside of which the antibody landscape would
need to be obtained by extrapolation. The summary path along which the 2-dimensional antibody landscapes are compared
is shown by a dashed line.

from 10 to 80 since the former individual is unlikely to gain any extra protection
following an increase of an already high titre, while for the latter it may translate
to a great benefit. The notion of a “protective” HI titre is highly contentious but
historically a titre of 40 has often been used as a cut-off for an HI titre that translates
to a reasonable level of protection [Coudeville et al., 2010b]. The proportion of
individuals with an antibody landscape height of ≥40 on the raw titre scale was
therefore analysed for the 1997 and 1998 vaccine trial groups both before and after
infection, with the results shown in figure 4.12.

4.4.5 Responses in “at risk” individuals

To check if the apparent benefits of the antigenically advanced vaccine used in 1998
still held when examining individuals typically considered at most risk of influenza in-
fection, the analysis was repeated on two subsets of the data, elderly individuals (≥60
years old) and individuals with a pre-vaccination titre of <40 against the 1997 vaccine
strain A/Nanchang/933/1995, a titre as discussed above that is often considered to
be non-protective.

Figure 4.13a shows the equivalent results from figure 4.9 when considering only indi-
viduals ≥60 years old. The findings of the full study are again mirrored in this subset,
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Figure 4.12: Estimated protection rates pre and post vaccination in the 1997 and 1998 trials. The proportion
of individuals with a landscape value ≥40 (2 HI units) is shown for the 1997 study on A/Nanchang/933/1995 (WU95 -
green) and the 1998 study on A/Sydney/5/1997 (SY97 - blue). This is calculated in both the pre-vaccination landscapes
(left panel), and the post-vaccination landscapes (right panel). Lighter shaded regions represent the estimated standard
error of the proportion protected in each population at each position.

with similar pre-vaccination titres and an overall antibody response in the recipients
of the antigenically advanced SY97-like vaccine virus that is always equivalent to or
greater than that of the WU95 group.

The subset of individuals with a pre-vaccination titre of <40 against the 1997 vac-
cine strain A/Nanchang/933/1995 is analysed in figure 4.13b and again shows results
consistent with those drawn from the full population. Additionally, given that the
back-boost appeared to be dependent upon prior immunity, figure 4.13c addition-
ally shows the results for the subset of individuals with a non-detectable (<10) pre-
vaccination titre against A/Nanchang/933/1995. There were only 41 individuals in
the 1997 vaccination cohort and 38 individuals in the 1998 vaccination cohort with
a <10 titre against this strain, and the confidence intervals are relatively large when
response magnitudes are compared. Both groups still however, appear to have a
roughly equivalent response against the WU95 cluster and thus vaccination with the
SY97 strain does not appeared to have compromised the antibody response against
these strains even where pre-vaccination immunity was so low. Interestingly, of the
79 individuals with a <10 HI titre against A/Nanchang/933/1995, only 8 in the 1997
and 17 in the 1998 cohort have <10 HI titres for all of the WU95 viruses. The low,
but present antibodies reactive against some WU95 strains in the other individuals,
may therefore still be providing a substrate for a small back-boosting effect.

4.4.6 Neutralisation assay results

The HI assay has been historically favoured as a relatively quick, cheap and effec-
tive assay for measuring binding of antibodies that functionally inhibit binding of
influenza viruses but it does not necessarily reflect the whole serum antibody reper-
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Figure 4.13: 1997 and 1998 vaccine trial responses for different subsets of at-risk individuals. (a) ≥60 years
old, (b) A/Nanchang/933/1995 pre-vaccination titre <40, (c) A/Nanchang/933/1995 pre-vaccination titre <10. Legend
otherwise as for figure 4.9 but the numbers in each vaccine subgroup are also shown in each plot.
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toire capable of providing protection against influenza. Neutralisation assays are an
alternative approach with their own limitations but provide an opportunity to look
at the effectiveness of antibodies more generally to inhibit viral growth and these
tests had additionally been performed by collaborators as described in the methods
against both vaccine strains (A/Nanchang/933/1995 and A/Sydney/5/1997) for pre-
and post- vaccination sera from the 1997 and 1998 vaccination cohorts.

Unfortunately some samples had insufficient volume for the additional viral neutral-
isation tests meaning that only a subset were tested. Typically the sera that had to
be excluded were from vaccine high-responders as measured by HI that were previ-
ously used for other studies. As a result there was a sample selection bias favouring
low-responders in each cohort. This was particularly present for samples from the
1998 cohort where only 69 from 123 samples could be tested, in comparison to 80
from 102 in the 1997 cohort.

Figure 4.14 compares raw titres and fold-change responses as measured by either the
HI or viral neutralisation assay. As before in other comparisons, fold-change responses
were calculated as the log2 post-titre minus the log2 pre-titre, with non-detectable
titres treated as 5 on the raw titre scale.

Note that the line shown is an orthogonal regression through the data points rather
than a linear regression since there is expected to be significant error in both x and
y variables. In particular, orthogonal regression is a form of Deming regression,
where the standard deviation of the error is assumed to be the same in both axes
- a simplifying assumption made in this case (it is of course debatable whether the
measurement error in the HI assay and neutralisation assay is equivalent but it is
perhaps not unreasonable to assume they would be of at least similar magnitude).
Multiple imputation was used to account for non-detectable values, assuming interval
censoring for HI titres and fold-change differences as described in chapter 2, sections
2.5.2 and 2.5.3. Values were repeatedly imputed by drawing randomly from a uniform
distribution bounded by the relevant interval for a given measurement, and orthogonal
regression was then performed on the resulting data using the “deming” function from
the R package of the same name [Therneau, 2014]. Median values of the orthogonal
regression slope and intercept from 10000 imputations were then used to represent
the most likely fit to the data. Finally, 10000 imputations with additional bootstrap
resampling of the data were used to estimate the 95% confidence intervals shown.

With the caveats above in mind it can be seen in figure 4.14 that both in terms
of raw titres and also fold change in titres, the fits indicate that the neutralisation
assay tended to return significantly higher values. In general however, the titres were
largely comparable and correlated.

Figure 4.15 goes on to compare the results of the HI and neutralisation assay titres
per vaccination cohort. As already noted, neutralisation titres were higher on average

115



THE RESPONSE TO INFLUENZA VACCINATION

nd 20 80 320 1280

nd

10

20

40

80

160

320

640

1280

2560

HI titre

All titres

N
eu

tr
al

is
at

io
n 

tit
re

−2 0 1 2 3 4 5 6 7 8 9

−2
−1

0
1
2
3
4
5
6
7
8
9

HI fold change

N
eu

tr
al

is
at

io
n 

fo
ld

 c
ha

ng
e

All responses

Figure 4.14: HI assay vs. neutralisation assay titres. Scatter plots with the results shown from a principal component
analysis comparing HI titres with neutralisation titres. Left panel: analysis of raw titres, plotting pre- and post-vaccination
titres as measured by the two assays. Right panel: analysis of the vaccination response (post-vaccination - pre-vaccination
titres) as measured by HI and virus neutralisation assay. Individual points are shown as circles and a small amount of jitter
has been applied to the points in both the x and y axis to better visualise the spread of data. The solid red line shows a
principal component fit through the data with dashed red lines showing the 95% confidence intervals of the fit based on 500
bootstrap repeats.

than HI but the relative response patterns for the different cohorts remains similar.
Most importantly, there was not a significant difference in mean post-vaccination
titres against the WU95 vaccine strain A/Nanchang/933/1995 between the groups
whether measured by HI or virus neutralisation. This supports further the surprising
conclusion that use of the antigenically advanced vaccine strain in 1998 did not come
at the cost of a reduced antibody response against the previous antigenic cluster.

It was also noted in figure 4.14 that as part of the variation between the two as-
says, sera from some individuals returned measurable titres in the HI assay but
non-detectable titres in the virus neutralisation assay. It was therefore theoretically
possible that more of these lower responders could be present in the 1997 study intro-
ducing a source of subtle bias. Reassuringly, when the proportion of these individuals
with lower titres as measured by virus neutralisation vs HI against the A/Nanchang/
933/1995 strain were compared between the two groups, no significant difference was
found, being 24% in the 1997 cohort, and 28% in the 1998 cohort (p-value = 0.47).
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Figure 4.15: Titres for the 1997 and 1998 vaccine trials by HI or neutralisation assay. Mean pre- and post-
vaccination titres in the subset of the 1997 and 1998 vaccination cohorts measured using both HI and viral neutralisation.
Error bars show the standard error based on calculations of the mean from 500 bootstrap repeats.

4.4.7 Responses in the 2009 and 2010 vaccination trials

In general, results from the 2009 and 2010 vaccination trials corroborated findings
from the 1997 and 1998 studies. Similar heterogeneity of individual responses is
evident, and again the strikingly broad “back-boost” response in many individuals.
Indeed, even though the vaccine strains used in the 2009 and 2010 studies were even
more antigenically distinct from the earliest strains, some individuals still recorded
responses against the strains tested from the earliest antigenic clusters. Individual
landscapes from each vaccine trial are shown in full in appendix C.2.

With fewer individuals tested and fewer strains titrated, drawing firm conclusions
about any overall difference in response to vaccination in these years is more chal-
lenging. Regarding prior-immunity, unlike the period between the 1997 and 1998
vaccination studies, there was significant circulation of the PE09-like viruses between
the dates of the two studies in 2009 and 2010 [World Health Organization, 2009]. This
is reflected to some extent in figure 4.16a where there was significantly increased pre-
vaccination titres against A/Perth/16/2009, although there was no difference against
the only other strain from the PE09 antigenic cluster that was tested, A/Hanoi/53/
2010. Overall however, this translated to a significant difference in the pre-vaccination
landscapes in the antigenic region of the PE09 cluster as shown in figure 4.16b.

Where average population antibody landscapes and responses are compared in figure
4.17, unlike the 1997 and 1998 trials, there was on average pre-vaccination antibody
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Figure 4.16: Comparison of average pre titres for the 2009 and 2010 vaccine trials. (a) Comparison of pre-
vaccination titres per antigen in the 2009 and 2010 vaccine trials. The difference between the sample means for each strain
titrated against samples from the 2010 and 2009 studies is shown as a point, coloured by corresponding antigenic cluster.
The bars indicate the 95% confidence interval of a two-tailed t-test for each antigen. Titres of <10 were treated as -1 on the
log scale. (b) Differences in average pre-vaccination landscape along the summary path for individuals in the 2009 and 2010
vaccine trials. When above the horizontal midpoint, the black line indicates more pre-vaccination antibody reactivity in
the group vaccinated with A/Perth/16/2009; when below the midpoint, it denotes more pre-vaccination antibody reactivity
in the group vaccinated with A/Brisbane/10/2007. The black line was calculated as the mean pre-vaccination antibody
landscape height from those in the 2010 trial minus mean height from those in the 2009 trial, with 95% (dark grey) and 99%
(light grey) t test–based confidence intervals. The vertical dotted lines indicate the position of the PE09 (A/Perth/16/2009-
magenta) and WI05 (A/Brisbane/10/2007- dark blue) wild-type vaccine viruses.

reactivity well into the detectable range against both vaccine strains before they were
given. A direct titre comparison cannot be made since the 2009 vaccine virus A/
Brisbane/10/2007 was not included in the titration set, however the average pre-
vaccination antibody landscape height on the log scale at the location of the vaccine
virus was in 0.42 in 2009 and -0.03 in 2010, compared with for example 0.77 in 1997
and -1.12 in 1998.

Differences in response did not reach the 95% level of significance at any point along
the antigenic summary path although in general the overall pattern was more as
expected for antigenically different vaccines with slightly larger responses against
WI05 type viruses in the 2009 group that received the WI05 type vaccine virus A/
Brisbane/10/2007 and slightly larger responses against PE09 type viruses in the 2010
group that received the PE09 type vaccine virus A/Perth/16/2009.
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Figure 4.17: Average antibody landscape responses in the 2009 and 2010 vaccination trials. (top-left panel)
The mean pre-vaccination landscape (grey) and landscape after vaccination with A/Perth/16/2009 (magenta) in the 2010
study (80 individuals) or (bottom-left panel) with A/Brisbane/10/2007 (dark blue) in the 2009 study (80 individuals)
for each position on the antigenic summary path defined in chapter 2 and shown again in figure 4.1. Dots along the x
axes indicate the subset of 20 viruses used to generate these landscapes. The vertical dotted lines indicate the position
of the PE09 (A/Perth/16/2009- magenta) and WI05 (A/Brisbane/10/2007- dark blue) wild-type vaccine viruses. (right
panel) Comparison of titre increase after vaccination with A/Brisbane/10/2007 or A/Perth/16/2009 for each position
along the antigenic summary path. When above the horizontal midpoint, the black line indicates a higher response in the
group vaccinated with A/Perth/16/2009; when below the midpoint, it denotes a higher response in the group vaccinated
with A/Brisbane/10/2007. Data were calculated from the average titre increase between each individual’s paired pre and
post-vaccination titre, with 95% (dark grey) and 99% (light grey) t test–based confidence intervals.

4.5 Discussion

The vast majority of previous investigations into the antibody response to vaccination
have included only titrations against the vaccine strains used but again we see here
the value of using a range of titrations to assess antibody responses more broadly.
The findings here have important implications for vaccine strain selection and the
best approach to optimise antibody responses to vaccination.

4.5.1 The response to antigenically advanced vaccination

Although not entirely unexpected given the strength of antibody recall seen in re-
sponse to infection, the finding that an antigenically advanced vaccine strain was able
to providing better responses against later strains while still boosting prior immu-
nity to the same extent as a theoretically antigenically better matched strain goes
against the classical understanding of the antibody response to vaccination. Previous
thinking, indeed the theory behind the current approach to vaccine strain selection,
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would predict that while use of an antigenically advanced vaccine strain may of course
stimulate responses against previously encountered antigenic variants, this would not
be effective to the same extent as the use of a more appropriately matched vaccine
strain.

Why antibody responses against Wuhan 1995 and earlier strains were equally stim-
ulated by a A/Sydney/5/1997 vaccine that was theoretically less antigenically well
matched to these strains than the alternate A/Nanchang/933/1995 strain requires
some speculation. One interpretation is that this finding is a result of antibody recall
responses being more readily stimulated than the generation of primary ones [Tangye
et al., 2003]. Thus, the relatively poorer antigenic match of the A/Nanchang/933/
1995 strain to Sydney 1997-type viruses meant that it generated a paucity of ad-
ditional “novel” antibody reactivity against these viruses. In the reverse situation,
since stimulation of the memory B cell population is less heavily dependent on bind-
ing strength of BCR-antigen interactions [Liu et al., 1995], the A/Sydney/5/1997
strain was still able to stimulate recall of antibody against old strains as adequately
as A/Nanchang/933/1995. This hypothesis could explain the patterns seen to some
extent but although strength of antibody recall appears to be less dependent on anti-
genic characteristics of the stimulating strain than a novel response, we still witness
a dependence upon antigenic distance. The logical implication is that although dif-
ferences in stimulation of prior immunity between the A/Nanchang/933/1995 and
A/Sydney/5/1997 would be more subtle than differences in a primary response, A/
Nanchang/933/1995 should still stimulate slightly greater antigenic recall, being anti-
genically less distant to the older strains. In actual fact we see no evidence for any
differences at all in either the breadth or magnitude of antibody recall between the
two strains.

An alternative explanation for the strength of antibody stimulation upon receipt of
A/Sydney/5/1997 relates to the antigen trapping hypothesis introduced in chapter 1
[St Groth and Webster, 1966a]. Following a similar line of thought one could imagine
that upon vaccination, a certain quantity of antigen is neutralised unproductively by
free serum antibody, reducing the amount ultimately available for stimulation of both
memory and naive B cell division in peripheral lymph nodes. Indeed, exactly this
effect has been described in passive antibody transfer experiments [Angeletti et al.,
2017]. Following this line of thought, the smaller level of prior antibody reactivity
against the A/Sydney/5/1997 strain could result in a greater effective antigen dose
reaching the lymph nodes, increasing both novel and recall B cell and antibody re-
sponses that compensate for the otherwise greater antigenic mismatch between A/
Sydney/5/1997 and previous H3N2 strains. An interesting consequence of this hy-
pothesis is that, depending upon the dynamics of antigen removal by free serum
antibody and B cell stimulation, it may even be possible to stimulate not just equal
but perhaps better antibody responses against current viruses through use of a mis-
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matched strain, providing novel antibodies are still stimulated in sufficient quantities
and maintain some cross-reactivity against the current variants.

It is also possible that the patterns seen in these studies are simply an effect of the
A/Sydney/5/1997 vaccine being somehow more immunogenic for reasons unrelated
to prior immunity. Given that the difference in antibody response pertained only to
later strains and was not generally greater against all antigens this seems unlikely but
it cannot be discounted. Perhaps more convincingly, although the potential signif-
icance does not appear to have been fully appreciated at the time, similar patterns
of equivalent antibody recall upon use of an antigenically more distinct strain can
also in fact be additionally seen in many of the seminal papers published on the sub-
ject of secondary antibody responses, suggesting that the effect is indeed consistently
present and not simply the result of confounding variables in this particular pair of
trials [Davenport and Hennessy, 1956; St Groth and Webster, 1966b].

4.5.2 Variation in individual responses

In many regards, the patterns of antibody response witnessed in this chapter in
response to vaccination mirror those witnessed in the previous chapter in response
to infection. As with infection, many of the responses are very antigenically broad,
again stimulating an increase in titres against strains right back to the Hong Kong
1968 antigenic cluster in some cases. However, given that the responses here are to
a much more controlled stimulus, with the same strains given and samples taken at
approximately the same time post-exposure, the heterogeneity of responses becomes
more obvious. Differences in age and prior immunity clearly affect antibody responses
[Beyer et al., 2004; Goodwin et al., 2006], but, as highlighted in figure 4.3, individuals
of similar ages and patterns of prior immunity can go on to have strikingly different
responses.

It is perhaps not surprising that vaccine responses could include so much heterogeneity
given the potential number of factors that could effect outcomes, including amongst
surely many others, effectiveness and location of vaccine delivery [Bachmann and Jen-
nings, 2010], stochasticity of the antibody response and individual genetic variation
in the components of the immune response [Srivastava et al., 2009]. However, despite
these source of variation, the difference seen not simply in the magnitude but also
the breadth and overall pattern of antibody response to the same vaccination is still
something I find striking. Some individuals appear to have responses that are very
focussed around the vaccine strain, seemingly more characteristic of a novel-type anti-
body response, as discussed, others show a broader recall response similar to infection,
in yet others the response is focussed but focussed around a previously encountered
strain rather than the vaccine antigen and seemingly everything in between.

Arguably the most interesting individual responses are the few individuals such as
those highlighted in figure 4.4 who show uniformly broad antibody responses against
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all H3N2 strains measured, even those that would not go on to circulate for a further
12 years. It is of course tempting to conclude that these responses must be due to
production of antibodies against some highly conserved epitope. A typical candidate
in this regard would be the haemagglutinin stalk but given that such antibodies
would not classically be expected to interfere with haemagglutinin binding directly,
it is unlikely they would be detected by HI as is the case here [Krammer and Palese,
2013; Okuno et al., 1993]. Given that such broad antibody reactivity is only present
in the samples taken post vaccination and is not seen in pre-vaccination samples, the
conclusion is reached that whatever the source of these highly cross-reactive titres,
they are not typically maintained long-term. Here, the same questions arise as those
regarding the production of anti-HA-stalk antibodies, namely if such broadly reactive
antibodies exist in an individual’s repertoire, why are they not continually boosted
to higher levels such that continual cross-protection is provided. Again, given that
these antibodies appear to be blocking HA-binding directly, the argument applied
frequently with regard to the HA-stalk - namely that it is a subdominant epitope -
does not appear so readily to apply in this case [Andrews et al., 2015; Angeletti et al.,
2017].

A final category of interest is that of the total non-responders to influenza vaccination.
It is a well recognised phenomenon that many individuals fail to show an antibody
response to vaccination but this is typically as judged by responses to a single strain
(the vaccine strain) [Beyer et al., 2004; Goodeve et al., 1983]. In such cases it is
unclear whether the response was simply too small to detect by HI, or was cancelled
out by measurement error, or if indeed there was no response. Looking at the antibody
landscape responses it now becomes clear that many individuals really appear to fail
to mount any response detectable with HI to vaccination, even small.

Certainly much remains to be understood with regard to the individual responses to
vaccination and techniques such as antibody landscapes could provide a useful tool
for the identification of individual responses worthy of more detailed experimental
analysis. It would be useful for example to investigate the specific antibody basis for
the patterns of broad reactivity seen in some individuals and certainly informative,
if possible, to track whether these broad responses do indeed for some reason fail
to be maintained long-term as is inferred here. Identifying the reasons for such
absent antibody responses in some individuals may also be a key to further unlocking
improved vaccine efficacy.

4.5.3 Implications for vaccine strain selection

As introduced in chapter 1, the vaccine strain is selected at least 6 months in advance
of delivery to the population and situations can arise whereby it is unclear whether
the current strains will remain in circulation or strains with new antigenic charac-
teristics will instead begin to dominate in the upcoming season [Stöhr et al., 2012].
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Is it best to maintain the current vaccine strain based on knowledge of the strains
circulating at the time of vaccine strain selection or to update the strain to match
newer antigenic variants in anticipation that these variants will soon go on to replace
those currently circulating? Both choices hold a risk of antigenic mismatch between
vaccine and circulating strains, either that we maintain the same vaccine strain and
new antigenic variants dominate next season or that we update the vaccine strain pre-
emptively and the same strains do indeed continue to circulate for another season. In
the context of primary immune responses, similar impacts upon overall vaccine effi-
cacy may be expected as a result of either scenario but the results here demonstrate
important differences between them in populations with prior immunity. Following
a mismatch due to a delayed vaccine update where the vaccine strain lags behind
antigenic evolution of the virus, neither pre-existing immunity or newly produced an-
tibodies provide protection against the novel strains [Belongia et al., 2009]. However,
following a mismatch due to an incorrectly timed pre-emptive antigenic update it
appears that the extensive boosting of pre-existing antibodies would still ensure that
equivalent antibody titres against viral strains are induced from the current cluster.

Although conclusions drawn here would be expected to apply for populations similar
to those studied in the A/Nanchang/933/1995 and A/Sydney/5/1997 vaccine trials
we should probably be cautious extrapolating this to the wider global population of
vaccine recipients. None of the analyses of subpopulations typically considered most
at risk from influenza infection suggested differences were present in these groups, but
the study populations included only healthy adults with no severe co-morbidities. It
is possible that while pre-emptive vaccine updates may improve immune responses
to vaccination in the majority of individuals, they may have reduced efficacy in pre-
cisely the most vulnerable populations that require protection against influenza the
most. Additionally, in the two main trial years considered here there was already
significant levels of prior immunity against Wuhan 1995-like strains, this antigenic
cluster having already circulated for 3 seasons at the time of the 1997 vaccine trial.
Whether this would still hold in a population with less prior-immunity to the current
antigenic cluster should also be an important focus of future research. Finally, given
the difference seen between short and longer-term antibody responses seen in chapter
3, it will be important to determine how these antibody responses go on to later
evolve throughout a potential influenza season.
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5
The Development of Immunity to Influenza

A street in Managua, Nicaragau, home of the Managua cohort studies.



5.1 Chapter summary

In this chapter I explore the early stages of the development of immunity to influenza
over time, focussing on antibody responses to the very first and second infections from
a cohort of children studied in Managua, Nicaragua.

In contrast to adults with diverse exposure histories, antibody responses to first infec-
tions occurring within the same season were mostly remarkably similar in both pattern
and magnitude but there were interesting exceptions. Season 2 responses for example
were dichotomous with approximately half of the children responding strongly against
strains from the Wisconsin 2005 antigenic cluster despite the fact that all circulating
strains isolated in that season were from the Perth 2009 antigenic cluster. A potential
explanation was that immune responses were shaped by underlying immunity from a
previous infection that had not resulted in serum antibody titres detectable via HI.

Further regarding the potential for non-detectable responses to first infections, several
children had PCR-confirmed H3N2 infections that resulted in no detectable HI titres
against any of the strains tested against a serum sample taken post-infection. In one
case, a sample taken 32 days after a first infection showed development of significant
HI titres, but these fell again to undetectable levels in later samples, indicating that
serum antibody may not always be reflective of the underlying immune repertoire.

Interestingly, for second infections, although post-infection HI titres against strains
antigenically similar to the infecting virus were comparable to those after first infec-
tions, measurements of broader cross-reactivity showed that responses were indeed
skewed overall towards prior immunity. The result was that post-infection titres af-
ter a second infection were actually smaller against future antigenic variants than
those generated following first infections in the same season, providing evidence for a
potential cost in terms of future protection.

Long-term antibody titres following a first infection were lower than those typically
seen in adults against strains encountered early in life, but were already boosted to
these later levels after only a second infection. Analysis of data from previous chapters
showed that the those individuals first infected with a subtype other than H3N2 did
not go on to show higher than average titres against early H3N2 strains, suggesting
that the pattern of high titres against strains encountered early in life is a special
feature of first infection responses and not a result of continual boosting throughout
life.



THE DEVELOPMENT OF IMMUNITY TO INFLUENZA

5.2 Introduction

In previous chapters, serological responses to infection and vaccination have been
examined in some detail, but although the antigenic nature of viruses causing infection
or vaccination in these cases were known or could be inferred, all individuals began
with some initial immunity as a result of prior exposures occurring before the period
of study. From these later responses we can infer in broad terms how antibody
repertoires are shaped over time but more detailed analysis is difficult when a large
part of the infection history of these subjects remains unknown. Similarly, where
heterogeneity is seen in the antibody responses to antigenically similar (or in the case
of vaccination, identical) viruses it is impossible to conclude how much should be
attributed to differing prior immunity shaping the overall antibody response, and how
much is attributable to other factors such as genetic differences between individuals
or stochasticity in the nature of antibody repertoire generated in response to antigen
exposure [Duffy et al., 2012; Srivastava et al., 2009].

In particular, the importance of immunological exposures occurring early in life and
how this can potentially shape a lifetime of future responses has long been appreciated
but, due to the difficulty of obtaining pre and post infection sera from children at
such a young age, has mostly been inferred through the use of controlled exposures
in animal models or inference from adult serology [Davenport and Hennessy, 1956;
Davenport et al., 1953; Jensen et al., 1956; St Groth and Webster, 1966a; St Groth
and Webster, 1966b]. For example, as discussed in chapter 1, a key tenet of the long-
held dogma of original antigenic sin [Francis, 1960] and it’s later formulations [Lessler
et al., 2012] is that repeated boosting of antibodies produced in response to the first
strain encountered explains the phenomenon that antibody titres measured later in
life are typically highest on average against strains circulating at around the time
most individuals receive their first influenza infection. Although hinted at in some
longitudinal studies [Miller et al., 2013], this effect has never been observed directly in
humans and more detailed previous analysis of long-term serological responses sheds
some doubt on the extent to which this actually occurs - a competing hypothesis being
that due to factors such as a more robust primary antibody response as a result of
greater viral replication, first infection antibody responses are the largest to begin
with and this is simply maintained over time (see chapter 3, section 3.5.2).

Better understanding the processes that guide initial formation of the serological an-
tibody repertoire is also highly relevant for vaccination strategies in children where
there are fears that stimulation of narrower, misdirected or inadequate antibody re-
sponses through vaccination may lead to poor protection or even be damaging in
the longer term, compared to antibody responses produced in response to natural
infections [Cobey and Hensley, 2017; Gostic et al., 2016]. Is there, for example, any
evidence that future responses can become diminished by the presence of prior immu-
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nity directed against certain antigens as has been previously suggested with regard
to some previous studies [Linderman et al., 2014; Smith et al., 1999].

In this chapter I focus on analysis of serum samples taken annually from a cohort of
children participating in a range of studies coordinated by the Sustainable Sciences
Institute in Managua, Nicaragua [Gordon et al., 2015]. By selecting samples from
young children, it was possible in many cases to capture the dynamics of the antibody
response to the very first influenza infection, examining the variability of antibody
responses in the absence of prior immunity. In some cases, second infections were
also captured, allowing a comparison of the effect pre-existing immunity has upon
the antibody response compared to a first infection. Detailed analysis of such serum
samples in children represents a rare opportunity to gain insight into a crucial phase
of immunological development.

5.3 Methods

5.3.1 Sample selection

From the wider cohort of over 6000 individuals monitored in trials run by the Sus-
tainable Sciences Institute in Managua, Nicaragua, samples were selected for detailed
antibody-landscapes-based analysis from 94 children that met criteria designed to
maximise chances of capturing immunity before and after a first H3N2 influenza in-
fection while avoiding detectable maternal immunity:

• A first serum sample was taken after the age of 6 months and before the age of
two.

• A serum sample was taken before and after a PCR-confirmed H3N2 influenza
infection.

• The first recorded infection was against an H3N2 influenza subtype.

The children selected came from different households in Managua and were not closely
related. Their year of birth ranged from 2003 to 2012.

5.3.2 HI titrations

HI measurements were performed by collaborators at the Victorian Infectious Disease
Reference Laboratory in Melbourne following the protocol described in appendix B.
All available sera from the subset of 94 children chosen for antibody landscape analysis
were titrated against 32 H3N2 strains isolated between 1982 and 2011 and highlighted
in figure 5.1. The full list of strains used is given in appendix A.
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Figure 5.1: Antigenic map highlighting the H3N2 strains used in the Managua cohort study. The antigenic
map and summary path defined in chapter 2 are shown, different H3N2 strains are represented by circles colour-coded by
antigenic cluster. The 32 H3N2 strains that were used as the test set for samples taken from children in the Managua cohort
are highlighted. Full lists of the strains used are given in appendix A.

5.3.3 Monitoring of influenza infections

The subset of 94 children selected were enrolled in different, often overlapping, study
cohorts at different times during their lives, some including active monitoring of
influenza-like illness and some including only serum sample collection. During periods
of active monitoring, participants were encouraged to report any onset of symptoms
so that nose and throat swabs could be taken (typically taken the next day) and stored
for later PCR analysis and subtyping [Gordon et al., 2015]. Where changes in sero-
logical immunity over time are later examined in the context of recorded infections,
periods of active monitoring are indicated.

5.3.4 Analysis of sequence data

As part of general surveillance the genomes of 245 viruses isolated from the larger
cohort of study individuals were analysed. The nucleotide sequences from the HA gene
segment were aligned using the “seqaln” function from the R package “bio3d”[B.J.
et al., 2006] and trimmed to the coding region. The trimmed and aligned nucleotide
sequences were then translated to amino acid sequences using the “translate” function
from the R package “Biostrings”[Pagas et al., 2016]. Amino acid sequence identity
was determined using the “seqidentity” function from the bio3d package.
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Phylogenetic analysis was performed using the R packages “ape”[Paradis et al., 2004]
and “phangorn”[Schliep et al., 2017; Schliep, 2011]. The tree was constructed using
the functions “dist.ml” and “NJ”, and topology and edge length were optimised under
the GTR evolutionary model using the functions “pml” and “optim.pml”.

5.3.5 Construction of antibody landscapes

Antibody landscapes were constructed using the maximum-likelihood approach as
described in chapter 1, using a fitting bandwidth of 10 antigenic units assuming
a minimum titre for non-detectable measurements of -4. Diagnostic plots for the
antibody landscape fits are shown in appendix C.4.

5.4 Results

5.4.1 Circulation of influenza within the cohort

Figure 5.2 shows the total number of PCR positive influenza cases detected each week
from subjects in the cohort between 2007 and 2016. The timing of peak influenza cases
varied each year as did the number of positive cases, although the changing size of
the total cohort over time should be taken into account. The infections that occurred
in the antibody landscapes subset of 94 children were primarily from 5 approximate
seasons of H3N2 circulation in 2007, 2010, 2011, 2012 and 2013, numbered in the
figure.

5.4.2 Genetic analysis of infecting antigens

Figure 5.3 shows the results of a comparison of the haemagglutinin amino acid se-
quences of the 245 viruses that were isolated from the cohort and sequenced. The
isolation dates again cluster into 5 approximate H3N2 seasons corresponding to the
seasons identified in figure 5.2. Regarding HA amino acid sequence identity, the
viruses cluster along largely the same lines as the seasons in which they circulated,
although the differences between viruses in seasons 3 and 4 are smaller than between
the other seasons. Unexpectedly, the viruses isolated in season 5 were more similar to
season 2 viruses than to seasons 3 or 4, this is also reflected in the phylogenetic tree of
samples shown in figure 5.4 but it is unclear why this should be the case. In general
however there was very high amino acid sequence identity within a given season (in
particular season 2) and many viruses with identical HA amino acid sequences were
isolated.
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Figure 5.2: Circulation of influenza subtypes in the Managua cohort between 2007 and 2016. The number
of swabs taken from individuals in study cohorts in Managua run by the Sustainable Sciences Institute that were PCR
positive for different influenza subtypes per week. Note that since the total number of individuals monitored for infection
in the cohorts varied over time, the numbers are not expected to represent the magnitude of different influenza epidemics
in Managua, only the timing. Circled numbers mark 5 different peaks of H3N2 infection referred back to in later figures.

5.4.3 Estimation of virus antigenic characteristics

The available genetic data was additionally used to try and independently infer infor-
mation about the antigenic characteristics of the H3N2 viruses circulating at different
times in the cohort.

A first approach was to perform a nucleotide blast comparing the sequence similarity
between the 245 Managua isolates and 81 viruses in the antigenic base-map for which
sequences were also available. Each of the 245 Managua strains was then mapped
to it’s closest genetic match. Figure 5.5 shows the results of this analysis, where the
frequency of different base-map antigens appearing as “best matches” to a strain from
the cohort is shown over time. As can be seen all viruses in season 1 had a Wisconsin
2005-type strain as a best match (predominantly A/Perth/27/2007), while all viruses
from subsequent seasons had a best match with a Perth 2009-type strain (A/Victoria/
208/2009 in seasons 2, 3 and 4 and A/Victoria/361/2011 in season 5).

Since genetic change does not necessarily correlate closely with antigenic differences
and small genetic differences can have a large antigenic effect [Koel et al., 2013;
Smith et al., 2004], genetic data from the isolated Managua viruses was also analysed
for specific amino acid mutations associated with antigenic change. Preliminary data
(unpublished) indicates that the Perth 2009 cluster transition was defined by a change
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Figure 5.3: Genetic similarity of H3N2 viruses circulating in Managua by season. 245 H3N2 viruses isolated
in Managua are compared pairwise, ordered by the date of isolation. The bottom left half of the matrix is coloured coded
by the HA amino-acid sequence identity of each corresponding virus pair. The top right panel simply colours each row by
the isolation date of the virus to the left of the row to illustrate seasonality. The circled numbers correspond back to the 5
H3N2 seasons labelled in figure 5.2.

from lysine to asparagine at position 158 and an asparagine to a lysine at position 189.
In keeping with the results from the blast data, all viruses isolated in 2007 contained
a lysine at position 158 and asparagine at position 189, while all viruses isolated in
the subsequent seasons contained the switches at these positions in keeping with a
transition to the Perth 2009 antigenic cluster.

On balance of the evidence from both overall genetic sequence similarity and specific
amino-acid mutations relevant to antigenic change it seems likely that season 1 was a
season dominated by viruses from the Wisconsin 2005 antigenic cluster while all later
seasons were defined by the circulation of viruses from the Perth 2009 cluster.
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Figure 5.4: HA sequence phylogenetic tree of H3N2 viruses circulating in Managua. Tips are labelled with
the isolation date of the corresponding strain and color-coded according to the legend shown. The strains form clades that
closely correspond to the 5 H3N2 seasons labelled in figure 5.2, labelled here again with circled numbers. The scale bar
indicates a distance of 0.005 under the GTR evolutionary model.
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Figure 5.5: Best-matching base-map strains to viruses circulating in Managua. The number of times 81 different
reference strains (for which genetic sequences were available) from the antigenic base-map were found to have the closest
HA amino acid sequence identity to a virus that was isolated from a swab taken from the Managua cohorts. Only 5 strains
appeared as a best match to isolated viruses (shown in the legend), and there was a clear antigenic distinction, with strains
isolated in 2007 most closely matching base-map strains from the Wisconsin 2005 antigenic cluster and later strains most
closely matching base-map strains from the Perth 2009 antigenic cluster. The circled numbers correspond back to the 5
H3N2 seasons labelled in figure 5.2.

5.4.4 Visualisation of infection responses

The antibody landscapes created for each serum sample were combined and compared
to generate timelines to visualise the development of antibody titres over time for each
child - an example is shown in figure 5.6.

As before with the antibody landscapes analysed from the Hà Nam cohort in chapter
2, the landscape for a given sample is marked by a black line and where possible
is shown compared to the landscape from the previous sample. Red regions mark
an increase in antibody reactivity and beige regions mark a decrease. The locations
along the antigenic summary path of the 32 H3N2 strains titrated are again marked
along the x-axis, scaled negatively by distance from it. Due to the greater complexity
and variability of the sampling and influenza monitoring regimens applied for differ-
ent individuals, an individual timeline is additionally shown above the landscapes. A
larger black dot to the left marks the date of birth for a particular individual and
the dates of serum sample collection are marked by numbered circles along it, corre-
sponding to the antibody landscapes below. The dates of nose or throat swabs that
were PCR-positive for an influenza infection are additionally marked as circles on the
timeline, colour-coded by subtype as shown in the legend. Periods where the subject
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Figure 5.6: An example timeline of changes in antibody reactivity. At the top-left of the plot the subject ID is
given for the child who’s antibody responses are visualised. The top panel then shows a timeline of the child’s life, with
the date of birth marked as a large black circle to the left of the plot. Dates of serum sample collection are marked with
a numbered circle and correspond to the panels below showing 2D-antibody landscape summaries constructed from HI
measurements made against each serum sample. Also shown on the time line are coloured dots indicating dates of PCR-
confirmed infections with different subtypes, as shown in the legend bottom left, red = H3N2, orange = H1N1, magenta =
H1N1pdm09 (2009 pandemic) and green = influenza B. Red-shaded regions on the timeline mark the times at which the
child was involved in a study cohort where they were actively monitored for influenza infection. Where a child was recorded
as having received a vaccination, this is marked with a “V” on the timeline. Below the timeline, to give an idea of how many
different influenza seasons a child has lived through, coloured circles mark the dates at which infections from the different
subtypes were recorded in the wider cohort of all children studied in Managua. As described in chapter 2, the black line in
each of the bottom panels represents the landscape height for each position on the antigenic summary path that was taken
through the H3N2 antigenic clusters (and shown again on the antigenic map in figure 5.1). As in chapter 3, the antibody
landscape measured in the first sample taken is shown shaded in grey (if indeed visible, which it is not in this plot), in
subsequent samples red shading indicates increases, and beige decreases, compared with antibody reactivity measured in
the previous sample. As in the previous chapters, dots along the x axis indicate the antigenic positions along the summary
path of the subset of viruses used to generate each landscape, scaled negatively by distance from it. The sample date of
each serum sample is also given above each of the lower panels.

was part of active surveillance for influenza infections are shaded in faint red along
the timeline. Serum samples taken outside of periods of active influenza surveillance
were generally collected because the individual was not yet enrolled in or had dropped
out of an influenza study cohort but were part of a separate cohort monitoring for
dengue infection, as is the case here.

The full set of timelines for each child are reproduced in appendix C.3. Interactive
3D versions of each timeline are also available online, with links provided in appendix
C.5.

5.4.5 First infection responses

Of the 94 children in the antibody landscapes subset, 69 likely first infections were
identified based on the criteria that a sample taken before the first PCR confirmed
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H3N2 infection had detectable HI titres against fewer than 3 strains of the 32 strains
tested (therefore accounting for small amounts of background HI measurement noise).
The infections recorded from participant numbers 7555, 7543 and 6679 were also
counted as likely first infections since the antibody reactivity present in the samples
preceding the infections in these cases was characteristic of maternal immunity (see
section 5.4.6), making a total of 72.

Responses by season

In general, first infection responses within a given season were remarkably stereotyped
both in terms of the general pattern of reactivity and the magnitude of responses
generated. This was despite the fact that the children were not related and came
from different parts of Managua. Responses differed notably between seasons in
keeping with the genetic differences found between each season.

Figure 5.7 shows the post-infection landscapes for the 68 cases of first infection where
a sample was available at least 6 months post the infection date, split by season.
Only samples taken at least 180 days post infection were chosen to allow for some
short-term decay and compare instead the longer-term response to infection.

In season 1, antibody responses were directed primarily against California 2004, Wis-
consin 2005 and Perth 2009-type strains, in keeping with the genetic analysis sug-
gesting circulation of viruses with Wisconsin 2005-type characteristics in this season
and allowing for some cross-reactivity against the previous and next antigenic clus-
ter. Accordingly, children infected in seasons 3, 4 and 5 had responses that favoured
Perth 2009-type viruses, again in keeping with the genetic analysis of viruses in these
seasons.

In contrast to the other seasons, responses in season 2 were quite dichotomous with
7 of the first infection responses clearly highest against Perth 2009-type strains and
9 showing a mixed response against California 2004, Wisconsin 2005 and Perth 2009-
type viruses. Although this dichotomy was almost confined mostly to season 2 re-
sponses, it should be noted that one child infected in season 4 and one child in season
5 also showed strong responses against California 2004 and Wisconsin 2005 in addi-
tion to Perth 2009-type viruses as can also be seen in the respective panels for season
4 and season 5 in figure 5.7.

Response similarity against genetic similarity

Of the 72 likely first infections identified, 19 were also part of the subset of samples
sent for sequencing which allowed a small scale analysis of how antibody response
similarity and genetic similarity of the causative virus compared. Figure 5.8 shows
the result of a comparison of the sequence identity of the HA amino acid sequence
of each infecting virus and the root-mean-squared difference between HI titres in the

135



THE DEVELOPMENT OF IMMUNITY TO INFLUENZA

nd
10
20
40
80

160
320
640

H
I t

itr
e

nd
10
20
40
80

160
320
640

H
I t

itr
e

Season 1

n = 3

Season 2 (WI05)

n = 7

Season 2 (PE09)

n = 6

Season 3

n = 2

Season 4

n = 12

Season 5

n = 38

Figure 5.7: First infection responses shown by season. Post-infection landscapes for the 68 cases of possible first
infection where a sample was available at least 6 months post the infection date, split by season. Each red line represents
the landscape height for each individual for positions along the antigenic summary path defined in chapter 2 and shown
again in figure 5.1. Responses in season 2 have been split by those showing joint responses against Wisconsin 2005 and
Perth 2009 type strains - Season 2 (WI05) - and those showing responses predominantly against Perth 2009-type strains -
Season 2 (PE09). As with previous plots, dots along the x axis indicate the antigenic positions along the summary path of
the subset of viruses used to generate the landscapes, scaled negatively by distance from it.

associated first-infection responses. To avoid the distorting effect of post-infection
samples taken at different phases of the initial dynamic antibody response to infection,
samples were only included if taken more than 6 months after the first infection.

Responses cluster primarily along the lines already discussed, with either a very dom-
inant response against Perth 2009-type viruses or a mixed response including the
Wisconsin 2005-type strains. As noted before, genetically similar viruses typically
seem associated with very similar antibody responses but there are also interesting
exceptions. Of the 6 infections occurring in season 2, 4 children were from the group
with a mixed response including both Wisconsin 2005 and Perth 2009 viruses while
one child is from the group responding primarily against Perth 2009-type strains and
these examples are also shown separately as part of the expanded section of figure
5.8. Despite the clear differences in response seen in sample 5906_01 compared to
the others, the HA amino acid sequence of the isolated virus was either identical,
or almost identical, to viruses isolated during the other infections (even the small
differences to the virus from the infection associated with sample 5871_02 are not
in parts of HA typically considered antigenic sites). A similar situation is seen with
the last response in season 5 from subject number 7228. The response seen in this
case is again focussed more around Wisconsin 2005-type strains, despite the fact that
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Figure 5.8: Genetic similarity of infecting virus compared against antibody response similarity for first
infections. Comparison of the similarity of the RMSE of post-infection antibody titres against the HA amino-acid identity
of the infecting virus for the 6 possible first infections in season 2 for which genetic information on the isolated strain was
also available. Plots along the diagonal show the summary antibody landscape constructed from the next sample taken at
least 6-months post infection (note that the third plot along is light grey rather than red to indicate that no pre-infection
sample was available to compare post-infection responses to in this case). As for figure 5.3, the bottom left panels are
coloured by the HA amino-acid sequence identity of the infecting viruses isolated. The top right panels now show pair-wise
comparisons of the post-infection antibody landscapes, with each panel also coloured by the RMSE of differences between
post-infection titres on the log scale, treating non-detectable titres as -1. The smaller plot above shows the results and data
for samples taken post infection in season 2, excluding sample 5898_02 (which showed no detectable response to infection).
Sample number 5906_01 is highlighted, a case which shows a very different antibody response to others in that season,
even though the isolated virus has 100% HA amino acid sequence homology with 3 of the 4 other isolates.
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subject 6676, infected with a strain with 99.9% HA amino acid sequence identity,
shows a response focussed primarily on Perth 2009-type strains in-keeping with all
other first infection responses from that season (again even the small differences in
the HA amino acid sequence are outside of typical antigenic sites).

5.4.6 Unusual patterns of antibody reactivity

Some patterns of immunity were not readily attributable to the infection history of
the children being monitored, in particular, detectable antibody titres against older
antigenic variants that circulated long before a child was born.

Likely maternal antibodies

In some cases, despite samples taken no earlier than 6 months of age, these patterns of
antibody reactivity were highly characteristic of what would be expected from mater-
nal immunity. Two examples are shown in figure 5.9. In each of the suspected cases of
maternal immunity, detectable titres are present against a range of the older strains
in the very first sample, before any H3N2 infection had been recorded. Although 6
months is the point at which it has been estimated that HI titres due to maternal
antibodies have mostly decayed below detectable levels [Bodewes et al., 2011], it is
plausible that at the time these samples were taken (only 7-8 months after birth)
detectable antibody may still remain, especially considering the greater sensitivity of
the antibody landscapes approach compared to the analysis of single titrations. As
would be expected of reactivity due to maternal antibodies, these titres against older
strains decayed to non-detectable levels in the subsequent samples until the child
went on to have a detectable H3N2 infection.

Titres against older strains

Other cases of reactivity against older viruses did not appear to be attributable to
maternal antibodies and were harder to account for. In particular, while many sam-
ples returned non-detectable titres against all 32 strains tested, in 10 samples across
8 individuals, only the strain A/Netherlands/620/1989 returned a detectable titre.
These titres were against samples taken before a first recorded influenza infection and,
being a strain from the Sichuan 1987 antigenic cluster, not a strain that the children
(all born after 2007) would be expected to have any reactivity against. In most cases
the titre was non-detectable in other samples but in two cases it remained detectable
in a following sample. Experimental error seems a likely explanation but in most
cases the titre remained unchanged upon repeat testing of the sample so it remains
unclear why this strain and no others should show such an unusual pattern of reac-
tivity. The first two individuals in figure 5.10 show examples from the 8 individuals
in which this pattern occurred.
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Figure 5.9: Timelines showing examples of likely maternal immunity. Two individuals where patterns of antibody
reactivity in the first sample taken are characteristic of maternal immunity. Full caption as given for figure 5.6.

There was also an isolated example of a particularly unusual pattern of antibody
response to a recorded H3N2 infection from subject 6301 and also shown in figure
5.10. Here it can be seen that following a PCR-confirmed H3N2 infection in 2011,
titres increased not against contemporary strains but instead against older antigenic
variants, decaying in the next sample before returning to roughly pre-infection levels
in the final sample taken. Again, the same pattern of response was seen upon repeat
titration of these samples. It is possible that the infecting virus was indeed an older
variant perhaps surviving in an animal reservoir but this is hard to ascertain without
genetic information on this particular strain.

Transient and non-detectable responses to infection

Further notable exceptions to the otherwise stereotyped nature of immune responses
to first infections were children with patterns of antibody reactivity indicative of
either a non-detectable or transient response to infection. These could be broken
down as follows:

• 3 children with no detectable HI titres either before or after an H3N2 infection.

• 1 child with detectable HI titres before but not after an H3N2 infection.
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Figure 5.10: Timelines showing unusual patterns of antibody reactivity. Three individuals where patterns of
antibody reactivity against the older strains titrated cannot be easily accounted for. Full caption as given for figure 5.6.

• 3 children with detectable HI titres that become completely undetectable in
later samples.

• 2 children with detectable HI titres but no detectable increase after an H3N2
infection.

• 1 child with a detectable HI response in the sample following an H3N2 infection
but no detectable titres in later samples.

Figure 5.11 shows examples of all of these categories of response and in most it is
unclear whether the patterns represent methodological error or a genuine immuno-
logical phenomenon. In many of these cases for example, the unusual pattern could
be explained if one of the samples were actually a switch with, or accidental repeat
of, another sample in the series and an important test would be to re-aliquot samples
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from the original collection tubes and repeat the measurements. In the case of par-
ticipant 4524 it seems likely that the infection date of the H3N2 infection has been
mis-recorded although upon further checking of participant records, no indication was
found that this had occurred, but again such errors may be hard to detect depending
upon the point at which they occurred.

The response pattern of participant 5898 is perhaps the most difficult to account for
with methodological errors, since multiple different samples returned non-detectable
titres against all 32 strains tested following an H3N2 infection indicated both by
records of nasal and throat swabs PCR-positive for H3N2 and an associated tran-
sient antibody response in the subsequent sample. Interestingly, the sample after the
infection in which HI titres are initially detectable was taken only 32 days after the
onset of symptoms, within the period of the “transient response” identified following
infections in chapter 3. In all other cases where no response at all was witnessed, for
example participant 6428, the sample was taken relatively long-term post-infection,
raising the possibility that these children may have all had a short-term detectable
transient response to infection that was for some reason not maintained as longer-
term detectable titres. Of note is that the final sample from participant 5898 once
again shows detectable antibody titres despite the fact that it was only taken 248
days after a second recorded H3N2 infection, indicating that in this case, a long-term
antibody response was sustained.

5.4.7 Analysis of second infection responses

22 participants in the Managua cohort had a PCR-confirmed infection that followed a
sample in which detectable HI titres were already measurable (excluding individuals
where pre-infection titres were thought to be characteristic of measurement error
or maternal immunity - see section 5.4.5). For most individuals it was impossible
to determine how many infections had occurred prior to the recorded infection but
given the ages of the children and the infection rates witnessed in general in the
cohort it seems reasonable to assume that in most, if not all, of these cases, only one
infection had occurred. This would make most of the responses that occurred in the
presence of prior immunity likely second infection responses. There were in addition,
two individuals with patterns highly suggestive of either a sample swap (participant
number 7308) or mis-recorded infection dates (participant number 4524) and these
were discounted.

In general, the likely second infection responses in the Managua cohort followed the
same patterns as the infection responses analysed in the Hà Nam cohort in chapter
2. Samples taken soon after infection showed strong boosting of titres which then
decayed in later samples to leave a new stable landscape. The antigenic extent of
the initial boosting response was more limited than that seen in the Hà Nam cohort,
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Figure 5.11: Timelines showing a lack of antibody response to infection. Five individuals where there was no
significant change in antibody reactivity post-infection. Full caption as given for figure 5.6.
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being again largely limited to antigenic regions against which there was already prior
immunity (accounting for some cross-reactivity to preceding antigenic clusters).

First compared to second responses

Since such antigenically and genetically similar strains had circulated in each of the
H3N2 seasons in Managua, there was the opportunity to examine the effect of prior
immunity on antibody responses by comparing second infection responses to first
infection responses that occurred in the same season.

Figure 5.12 compares the antibody titres from samples that were associated with first
and second infection responses split by influenza season (due to their dichotomous
nature, first infection responses in season 2 are split, as shown in figure 5.7, by those
that include a substantial response against Wisconsin 2005-type viruses - labelled
WI05 - and those that included a response predominantly against Perth 2009-type
viruses - labelled PE09). Antibody reactivity is compared in terms of both individ-
ual and average antibody landscapes, and the average HI titre to strains from each
antigenic cluster. Results are shown that correspond either to samples taken prior to
a likely second infection (light blue), the next sample taken at least 6 months post
the same likely second infections (dark blue), or samples taken at least 6 months post
a likely first infection (red). Samples taken prior to a likely first infection are not
shown since these had no measurable antibody reactivity against any of the strains
tested (or reactivity attributable to maternal immunity).

As might be expected given previous findings in the literature, the results in figure
5.12 clearly show how prior immunity in the second infection responses appear to
have skewed the antibody responses to include significant boosting of responses to
previously encountered strains compared to the first infections. As found in previous
studies [Davenport and Hennessy, 1956; Francis et al., 1947; St Groth and Webster,
1966b], this boosting of antibody titres against older strains seems to have come at
no cost to the long-term antibody response to the infecting strain - post-infection
antibody titres to viruses from the same antigenic cluster as the likely infecting virus
(highlighted with a box on the rightmost plots) were similar for both first and second
infections. In seasons 4 and 5, where titres post second infection do begin to be
slightly larger against Perth 2009-type strains than those post-first infection, it seems
that a likely explanation is that the selection of Perth 2009-type viruses used in the
test set no longer provide such a good antigenic match to circulating strains and, had
more recent viruses been included, similar results to the previous seasons would have
been seen.

Strikingly, in season 1 - the one season where responses against future antigenic
variants can be compared - post-infection titres against strains from the next antigenic
cluster (Perth 2009) were actually lower in second infections compared to first. This
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Figure 5.12: First compared to second infections split by season. Responses are shown by season (with year) as
shown in the left column (with season 2 responses split as in figure 5.7). The second and third columns show individual and
average antibody landscapes along the summary antigenic path described in chapter 2 and shown again in figure 5.1 are
then shown for samples taken prior-to second infections and at least 6 months post first and second infections. The final
column shows mean HI titre responses to the titrated H3N2 strains split by antigenic cluster. Error bars show the 95%
confidence intervals for the mean. Boxes highlight the antigenic cluster of the likely-infecting strains.
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is despite the fact that individuals having second infections had significantly higher
pre-infection titres against Perth 2009-type viruses.

A possible explanation for diminished second infection responses to Perth 2009-type
viruses is that individuals who had second infections were infected with strains that
were more antigenically similar to the previous Wisconsin 2005 antigenic cluster.
However, this seems unlikely given the genetic homogeneity of viruses circulating in
season 1 shown in figure 5.3 and 5.5. A more plausible explanation seems instead
that, as has been hypothesised previously [Cobey and Hensley, 2017; Linderman et
al., 2014], the presence of prior immunity in some children has skewed their antibody
response towards additional stimulation of memory B cells (with more cross-reactivity
against older antigenic variants) at the cost of stimulation of naive B cells (with more
cross-reactivity against future antigenic variants). If so, to my knowledge, this would
be the first direct evidence of this effect in humans.

5.4.8 The build up of antibody-mediated immunity

A long-recognised pattern is that HI titres against viruses that circulated early in
an individual’s life tend to be higher than titres against strains that circulated later
[Davenport and Hennessy, 1956]. Figure 5.13 shows the pre-vaccination antibody
titres measured against all the strains in the 1997, 1998, 2009 and 2010 vaccine trials
studied in chapter 4 plotted against the year age of each subject in the year of virus
isolation, excluding viruses that were isolated after the year of sample collection or
from samples taken from individuals born before 1968 - the first year of circulation
of H3N2 viruses in the human population.

In keeping with previous findings, a clear peak can be seen in figure 5.13 against
viruses that circulated earlier on in an individual’s lifetime, with titres beginning to
plateaux at a mean HI titre of around 20 to viruses circulating later. While some have
speculated that this type of pattern arises from repeated boosting of first infection
titres upon later influenza exposures maintaining titres against early encountered
strains at a higher level [Davenport and Hennessy, 1956; Lessler et al., 2012], the
responses measured in the Managua cohort give an opportunity to shed some light
on this process.

The right panel of figure 5.14 shows the same plot as for figure 5.13 but applied
to samples taken pre and at least 6 months post a likely second infection in the
Managua cohort, while the left panel shows the plot for samples taken before and
at least six months after an infection in the Hà Nam cohort studied in chapter 3
(which were generally in individuals of an age where it would be expected to be much
later than a first or second infection). It is clear that in the samples taken before
a second infection, titres have not yet reached the levels found in older individuals
but, interestingly, the long-term boosting that occurs post-second infection appears
already to be sufficient to establish the later pattern seen. In contrast, the infections
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that occurred in the Hà Nam cohort did little to further build the pattern of high
titres seen against viruses encountered early in life.

The inference from figure 5.14 is that titres against viruses encountered early in life
are clearly boosted upon the second infection, but later infections beyond this do
little to increase these titres further. This is in keeping with the findings in chapter 3
that, while short-term responses often boost titres against very antigenically distinct
strains to which there was prior immunity, these responses did generally not translate
to increases in HI titre to these strains longer-term.

Building on these inferences, figure 5.15 compares titres against the Hong Kong 1968
test strain that was used in the Hà Nam cohort study in chapter 3 and vaccine
studies in chapter 4 (A/Bilthoven/16190/1968) against the year of birth of individuals
titrated in these studies (namely the Hà Nam samples collected at the start of the
study in 2007 or the pre-vaccination samples taken for the vaccine trials). If repeated
boosting upon later infection were the key driver of higher titres against the first
encountered strains, little difference would be expected for individuals born before
1968 (the first year of H3N2 circulation in the human population) since the amount of
subsequent exposure to H3N2 viruses would have been broadly the same. Significantly
however, it is clear that those born more than about 10 years before 1968 show titres
against A/Bilthoven/16190/1968 that are no higher than the titres seen maintained
against viruses encountered later in life in figures 5.13 and 5.14 (a titre of around 20).
In contrast, for those individuals born shortly before 1968, titres do begin to reach
higher than average levels as would perhaps be expected for a first H3N2 exposure.

Figure 5.15 seems to show that the higher titres seen against viruses encountered early
in life are not due to boosting of these titres upon later infection, but rather a feature
of first infection responses themselves. Where individuals were born long before H3N2
circulation and likely first infected with a virus from another subtype, the effect within
the H3N2 subtype is lost. Adding to previous findings that first infections with a
certain subtype can effect later protection against strains from a different subtype
[Gostic et al., 2016], these results indicate that similarly, later antibody responses
can also be detectably affected.

5.4.9 Comparison of human and ferret immune responses

It is difficult to do a direct comparison of human and ferret antibody responses using
the data currently available since none of the available ferret antisera were raised
against the same viruses as those infecting the humans, and HI titrations were made
against a slightly different set of antigens. That being said, it is possible to try
and approximate how the overall antigenic breadth of antibody response compares
between ferrets and humans by comparing antibody responses by antigenic cluster.
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Figure 5.13: HI titre against age at time of virus circulation - vaccine trials. Average HI titres are shown grouped
by age of individual in years at the time of virus circulation as measured in pre-vaccination samples from the 1997, 1998,
2009 and 2010 vaccination trials analysed in chapter 4. Circles show the mean titre and error bars show 95% confidence
intervals. The horizontal dotted line marks an HI titre of 20.
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Figure 5.14: HI titre against age at time of virus circulation - Hà Nam & Managua cohorts. Average HI titres
are shown grouped by age of individual in years at the time of virus circulation. Left panel: Averages across individuals
in the Hà Nam cohort before and at least 6 months after seroconversion or PCR confirmed H3N2 infection. Right panel:
Averages for individuals in the Managua cohort before and at least 6 months after a PCR-confirmed likely second infection.
Circles show the mean titre and error bars show 95% confidence intervals.
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Figure 5.15: Year of birth against titre to A/Bilthoven/16190/1968. Individual titres are shown as transparent
black circles with some jitter added in the x and y axes to help better distinguish the distribution of points. The solid black
line marks 1968 - the first year of H3N2 circulation. The solid blue line shows a loess fit (span 0.5) to all the titres from
individuals born in or before 1968. Light blue regions show 95% confidence intervals for the fit, based on 500 bootstrap
repeats. The horizontal dotted line marks an HI titre of 20.

For each season, HI titres from ferret anti-sera raised against the antigen that best
matched circulating strains (see section 5.4.3) were compared against first human
infection responses. Because the ferret anti-sera were drawn 14 days post-infection
and antibody titres later go on to decay, only human samples taken less than 40 days
post infection were included in the analysis. Additionally, the responses from season
2 that measured a strong reaction against Wisconsin 2005-type strains indicative of a
possible second infection were excluded (see section 5.4.5). Unfortunately no samples
from seasons 3, 4 or 5 met these criteria but figure 5.16 shows the results for the 2
samples in season 1 and 3 samples in season 2 that did.

The average HI titre raised against viruses from each antigenic cluster is largely similar
between ferret and human responses, as is the antigenic breadth in terms of number
of clusters preceding the infecting against which there was a measurable response. On
average the HI responses in the human sera were slightly lower than that seen in the
ferret antisera, especially in season 2 but this may be expected since the average time
post-infection that the samples were taken was 31 days in season 1 and 33 days in
season 2, just over two weeks later than the ferrets and possibly accounting for some
titre decay. On balance this analysis appears to offer little evidence for a substantial
difference between humans and ferrets in terms of the strength or cross-reactivity of
antibody responses following these infections.
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Figure 5.16: Comparison of human and ferret responses. Mean HI titre responses to titrated H3N2 strains split
by antigenic cluster for likely first infections in the Managua cohort and for responses measured in a ferret antiserum. The
left panel shows the mean HI titres post-infection for children who had a likely first infection in season 1 compared to a
ferret antiserum raised against A/Perth/20/2007 (the closest genetic match of available ferret antisera to season 1 viruses).
The right panel shows the mean HI titres post-infection for children who had a likely first infection in season 2 compared
to a ferret antiserum raised against A/Victoria/208/2009 (the closest genetic match of available ferret antisera to season 2
viruses). Note that results from children identified in figure 5.7 as responding strongly to Wisconsin 2005-like viruses were
excluded from the season 2 responses since it was unclear if these children had in fact had a prior infection. Error bars show
the 95% confidence intervals for the mean. Boxes highlight the antigenic cluster of the infecting/likely-infecting strain.

An ideal test would be to raise ferret sera against the same viruses that had caused
human infections. As it stands this dataset appears to offer no evidence of a sub-
stantial difference between ferret and human immune responses in the case of the
particular infections analysed.

5.5 Discussion

5.5.1 Variation in the first infection response

The similarity of the antibody responses to first infection is a surprising finding given
the heterogeneity of response to infection seen in the Hà Nam cohort in chapter 3
and to vaccination in chapter 4. It suggests that different exposure histories appear
to have accounted for much of the variation seen in these previous cases rather than
the other potential factors discussed such as genetic differences between individuals
or variation in the severity of the infection. It also implies that in the absence of prior
immunity, rather than a stochastic process, the overall antibody response to a given
antigenic stimulus appears to be relatively stereotyped between different individuals.
Also worth noting is that despite the large number of infection responses investigated
here, we see no evidence for the seemingly universally broad responses produced by
a minority of people in response to vaccination in chapter 4. The only individual
showing something close to such a response is participant number 6301 (figure 5.10)
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where the response pattern appears to be a rather more a haphazard one directed at
older antigenic variants rather than a uniformly cross-reactive one.

Dichotomous responses in season 2

A clear exception to the otherwise relatively similar responses to first infection is the
dichotomy of responses apparent in the first infections occurring in season 2, whereby
approximately half the children responding to an apparent first infection showed a
response clearly directed against viruses from the Perth 2009 antigenic cluster, while
half showed a clearly mixed response, with additional reactivity against Wisconsin
2005-type strains.

The fact that circulating viruses sequenced from that season appeared to be ex-
clusively of the Perth 2009 antigenic type, combined with the results showing very
different responses following infection with the viruses that were almost genetically
identical (figure 5.8), suggests that the simplest explanation of antigenic differences
between infecting viruses is not the case. One possibility is that stochasticity of an-
tibody responses to infection is indeed playing a role and that perhaps a proportion
of children had generated responses to an epitope strongly shared between the sea-
son 2 viruses and viruses from the Wisconsin 2005 antigenic cluster, while others
responded primarily against an epitope only found in Perth-2009-like strains. Given
the lack of variation seen in the first infection responses of later seasons this seems
like an improbable explanation, although possible if the shared epitope had mutated
in subsequent seasons.

A more likely explanation seems to be that although none of the children had any
detectable antibody titres in samples taken prior to the infection in season 2, some
may nonetheless have had some antigenic experience of the previous season that
shaped their subsequent response. Indeed, comparing the dates of birth of the subset
of children showing high antibody responses to Wisconsin 2005-type strains to the
epidemiological data on infection dates taken from the wider cohort, all of these
children are old enough to have lived through and theoretically been exposed to
viruses from the Wisconsin 2005 antigenic cluster.

Interestingly, had exposures occurred in these children it would have been at a very
early stage of life when maternal antibodies acquired through passive placental trans-
fer are still known to be circulating at significant levels in the blood [Bodewes et al.,
2011; Leuridan and Van Damme, 2007; Leuridan et al., 2011; Watanaveeradej et al.,
2003]. A resulting hypothesis is therefore that the antibody response to these ex-
posures was dampened by the presence of cross-reactive maternal antibodies to the
extent that no trace was detectable by serum HI titre. Upon secondary exposure
however, memory B cells formed as a result of the first exposure again became stimu-
lated, differentiating to form plasma cells secreting antibody more cross-reactive with
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Wisconsin 2005-type strains. Evidence suggestive of exactly this process has already
been found in studies of vaccination in young children [Glezen, 2003] and, if true, is
an interesting example of how serum antibodies may not always be representative of
the full B cell memory repertoire. Ultimately, follow-up experiments using additional
assays to investigate whether evidence for prior immunity is found in certain samples
will be required to answer these questions more conclusively.

Non-detectable and transient responses

The finding that certain children appear to have had no detectable long-term primary
antibody response to a symptomatic and PCR-confirmed influenza infection is a sur-
prising one. For later responses this would perhaps not be unexpected since prior
immunity may deal with an infection without the necessity for significant production
of additional antibodies. Following a first infection however, current understanding of
B cell and antibody responses would predict that a durable antibody response should
result.

It is important to understand if this is a real phenomenon and to rule out the pos-
sibility of confounding results due to sample switches or repeats (as seen in the Hà
Nam cohort in chapter 3). There are a number of ways in which this could have hap-
pened, for example an accidental repeat of the sample taken from before the infection
(a potential explanation for the responses seen in subjects 6428, 6613 and 7295), or
after the infection (subjects 7308 and 7333), or even a switch of the before and after
samples (subject 7308). Similarly, in the case of subject 4524 it seems possible that
the date of infection may have been incorrectly recorded however records of both the
original clinic visit and follow-up laboratory analysis corroborate the timing shown.

A separate explanation for the total lack of response seen in 6428, 6613 and 7295
is that they were infected with a later viral variant that did not share much cross-
reactivity with the panel of strains tested. The latest variant tested was isolated in
2011 (A/Victoria/361/2011) but these infections occurred in 2012 and 2013. How-
ever, given no major antigenic change is thought to have occurred between these
seasons and that other individuals infected in the same seasons show measurable
titre responses against several of the strains tested, this seems unlikely.

Despite these possibilities, the pattern of responses seen in subject 5898 is harder to
account for with titration errors or sample swaps since multiple samples taken after
the first recorded H3N2 infection registered no detectable titres, while a sample taken
31 days after the first recorded infection showed evidence for a transient response
that later disappears. Significantly, this first post-infection sample was taken within
the window of time we would associate with the “dynamic” phase of the antibody
response before the antibody landscape is again settled to a new level. This is so
far the strongest piece of evidence that some children simply fail to maintain any
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detectable antibody titres in the long-term, even after their very first infection. In
the other cases of apparent non-response to infection the post-infection sample was
not taken soon enough as to be in the time-window of the “dynamic” phase of the
immune response, raising the possibility that these children responded in a similarly
transient fashion yet failed to maintain their titres. Interestingly, 5898 goes on to
have a response against a second infection that is still detectable 247 days afterwards.
This would imply that the child is in principle still capable of generating a long-lived
antibody response to infection although it will be informative to see if this response
is also present in later follow-up samples taken in 2015 and 2016.

Repeat analysis of the potentially swapped samples may help to detect any errors that
occurred upon aliquoting and shipment of serum samples while again, application of
more sensitive assays to post infection samples would help to determine if there is any
evidence for the development of lower levels of reactivity or reactivity against other
antigenic components (such as stalk antibodies), that were not detectable via HI.

5.5.2 Effect of prior immunity on secondary responses

Although the number of post-second infection samples studied here were limited, they
provide interesting insights into the effect of prior immunity on secondary responses.
Previous studies have used animal models and artificial infection or vaccination to
investigate antibody responses following primary and secondary exposures [Angelova
and Shvartsman, 1982; Jensen et al., 1956; St Groth and Webster, 1966b; Webster,
1966]. This is the first example to my knowledge of a direct comparison in humans,
and in response to natural infection. Many of the same phenomena described in
seminal studies on the subject are also witnessed, with clear evidence that boosting
of antibodies produced following a first infection is a dominant feature of secondary
responses. Importantly, this is not just short term boosting, as described in previous
studies, but we also witness long-term boosting of pre-infection antibody reactivity
that is clearly distinct to first-infection responses.

Also notable is that average long-term post-infection antibody titres against strains
from the infecting antigenic cluster were similar regardless of either presence or ab-
sence of prior immunity from a previous infection. This is also seen in the data of
previous studies [Davenport and Hennessy, 1956; Francis et al., 1947; St Groth and
Webster, 1966b], suggesting that prior-immunity does not ultimately reduce the an-
tibody response against a secondary infection as some interpretations of the dogma
of original antigenic sin have inferred [St Groth and Webster, 1966b]. Interestingly
however, the results from the comparison of first and second infection responses in
season 1 indicate that, while responses against the infecting cluster are not impaired,
responses against future clusters can indeed be diminished. This is evidence for ex-
actly the kind of “opportunity cost” of prior immunity hypothesised to have led to
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susceptibility of certain portions of the population to emergent strains during the
2013-2014 influenza season [Linderman et al., 2014].

The evidence here supports an emerging picture of the antibody response to influenza
whereby upon infection, antibody reactivity is generated partly through stimulation
of memory B cells produced as a result of a prior infection but with cross-reactivity to
the infecting strain (if such cells are present) and partly through direct stimulation of
a naive B cell response. One might speculate that in terms of the ability to neutralise
the infecting virus and maintain defence against re-exposure with the same strain,
the relative contributions of naive and memory responses to this process have little
impact since overall reactivity generated against the strain appears to remain the
same (indeed it is interesting to note that the average post-infection titre maintained
long-term against the infecting strain was almost exactly 40 - the classic cut-off for
effective serological protection from infection). Due to the different patterns of cross-
reactivity present in naive and memory responses however, contrasts become clear
when examining antibody reactivity against antigenically variant strains. Ultimately
it seems that by relying too heavily upon pre-existing immunological memory, the
opportunity is missed to develop more comprehensive responses against the antigenic
features present in the infecting strain with the result that protection against new
variants is actually diminished.

5.5.3 Implications for understanding the development of immunity

The data presented help address questions regarding the dynamics of the development
of immunity that were posed over 60 years ago by Davenport et. al who noted that
titres against influenza strains tended to be highest against those that had circulated
early in an individuals life - presumably the first influenza exposures [Davenport et
al., 1953]. Since then, others have corroborated these findings [Francis, 1960; Lessler
et al., 2012; St Groth and Webster, 1966a] and a popular interpretation has been
that this pattern results from repeated boosting of antibodies cross-reactive against
the first encountered strain [Cobey and Hensley, 2017; Francis, 1960; Lessler et al.,
2012; Miller et al., 2013]. The findings presented in chapter 3, that although short-
term responses tend to boost titres against the oldest strains encountered long-term
responses do not, shed some doubt on this interpretation leading to the alternative
explanation that first infections produce the largest antibody response and these high
titres are then simply subsequently maintained. By comparing directly the patterns
of immunity that follow first and second infections we can conclude that reality lies
somewhere between these two extremes. Significant long-term boosting of titres to
the first infecting strain does occur following a second infection, but the new evidence
here shows that this is already enough to establish the long-term patterns observed
and that later infections do little to further enhance these early titres, in contrast to
other reports [Miller et al., 2013].
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Interestingly, the definition of “first” infection appears to stretch across subtypes since
even though individuals born long-prior to 1968 would have encountered such strains
as their first H3N2 influenza subtype, this was still not sufficient to establish the
pattern of distinctively high titres seen in those born at a time where they were likely
to have encountered it as their first ever influenza infection. Despite the canonical
dogma that different subtypes of haemagglutinin are not serologically cross-reactive,
it appears that infection with H1N1 or H2N2 subtypes circulating prior to 1968 was
able to diminish long-term titres formed against an early H3N2 strain. It has been
recently reported how first infections can influence development of immunity between
influenza groups [Gostic et al., 2016], but this is even despite the fact that both H1
and H2 are group 1 haemagglutinin types and H3 is group 2.

Why exactly first infection responses should generate higher titres is still unclear, one
hypothesis is that without prior immunity the virus replicates on average to higher
levels and thereby stimulates a larger antibody response compared to later infections.
Cross-protection due to antibodies against viral components that are not neutralising
but that are shared between subtypes would therefore explain why those individuals
with prior infections with H1N1 or H2N2 viruses would not show this pattern of
higher responses. It is striking however that titres against HK68 in those previously
infected with H1N1 or H2N2 were not only lower than those having a first infection,
but indistinguishable in magnitude from the average titre generated against later
infections from the same subtype. This is even though it would surely be expected
that first infections with a new subtype, even if not the very first influenza infection,
must surely be more severe on average than those from later variants.

Ultimately, it will take more work to better understand exactly why the very first in-
fection appears to hold such special status in determining patterns of later protection
and antibody reactivity even across subtypes. Additional studies such as these but
comparing antibody responses to first H3N2 infections in children previously infected
with H1N1 or B may be one way to shed some more light on the mechanism, in
particular whether the first H3N2 response itself would be diminished or instead the
later boosting effect of second infections that drives it to higher than average levels.

Perhaps even more significant and relevant to our strategies for protection, it will also
be important to understand the effect prior vaccination and simultaneous antigenic
exposure to multiple influenza subtypes has on shaping later patterns of immunity. In
particular, will this prime the immune response for development of high first infection
titres against all seasonal influenza subtypes or somehow diminish this effect through
substitution of the first infection with a less immunogenic vaccine antigen exposure?
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Concluding Remarks



6.1 Chapter summary

The analyses throughout this thesis have covered an extensive range of serologi-
cal data, including a staggering 59490 individual HI results from 1467 individual
serum samples covering responses to a total of 168 PCR-confirmed influenza in-
fections and 788 vaccinations.

In this chapter I would like to briefly bring together some of the key obser-
vations drawn from this extraordinary dataset, including insights into the im-
munological nature of the serological response, implications for global influenza
vaccination and outlook for future work investigating these important subjects.



CONCLUDING REMARKS

6.2 Outlook for antibody landscapes

The HI assay used for the majority of investigations in this thesis is typically
considered to give a relatively coarse and variable measurement of individual
antibody reactivity. The antibody landscapes methodology developed here has
however demonstrated that, by combining results from many variant pathogen
strains in a statistically appropriate way, it is possible to use data from such
sources to achieve a much more detailed profile of individual immunity and
immune change than would normally be expected.

Looking ahead, as a tool for the evaluation of different vaccination techniques
antibody landscapes holds much promise, allowing a much more sensitive and
comprehensive comparison of responses than traditional approaches. This may
be especially beneficial when considering new approaches such as the effect of
adjuvants [Gordon et al., 2016], vaccine composition [Moa et al., 2016] and
dose sparing [Kenney et al., 2004], while in the case of universal vaccine candi-
dates, the ability to accurately assess both magnitude and breadth would prove
particularly useful.

In the field of seroepidemiology, the greater sensitivity to serological change
and reduced dependence of results upon the particular selection of strains used
could potentially make antibody landscapes a far more reliable indicator of
infections in a population. While the workload associated with the extensive
number of titrations required for antibody landscapes is for some applications
prohibitively high, it is also likely that as newer technologies continue to be
developed that allow high throughput analysis of serum reactivity to a greater
number of strains, larger scale application of the antibody landscapes method-
ology will become feasible [Koopmans et al., 2012; Wang et al., 2015].

Perhaps most excitingly, while the investigations in this thesis have focussed
on the antibody response to influenza I also hope that the principles uncovered
and the techniques developed here will be more broadly applicable both to
other aspects of immunity and to other pathogens where antigenic differences
between different strains are being increasingly well quantified [Katzelnick et
al., 2015].

6.3 Immunological observations

Individual variation was a common feature of the patterns of serological im-
munity observed in this thesis but several general observations can be made
that hold surprisingly true for the extensive range of samples analysed. Taken
together these general observations produce, loosely speaking, a set of “rules”
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for the antibody response to the H3N2 influenza subtype and likely for other
subtypes too:

1. Post infection or vaccination, a short-term response is stimulated that can
be antigenically far broader than a typical novel antibody response, but
that is generally limited by the extent of pre-existing antibody reactivity.

2. The larger short-term antibody response decays to a smaller steady-state
long-term response over a course of time between 2 months and a year.

3. Long-term antibody responses are antigenically far narrower and more
directed against strains that are antigenically similar to the causative
virus.

4. Both short and long-term antibody titres against all strains remain at
least as high after infection than before (although there may be little
overall increase).

5. Once antibody titres have settled to form a long-term response, there is
little further decay detectable.

6. There is no antibody response to H3N2 strains, detectable via HI, as a
result of infection with other subtypes.

Although detailed investigation of any underlying cellular mechanisms was not
a central focus, I feel that insights into the immunology of influenza in humans
can be drawn from these features. Some of these inferences have been discussed
in chapter 3, for example the fact that the antigenic breadth of the initial re-
sponse is limited by the extent of prior immunity indicates, along with findings
from the wider literature, that responses against older strains are characteristic
of memory recall responses.

The dynamics of the short-term antibody response are in good keeping with
the patterns of decay that would be expected from the estimated half-lives of
short-lived plasma cells producing antibodies [Morell et al., 1970; Slifka et al.,
1998], indicating a likely mechanism for this transient boost in titres against
older viruses when memory B cells with some BCR-reactivity to an antigen be-
come stimulated to divide and differentiate [Bernasconi et al., 2002]. The fact
that in most cases increases in reactivity towards older viruses are short-lived
indicates that this process of memory B cell stimulation and differentiation
does not necessarily lead to additional numbers of long-lived plasma cells. In
this regard, the observation that the antigenic breadth of long-term increases
in antibody reactivity is more specific to strains similar to the infecting strain
presumably reflects the greater degree of competition for limited survival op-
portunities amongst plasma cells with the potential to become long-lived, with
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the consequence that only those with a higher threshold of BCR-affinity ulti-
mately become sustained [Radbruch et al., 2006].

A common postulation in the immunological literature is that since total serum
IgG levels do not increase over time, there must be a limited maximum number
of survival niches and, as new antibody secreting long-lived plasma cells are
produced, older ones must be displaced [Manz and Radbruch, 2002]. It could
be imagined that in the case of influenza this would be reflected in a decrease in
antibody titres to certain strains following a new infection. It is therefore also
noteworthy that the long-term changes measured were almost always neutral
or represented an increase - although it is of course possible simply that cells
producing antibodies of a different specificity to those measured were displaced.

In keeping with other reports, after the initial dynamic response phase, there
was generally little detectable further decay of antibody titres in the long term
[Künzel et al., 1996; Yu et al., 2008], suggesting that antibody titres can be
maintained for a very long time unchanged, perhaps indefinitely. However, this
conclusion leads to an interesting question of how it came to be that some of
the older individuals in the vaccine trials studied began the trial with such low
titres against so many of the H3N2 strains tested. Whether this represents an
unlikely lack of exposure to H3N2 strains, antibody responses directed against
virus components not detectable with HI, or indeed a longer-term process of
antibody decay that has occurred in these individuals is unclear.

Finally, the finding that infection with other influenza subtypes does not stimu-
late antibody responses to H3N2 measurable with HI is in keeping with previous
findings from others [Grebe et al., 2008] but is here shown very clearly with
regard to natural infection and measurement of responses against a wide range
of H3N2 strains. However, the observation in chapter 5 that prior infections
with other subtypes still appear to be able to affect later antibody responses to
H3N2 blurs the boundaries between the antibody response to different influenza
subtypes, and how they interact, in interesting new ways.

6.4 Cleaning up “original antigenic sin”

In addition to general immunological observations, the patterns identified in
this thesis undoubtedly bear particular relation to the hypothesis of “original
antigenic sin”, a theme that has made repeated appearances [Francis, 1960]. In
chapter 1 I argued that use of the term original antigenic sin to refer to many
separate phenomena had caused confusion in the scientific literature, with the
concept seemingly meaning slightly different things to different people. I feel
it is worth dedicating some space in this final chapter to review the findings of
this thesis in relation to evidence for and against specific facets of this long-held
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dogma, and to hopefully cleanse original antigenic sin from some fallacies and
ambiguity.

Later responses are biased towards stimulation of prior immunity but not nec-
essarily antibodies produced against the first infecting strain.

In its loosest sense, original antigenic sin is often taken to mean that later
antibody responses are somehow “skewed” or “biased” by infection history, in
particular the first infecting strain [Cobey and Hensley, 2017; Lessler et al.,
2012; St Groth and Webster, 1966b]. The results here show that undoubtedly,
as well established by over 70 years of research, prior immune responses go on to
strongly affect the response to later exposures [Davenport and Hennessy, 1956;
Davenport and Hennessy, 1957; Jensen et al., 1956; Webster, 1966], however it
is incorrect and overly simplistic to say that this is always manifested in a bias
towards the immune response produced after the very first infection.

Responses in chapter 3 demonstrated the important distinction between fold-
change responses and peak post-infection titres. As found in the data of pre-
vious studies, fold-change responses tended to favour the infecting strain but
higher pre-infection titres to previous strains often meant that post-infection
titres still peaked against earlier variants [Francis et al., 1947; Jensen et al.,
1956; St Groth and Webster, 1966b]. Looking further ahead at the long-term
response ultimately maintained post-infection, although initial antibody re-
sponses often included boosting of titres to all previously encountered strains,
this effect was generally not maintained for very antigenically distinct early
variants. Since antibody responses to the infecting strain also decayed over
time, the ultimate result could still be that post-infection titres were highest
against early strains. However, given that no long-term increase to these titres
had occurred, it is misleading to suggest that this counts as a bias of responses
to the first encountered viruses.

An illustration of these points is given in figure 6.1 where short and long-
term post-infection titres and fold-change responses for one of the individuals
infected in the Hà Nam cohort studied in chapter 3 are compared. In this
case we can see that the long-term response is skewed towards some long-
term boosting of prior immunity, but not towards long-term boosting of titres
against the likely first infecting strain.

The fact that long-term increases in titres to the oldest encountered strains were
often not maintained also has implications for other tenets of original antibody
sin, for example that antibodies produced in response to a new exposure come
primarily as a result of stimulation of memory B cells reactive against epitopes
shared between the new and previously encountered strains, predominantly the
first infection [Davenport et al., 1953; Francis, 1960; Jensen et al., 1956]. In
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Figure 6.1: Example post-infection titre vs. fold-change response. The left-most panel shows the antibody
landscape taken pre-infection for an individual in the hanam cohort. The panels to the right then go on to compare the
short-term and long-term post-infection antibody landscape responses either in terms of the overall post-infection response
(top panels) or the fold-change response (bottom panels). As described in chapter 2, the black lines in each plot represent
the antibody landscape height for each position on the antigenic summary path taken through the H3N2 antigenic clusters.
Dots along the x axis indicate the antigenic positions along the summary path of the subset of viruses used to generate
each landscape, scaled negatively by distance from it. In the top panels, both the short-term and long-term responses are
compared to the pre-infection sample with red-shading showing increases. Note that, although the likely infecting virus was
from the Wisconsin 2005 or Perth 2009 antigenic cluster, post-infection responses peak against viruses from earlier antigenic
clusters. Fold-change responses however, peak against viruses from the Wisconsin 2005-type strains.

its most extreme form, this aspect of original antigenic sin predicts that for an
individual who was born during the Hong-Kong 1968 antigenic cluster, a large
portion of the antibody response to a later infection with a Perth-2009-type
virus should come from antibodies cross-reactive between both Hong-Kong 1968
and Perth 2009 strains.

Although no analysis of absorption studies was performed to investigate the
binding specificity of newly produced antibodies, the fact that long-term re-
sponses in such cases generally included increases in titre to Perth-2009-type
strains, with no joint rise in titres to a Hong-Kong-1968-type virus, suggests
that the production of antibodies with such diverse cross-reactivity cannot be
the source.

Mechanistically it can be imagined that the advantages memory B cells formed
in response to the first infection have over naive B cell populations, both numer-
ically and in terms of their ability to respond quickly to antigenic stimulation
[Rajewsky and Schittek, 1990; Tangye et al., 2003], mean that they do indeed
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dominate second and perhaps even third infection responses as has previously
been reported. However, as the infecting virus becomes more and more anti-
genically distinct, BCR stimulation is reduced and, perhaps more significantly,
these early memory B cell populations must compete with other memory cell
populations formed as a result of later infections that would be expected to
share more cross-reactivity with the new infecting strains. At some point,
memory B cells produced in response to the first infection can no longer com-
pete effectively with memory cells produced against strains with more cross-
reactivity and these early populations cease being boosted long-term.

In general, as discussed in chapter 3, given the patterns of antibody response
reported in this thesis, it is likely that by focussing on early responses to anti-
genically variant but still related strains, original studies may have overstated
the dominance of the very first infection.

Prior immunity does not effect long-term antibody reactivity generated against
an infecting strain, but may diminish reactivity to future antigenic variants.

Many authors have described the effect of antibody responses to influenza in-
fection as a result of original antigenic sin (in this case taken to mean a strong
boosting of responses to previously encountered strains) as suboptimal or in
some way impaired [St Groth and Webster, 1966b]. Given the speed with
which memory cell populations can respond to an invading pathogen and the
fact that post-infection antibody reactivity to an infecting virus appears to be
very similar regardless of the presence or absence of prior immunity, it is not
immediately clear that such statements are justified. Where responses against
later antigenic variants are compared however, direct evidence is found for the
previously hypothesised effect that prior immunity can have in diminishing
stimulation of novel antibody responses that would otherwise be more protec-
tive against future antigenic variants [Cobey and Hensley, 2017; Gostic et al.,
2016; Linderman et al., 2014; Smith et al., 1999].

Evolutionarily speaking, it is interesting to consider why an immune system
with these apparent short-comings may have persisted. In terms of protec-
tion, the stimulation of cross-reactive memory responses to combat an invad-
ing strain makes sense since responses can be far more rapid and likely to limit
growth of the infecting virus and severity of disease. A possible explanation
may simply be that by comparison, developing responses that are more likely
to protect against future antigenic variants is very much a secondary concern.
Given reports of the ability for antigen to persist for a long time after infec-
tion however [Zinkernagel and Hengartner, 2001], there are still unanswered
questions as to why even though memory responses may dominate the initial
response, such sequestered antigen could not be used to stimulate equally ro-
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bust naive B cell responses in the long-term. To some extent this is exactly
what is seen in the antibody responses described in chapter 3 - the initial re-
sponse of the immune system to infection appears to be a massive stimulation
of all antibody previously produced in response to infections with that influenza
subtype, but a longer-term response that includes mainly only an increase in
antibody reactivity to strains antigenically similar to the virus encountered.
The findings in chapter 5 however show that although this process may help
to maintain both effective initial protection and an antibody repertoire with
relevant diversity, it does not seem to be enough to fully compensate for a
loss of long-term overall reactivity compared to antibody responses produced
to infections in the absence of prior immunity.

High titres to viruses circulating early in life are related to the distinct nature
of the first infection response, not repeated boosting upon later exposures.

It is probably fair to say that this is an aspect of the concept of original anti-
genic sin where the waters get particularly muddy. Early researchers noted the
pattern that individuals in cross-sectional serological studies tended to have
the highest titres against strains circulating early in their lifetime and were
understandably enthusiastic to link it to the other phenomena they observed,
namely the strong boosting of titres to previously encountered antigens of the
same subtype upon influenza exposure [Davenport et al., 1953]. One conclusion
was that it was this repeated boosting that had built particularly high titres
against the first strains.

Having examined in detail a range of short and long-term responses in this the-
sis I can now conclude that little evidence is found for the hypothesis that titres
against early strains result from continual long-term boosting. Titres to first
infection strains do indeed receive a long-term boost after a second infection
but this is already sufficient to generate the high titre levels seen maintained in
older individuals. Similarly, later infections in older individuals do boost titres
to even very antigenically distinct previously encountered strains in the short-
term, but this does not generally result in any further long-term increases. On
the individual level there is considerable variation, but the average long-term
build up of antibody titres to viruses therefore appears to be a process more
akin to the schematic shown in figure 6.2 - titres are boosted to a given level
after each infection and, aside from increases as a result of the second infection,
the profile of antibody reactivity is mostly extended rather than continually
boosted long-term.

As discussed in chapter 5, those likely to have had a first exposure to the H1N1
or H2N2 subtypes before the first circulation of H3N2 viruses in humans do
not share the phenomenon of higher than average titres against early H3N2
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Figure 6.2: A schematic of the long-term build up of antibody reactivity over time. A series of 5 infections with
antigenically evolving influenza viruses are imagined. Shaded regions indicate how antibody reactivity would be expected,
on average, to build up over time. Post-infection titres tend to reach a consistent level against the infecting virus (marked
by the horizontal dashed line). There is significant long-term boosting of first infection titres upon a second infection but
little subsequent long-term change in these titres upon later infections, with antibody reactivity being extended rather than
boosted over time.

viruses, implying that this phenomenon is instead a feature of first infections
in particular rather than the responses of antibody titres to later infections.
Presumably this finding would still hold in the case of first infections with
another subtype not only because of birth before circulation of H3N2 but also
for individuals born since 1968 who were by chance exposed to a seasonal
or pandemic H1N1 virus before H3N2 (indeed whether this pattern is also
present for those individuals first infected with an influenza B virus could tell
us something about the physiological relevance of potential cross-reactivity
between these different virus types). Such variation in first infecting virus
would therefore also be a likely explanation as to why the pattern of high titres
against the first encountered H3N2 strains was often absent at an individual
level.

6.5 Implications for vaccination

Ultimately, a key motivation for generating a better understanding of the im-
mune response and for the work in this thesis is how this knowledge can be used
to generate improved immune responses and global protection through vacci-
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nation. In this regard I hope some important insights have been generated and
it is on this topic I would like to end.

In particular, I feel this work has highlighted that, while the current vaccine-
strain strategy has undoubtedly provided considerable protection through at-
tempts to always ensure the best antigenic match, by ignoring the effect of
prior immunity on responses, this has led to a suboptimal approach. Chapter
4 highlighted a specific situation in which, due to pre-vaccination population
immunity, the best antigenic match did not necessarily provide the best overall
protection in terms of antibody responses, and use of a more antigenically ad-
vanced strain may have been beneficial. As perhaps the most significant point
it also demonstrated that, in the face of low level circulation of novel antigenic
variants at the time of strain selection, a decision to delay the vaccine update,
which may at first glance appear a careful and conservative option, has the
potential to be harmfully negligent when immunological memory and antibody
recall responses are considered.

There is still much to be understood with regard to strategies such as pre-
emptive vaccine strain updates. In particular, an understanding of the impact
they may have on vulnerable individuals with immunodeficiency or absence of
prior exposure is a key priority. However, we should at least aim to to move
in the direction of a vaccine strain selection strategy that goes beyond simple
antigenic matching. Progress along this path will likely require a lot of work
to turn observational studies such as those performed here into a predictive
understanding of how potential vaccine strain candidates would be likely to
interact with prior immunity in the population - an understanding that would
eventually allow optimisation of choices based on expected immune responses
directly. It is an ambitious goal, but one that I feel is within sight. I hope the
work presented in this thesis provides both a stepping stone towards it, and a
demonstration of the potentially significant benefits it would hold for vaccine
efficacy and individual protection should we reach it.

“Progress is impossible without change, and those who
cannot change their minds cannot change anything.”

- George Bernard Shaw [1944]
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A
List of H3N2 strains



Below is a list of all strains used in the construction of antibody landscapes. Datasets are as follows: 1 =
Titrations for the hanam strains set 1 (more antigenically limited), 2 = Titrations for the hanam strains
set 2 (more antigenically extensive), 3 = Strains used for the 1997 and 1998 vaccination studies, 4 =
Strains used for the 2009 and 2010 vaccination studies, 5 = Strains used for the Nicaraguan children’s
cohort study.

Note that the “G145K” in A/Netherlands/178/1995 (G145K) refers to the fact that this virus was reverse
engineered to change a Glycine (G) to a Lysine (K) in the HA gene at position 145. Similarly the “Egg”
and “MDCK” occurring with respect to the strain A/Philippines/472/2002, indicates strains from the
same original isolate but with different passaging histories, namely through egg or MDCK cell lines.

Cluster Strain name
Dataset

Accession no.
1 2 3 4 5

1 HK68 A/Bilthoven/16190/1968 × × × KM821278
2 EN72 A/Bilthoven/21793/1972 × × KM821279
3 VI75 A/Bilthoven/1761/1976 × × × KM821280
4 TX77 A/Bilthoven/2271/1976 × × × KM821281
5 BK79 A/Netherlands/233/1982 × × × × KM821282
6 SI87 A/Netherlands/620/1989 × × × × KM821283
7 BE89 A/Netherlands/823/1992 × × × × KM821284
8 BE92 A/Beijing/32/1992 × × × × KM821292
9 BE92 A/Netherlands/179/1993 × KM821285
10 BE92 A/Shangdong/9/1993 × × KM821294
11 BE92 A/Wellington/25/1993 × × KM821289
12 BE92 A/Wellington/96/1993 × KM821290
13 BE92 A/Victoria/1/1993 × × × KM821288
14 BE92 A/Wellington/1/1994 × × × × KM821286
15 BE92 A/Brisbane/22/1994 × KM821287
16 BE92 A/Johannesburg/33/1994 × KM821293
17 BE92 A/Victoria/9/1994 × KM821291
18 WU95 A/Wuhan/359/1995 × KM821302
19 WU95 A/Nanchang/933/1995 × × × KM821307
20 WU95 A/Netherlands/178/1995 (G145K) × × KM821295
21 WU95 A/Brisbane/22/1996 × × KM821296
22 WU95 A/Wellington/48/1996 × KM821297
23 WU95 A/Auckland/5/1996 × × KM821303
24 WU95 A/Canberra/1/1996 × KM821304
25 WU95 A/Christchurch/1/1996 × × × KM821306
26 WU95 A/Victoria/47/1997 × × × × × KM821298
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Cluster Strain name
Dataset

Accession no.
1 2 3 4 5

27 WU95 A/Perth/5/1997 × × × × KM821299
28 WU95 A/Perth/9/1997 × × × × KM821300
29 WU95 A/Bangkok/1/1997 × KM821305
30 WU95 A/Tasmania/1/1997 × × KM821301
31 SY97 A/Canberra/9/1997 × × × KM821309
32 SY97 A/Sydney/5/1997 × × × KM821316
33 SY97 A/Victoria/507/1998 × × × × KM821319
34 SY97 A/Netherlands/301/1999 × KM821308
35 SY97 A/Panama/2007/1999 × KM821317
36 SY97 A/Townsville/2/1999 × KM821314
37 SY97 A/Christchurch/68/1999 × × × × KM821315
38 SY97 A/Victoria/577/1999 × KM821320
39 SY97 A/Fujian/140/2000 × KM821318
40 SY97 A/Sydney/228/2000 × KM821313
41 SY97 A/South_Australia/53/2001 × × × × KM821312
42 SY97 A/South_Australia/84/2002 × × × × KM821311
43 SY97 A/Brisbane/5/2002 × KM821310
44 FU02 A/Philippines/472/2002 (MDCK) × × × KM821322
45 FU02 A/Fujian/411/2002 × × KM821324
46 FU02 A/Philippines/472/2002 (Egg) × KM821330
47 FU02 A/Townsville/4/2002 × × KM821327
48 FU02 A/Fukuoka/55/2002 × KM821333
49 FU02 A/Netherlands/213/2003 × KM821321
50 FU02 A/Wyoming/3/2003 × KM821328
51 FU02 A/Auckland/20/2003 × KM821323
52 FU02 A/Townsville/36/2003 × KM821325
53 FU02 A/Brisbane/342/2003 × KM821326
54 FU02 A/Victoria/110/2004 × × × KM821331
55 FU02 A/New_Caledonia/12/2004 × × × KM821332
56 FU02 A/Wellington/1/2004 × × × × × KM821329
57 CA04 A/California/7/2004 × × × KM821334
58 CA04 A/Singapore/37/2004 × × KM821335
59 CA04 A/Victoria/523/2004 × × × KM821336
60 CA04 A/New_York/55/2004 × × × KM821338
61 CA04 A/Brisbane/3/2005 × × × KM821337
62 WI05 A/Wisconsin/67/2005 × × KM821341
63 WI05 A/Brisbane/10/2007 × × KM821339
64 WI05 A/Perth/27/2007 × × × × × KM821342
65 WI05 A/Uruguay/716/2007 × × × × KM821343
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Cluster Strain name
Dataset

Accession no.
1 2 3 4 5

66 WI05 A/Hanoi/EL134/2008 × KM821348
67 WI05 A/Hanoi/EL135/2008 × × × KM821349
68 WI05 A/Hanoi/EL140/2008 × × KM821350
69 WI05 A/Victoria/500/2009 × × × KM821340
70 WI05 A/Hanoi/EL196/2009 × × × × KM821351
71 PE09 A/Victoria/208/2009 × × × KM821344
72 PE09 A/Perth/16/2009 × × KM821346
73 PE09 A/Hanoi/EL201/2009 × KM821352
74 PE09 A/Hanoi/EL204/2009 × × KM821353
75 PE09 A/Hanoi/EL206/2009 × × × KM821354
76 PE09 A/Victoria/8/2010 × KM821345
77 PE09 A/Hanoi/EL442/2010 × × KM821355
78 PE09 A/Hanoi/EL443/2010 × KM821356
79 PE09 A/Hanoi/EL444/2010 × KM821357
80 PE09 A/Hanoi/VN053/2010 × × × KM821358
81 PE09 A/Victoria/361/2011 × × × KM821347
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The HI assay protocol

All HI titrations analysed in this thesis were performed by collaborators at the Victorian Infectious
Disease Reference Laboratory in Melbourne using the following protocol:

Ferret sera titrations

Sera from influenza-naive ferrets each infected with a single influenza H3N2 virus (viruses isolated between
1989 and 2010) were collected 13-20 (typically 14) days post-infection. These sera were tested with the
haemagglutination inhibition (HI) assay against 74 H3N2 influenza viruses isolated globally between 1992
and 2011. The ferret antisera were tested against a fixed quantity of each influenza virus (standardised to
4 HA units/25 µL). Prior to testing, each ferret antiserum was treated to remove non-specific inhibitors,
by combining 1 part antiserum with 4 parts receptor destroying enzyme (RDE) (100 units/25µL) (Seiken
RDE II, Denka Seiken Co., Ltd.) and incubating at 37◦C overnight. Five parts 1.6% (w/v) sodium
citrate solution (Ajax Finechem Pty Ltd.) were then added to the RDE-treated serum and incubated for
30 minutes in a 56◦C water bath to inactivate the RDE. The treatment of antiserum resulted in a ten-fold
dilution. RDE-treated antiserum was then adsorbed with 5% (v/v) packed turkey RBC in a 10:1 ratio,
mixed by inversion and incubated at room temperature for 30 minutes before centrifugation of the RBC
pellet at 2000 rpm for 5 minutes followed by removal of the adsorbed serum supernatant. Serial two-fold
dilutions of the treated antisera in CaMg-free Phosphate Buffered Saline (PBS), pH7.2 (Sigma-Aldrich),
were used to determine the highest dilution of antiserum capable of blocking agglutination between test
influenza viruses and 1% (v/v) turkey RBCs in a 96 well V-bottom Micro Test plate (Greiner Bio-One).
This dilution is called the HI titre, or HI value. The lower detection limit of the titres was 10 (lower
dilutions were not possible due to the dilution factor associated with RDE treatment).

Human sera titrations

To determine the antibody titre of a human serum, the HI assay was executed as above, but with 50 µL
of the treated human serum of interest instead of the ferret antiserum. Following each HI assay, viruses
were retitrated to verify that their HA titre was still at 4-8 HA units/25 µL. Ferret antisera from the
Wuhan 1995 (WU95), Sydney 1997 (SY97), Fujian 2002 (FU02) and Wisconsin 2005 (WI05) antigenic
clusters, and their homologous antigens with known end-point titres, were included in each assay as
positive controls. Day 0 sera and PBS samples were tested in each assay and served as negative controls.
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C.1. ANTIBODY LANDSCAPES FOR THE HANAM COHORT STUDY

C.1 Antibody landscapes for the Hanam cohort study

Shared caption for the figures in this section: Each row contains 2D summary antibody landscapes
corresponding to samples taken from a single individual and the information to the right gives their date of
birth, gender and reason for inclusion in the subset of test individuals. Each column contains landscapes
corresponding to samples taken in a given year, with the year and month of the sample collections shown
above. As described in chapter 2, the black lines represent the landscape height for each position on
the antigenic summary path taken through the antigenic clusters. The antibody landscape measured in
the first sample taken is shown shaded in grey, in subsequent samples, red shading indicates increases,
and beige decreases, compared with the previously sampled year. Additionally shown are blue-shaded
rectangles that indicate antigenic clusters that had circulated during an individual’s life span until sample
collection. Dots along the x axis indicate the antigenic positions along the summary path of the subset
of viruses used to generate each landscape, scaled negatively by distance from it. The first sample after
a PCR-confirmed influenza virus infection is marked with a coloured box and the number of days post
collection of the PCR-positive swab shown. Different colours denote the different subtypes: red = H3N2,
orange = H1N1, pink = H1N1p, green = influenza B. Where the set of titrated strains did not cover
enough of H3N2 antigenic space to show a comparison of antibody landscapes to the previous sample
across the full length of the summary path, the region is greyed out.

177



ADDITIONAL FIGURES

C.1.1 Likely sample swaps

Several of the antibody landscapes in the Hanam cohort appeared to fit better to the sequence of changes
in antibody reactivity measured in other members of the same household. Four such examples were
identified as shown in the following plots. For swaps 2, 3 and 4, where a likely pair for the swap could
be identified, samples were switched before both analysis and other visualisations of these landscapes.
For swap 1, where no likely pair could be identified (possibly the swap was with an individual in the
cohort who was not part of the subset of individuals chosen for more detailed antibody-landscapes-based
analysis), the sample was excluded. The likely sample swaps are highlighted in blue and in the individual
plots, all these samples that were switched are labelled with an asterix.

Swap 1 - Household 047

A potential sample swap in 2007 where the likely pair of the swap was not identified.
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Swap 2 - Household 004

A potential sample swap in 2009 for two individuals within the same household.
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Swap 3 - Household 006

A potential sample swap in 2009 for two individuals within the same household.
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Swap 4 - Household 312

A potential sample swap in 2009 for two individuals within the same household.

Original

12 / 2007 12 / 2008 06 / 2009 04 / 2010 07 / 2011 05 / 2012

nd
10
20
40
80

160
320
640

1280
2560

NO SERUM SAMPLED NO SERUM SAMPLED

YoB: 1962
Original

●

nd
10
20
40
80

160
320
640

1280
2560

NO SERUM SAMPLED NO SERUM SAMPLED

YoB: 1990
Original

●

Switched

12 / 2007 12 / 2008 06 / 2009 04 / 2010 07 / 2011 05 / 2012

nd
10
20
40
80

160
320
640

1280
2560

NO SERUM SAMPLED NO SERUM SAMPLED

YoB: 1962
Original

●

nd
10
20
40
80

160
320
640

1280
2560

NO SERUM SAMPLED NO SERUM SAMPLED

YoB: 1990
Original

●

181



ADDITIONAL FIGURES

C.1.2 Landscapes by household

Antibody landscapes for serum samples analysed from individuals in the Hanam cohort are shown, split
by household. Cases where samples were switched to correct for what was seen to be a likely sample
swap are marked with an asterix.
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C.2 Antibody landscapes for the vaccination cohorts

Shared caption for the figures in this section: Antibody landscapes are shown for all individuals
in the vaccine trial where enough serum was available to perform titrations against at least 20 different
H3N2 strains, ordered by age of the individual. Unlike the plots of the Hanam and Mangua cohorts, each
panel shows the antibody response for a different individual, comparing the post-vaccination antibody
landscape to the one measured pre-vaccination. For each plot, the solid black line represents the landscape
height along the antigenic summary path defined in chapter 2. Increases in antibody reactivity compared
to the pre-vaccination sample are shown coloured either green (1997 vaccine trial), light blue (1998 vaccine
trial), dark blue (2009 vaccine trial) or purple (2010 vaccine trial), while any beige regions represent a
decrease. Dark grey regions represent areas where pre and post-vaccination antibody landscapes overlap.
Additionally shown are blue-shaded rectangles that indicate antigenic clusters that had circulated during
an individual’s life span until sample collection, the age of the individual in years is given above the
plots. Dots along the x axis indicate the antigenic positions along the summary path of the subset of
viruses used to generate each landscape, scaled negatively by distance from it. Finally, in each panel the
antigenic location of the H3N2 vaccine strain (1997 = A/Nanchang/933/1995, 1998 = A/Sydney/5/1997,
2009 = A/Brisbane/10/2007, 2010 = A/Perth/16/2009) that the individual received is highlighted on
the x-axis and marked with a vertical dotted line.
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C.2.1 1997 vaccination trial
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C.2.2 1998 vaccination trial
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C.2.3 2009 vaccination trial
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C.2.4 2010 vaccination trial
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C.3 Antibody landscapes for the Managua cohort study

Shared caption for the figures in this section: At the top-left of the plot the subject ID is given
for the child who’s antibody responses are visualised. The top panel then shows a timeline of the child’s
life, with the date of birth marked as a large black circle to the left of the plot. Dates of serum sample
collection are marked with a numbered circle and correspond to the panels below showing 2D-antibody
landscape summaries constructed from HI measurements made against each serum sample. Also shown
on the time line are coloured dots indicating dates of PCR-confirmed infections with different subtypes,
red = H3N2, orange = H1N1, magenta = H1N1p (2009 pandemic) and green = influenza B. Red-shaded
regions on the timeline mark the times at which the child was involved in a study cohort where they
were actively monitored for influenza infection. Below the timeline, to give an idea of how many different
influenza seasons a child has lived through, coloured circles mark the dates at which infections from the
different subtypes were recorded in the wider cohort of all children studied in Managua. As described in
chapter 2, the black line in each of the bottom panels represents the landscape height for each position
on the antigenic summary path that was taken through the H3N2 antigenic clusters. The antibody
landscape measured in the first sample taken is shown shaded in grey (if indeed visible, which it is not in
many plots), in subsequent samples red shading indicates increases, and beige decreases, compared with
antibody reactivity measured in the previous sample. Dots along the x axis indicate the antigenic positions
along the summary path of the subset of viruses used to generate each landscape, scaled negatively by
distance from it. The sample date of each serum sample is also given above each of the lower panels.
Samples are split by season and infection type and ordered by date of the infection that occurred in that
season.
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Potential second infections
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C.3.2 Season 2
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Potential second infections
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C.4 Diagnostic plots

Shared caption for the figures in this section

Left panels: Diagnostic plots of predicted vs. measured titres. Predicted vs measured titres
for antibody landscapes fit to serum samples. Larger light blue circles show the median measured titre
for fitted titres rounded to the nearest whole titre and the light blue lines mark the interquartile ranges.
Individual data points are shown in transparent grey and since the measured titres are all discrete values
a small amount of jitter has been added in the y axis to better visualise the spread of data. The dashed
black line shows the line of equality and the number in the top left of the plot gives the RMSE of fits to
measurable titres.

Right panels: Quantile-quantile plots to assess distribution of antibody landscape fit ad-
justed RMSEs. The distribution of the RMSEs compared to the expected average RMSE for each fit
taking into account the number of non-detectable titres as described in chapter 2. In each case individ-
ual quantiles (each representing an individual antibody landscape fit) are shown as grey circles and the
median adjusted RMSE is marked by the solid horizontal grey line. The dashed-black line shows the line
of equality - if points are normally distributed you would expect them to lie on or close to this line.
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1998 vaccination trial
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2009 vaccination trial
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2010 vaccination trial

−3 −1 1 3 5 7 9

nd
0
1
2
3
4
5
6
7
8
9

10

Fitted titre

M
ea

su
re

d 
tit

re

●●
●●

●●
●●

●●
●●

●●

0.71

Quantiles from normal distribution
(mean = −0.37 sd = 0.19)

Q
ua

nt
ile

s 
fr

om
 a

dj
us

te
d 

R
M

S
E

−0.8 −0.6 −0.4 −0.2 0.0

−0.6

−0.4

−0.2

0.0

2010 pre−vaccination

−3 −1 1 3 5 7 9

nd
0
1
2
3
4
5
6
7
8
9

10

Fitted titre

M
ea

su
re

d 
tit

re

●●
●●

●●
●●

●●
●●

●●

0.66

Quantiles from normal distribution
(mean = −0.43 sd = 0.17)

Q
ua

nt
ile

s 
fr

om
 a

dj
us

te
d 

R
M

S
E

−0.8 −0.6 −0.4 −0.2 0.0

−0.6

−0.4

−0.2

0.0

2010 post−vaccination

232



C.4. DIAGNOSTIC PLOTS

Hanam cohort
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ADDITIONAL FIGURES

C.5 Links to interactive plots

Interactive versions of many of the plots shown included in this thesis are available online
at the website for the Center of Pathogen Evolution, Department of Zoology, University
of Cambridge. Please visit:

http://antigenic-cartography.org/samwilks/phDthesis/
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