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&

We investigate the accuracies of different coupled clustené(%jn a finite model solid,
For

the 14 electron spin-non-polarised uniform electron. gas:

ensities between ry =

0.5 ag and r4 = 5 ag, we calculate ground state @nergieg with stochastic
e

coupled cluster ranging from coupled cluster singles andidoubles (CCSD) to coupled
cluster including all excitations up to quimtup (&SDTQ@. We find the need

to add triple excitations for an accu

rac OTWeV/electron beyond ry = 0.5 ao.
%%t‘ﬁst re = 3 ag. At rg = 5 ag, CCSD

Quadruple excitations start being SK

gives a correlation energy with a 16%rroranid CCSDT is in error by 2% compared to

the CCSDTQ5 result. CCSDTQ&M@nergy in agreement with full configuration
u

interaction quantum Monte \h?e& S.

PACS numbers: 05.10@?&5, 1.15.bw,31.15.V-,71.10.Ca

I. INTRODUCTI

Coupled clus?
gold standard M
lations givin@jes chemical accuracy
1 1

0
of about kc/al ' (see review Ref. 4).
Moreqwer, 1 ace‘(lracy is systematically im-
provable as Iﬁore excitation levels are added.
ﬁ

iven by

Y

o{y1*>i known as the

molecular simu-

e need for systematically im-

ro methods in solids, coupled cluster
%o% increasingly being applied to periodic
5-12.

systems, see e.g. Refs. In this pa-

per we apply the stochastic coupled cluster

a)Electronic mail: van26@Qcam.ac.uk

method!®'* to the dense uniform electron gas
to assess the performance of coupled clus-
ter in periodic systems at representative elec-
tron densities. Performing coupled cluster
stochastically can often reduce the memory
requirements and computational scaling. It
can therefore reach higher basis sets and cou-

pled cluster levels than conventional imple-

mentations.

While coupled cluster is just starting to
emerge as a useful tool for solid calcula-
tions, density functional theory (DFT)1¢ is
one of the most widely used ab initio elec-

tronic structure methods in extended sys-
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Publishingis. It scales favourably (O(n?) or even cluding LiH (3x3x3 k point mesh with 2

O(n) (see e.g. Ref. 17) where n is a measure
for the system size) but it is not systemati-
cally improvable and it can have difficulties
with strongly correlated systems'®. These
and other shortcomings have led to an inter-
est in applying alternative methods to peri-
odic systems. Besides coupled cluster, these
include for example the random phase ap-
proximation (RPA)!¥ 2! second order Mgller-
Plesset perturbation theory (MP2)% diffu-
sion Monte Carlo (DMC)* and (initiator)

electrons and 2 orbitals per k point) and dia-
mond (2x2x2 k points with 8 electrons and
8 orbitals per k point)®. Since FCIQMC sam-

ples the whole Hilbeft space, it is often more

ex§l of‘eQupled cluster that
ate energies.

study here is the uni-

The sy téh) w
form electronigas (UEG)*" 32
el fo

expensive than a

is sufficient for ac

which is a sim-
ple m 5& periodic system where the

p@ve lattice potential of the atomic nu-

%%@Rroximated by a uniform positive

full configuration interaction quantum Montw ound potential; the energies of elec-
8,24,25 : . . .
Carlo (FCIQMC) . RPA yields a g%\r‘on gases play an important role in density
0

state energy that is equal to the en r%
put of a version of ring diagram cqzle uS=
n

ter doubles (CCD)?%27. MP2 has bN
1\1‘&&111 the

uniform electron gas ; it is unclear
whether coupled clugfer si le; and doubles
(CCSD) doesQS’? C

e

and can give th

to diverge in the thermodynam

S);ales as O(n?)*
t answer provided suf-
l Qormatlon about the wave-
FCIQMC gives exact

ficient a pri

function s ayaila
energiés withi a/ finite basis set without re-
quiﬂ{l a pri}m’ knowledge of the wavefunc-
tien. Mgst such calculations are now per-

~fq5me
N

that adds a bias to the energy which can be

ith the initiator approximation?®

systematically reduced as more Monte Carlo
particles are added to the system. FCIQMC

has so far been applied to small systems, in-

functional theory®' 33, There exists accurate
ground state energy data for the high den-
sity regime based on the finite UEG with
the FCIQMC?**35 and DMC3*™* methods.
Versions of coupled cluster have been ap-
plied to the UEG in the thermodynamic
limit, see e.g.264647  CCSD and CCSDT have
been applied to the finite three-dimensional
(3D) UEG!429:344850 = Qhepherd™ has ex-
trapolated finite CCSD/CCD results in the
3D UEG to the thermodynamic limit and
has compared them to Ceperley and Alder’s
DMC energies®” (see figure 2c¢ in Ref. 50).
Using these DMC energies as a reference, the
extrapolated CCSD correlation energy has an
error of under 10% at ry = 1.0 ag which in-
creases to about 20% at r, = 5.0 ag. An-

other recent study'* has performed initiator
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Publishi:mrg' non-initiator stochastic coupled cluster
in the CCSD and CCSDT levels on the dense
14 electron 3D UEG. The difference between
CCSD and CCSDT was found to be signif-
icant even in the low correlation regime at
rs < 1.0 ag. ¢ is the radius of a sphere that
on average contains one electron. In this pa-
per, we apply coupled cluster up to the CCS-
DTQ5 level which included quintuple exci-
tations directly to the 14 electron non-spin-
polarized UEG in the range r¢ = 0.5 to 5.0
ag which is representative of some common
simple solids (e.g. see Ref. 30).
pare with (initiator) FCIQMC?*® and 2

We com

results. Using coupled cluster levy; ls fr

CCSD to CCSDTQ5, we aim to ans
question what coupled cluster leve S
to accurately model simple ﬁm 5 with

certain densities, repre by the ry pa-
rameter, with coupled cluster.
£

II. COUP \}QSTER MONTE

CARLO
C ﬂéd uster Monte Carlo
(CEMN N 14 a stochastic version of

coupled cluster method!™. The energies

}bﬁaine
.

coupled cluster while often saving compu-

are consistent with conventional

tational and memory cost'®'451 Recent
developments include linked CCMC??, the

initiator approximation for CCMC™ and

the even selection feature®'. This section

gives a brief overview over the method
which is described more thoroughly in the
literature!®14.

Coupled clust(?/ theory solves the

Schrodinger equ 1 forgthe ground state

ound State wavefunction W is
e reference wavefunction

U, ¢ using aﬁ'Satz

k}m x exp(T) W ef, (1)

erel > i

in a Slater determinant D; basis.

energy. The

constructe

Wavefunctions are ex-
ress
n this study, W,.f = Dy, the Hartree-Fock
Slater determinant. a; are excitors, that pro-

duce excited Slater determinants a;Dg = D;.

t; are the corresponding coefficients of a;. If

the sum is over all possible a;, ¥ will tend to

the full configuration interaction (FCI) wave-
function. Coupled cluster theory has the ad-
vantage over doing (F)CI that it can truncate
the sum for T to only include some excitors

a; while still being size consistent. Coupled
cluster singles and doubles (CCSD) for exam-

ple only includes excitors that excite one or

two electrons whereas CCSDT also includes
excitors that excite three electrons from the
reference and so on. Due to the exponen-
tial in equation 1, higher order excitations
are still present indirectly, created by a com-
bination of lower order ones and therefore de-

pendent on their coefficients t;.
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Publishing’tochastic Coupled Cluster makes use
of the sparsity of the wavefunction, and
uses sampling to decrease computational and
memory costs. To understand the sampling

algorithm, we first project the Schrodinger

equation onto some determinant (Dy,| giving

a set of equations

(Dw| H — E |Wo) = (2)

Instead of explicitly solving these equa-
tions, the ground state wavefunction is
formed by a projection from the reference,
Uy = exp (—TI:I > U,e, where 1mag1n
time, 7 — 0o. After some manipulatio
this yields an iterative equation fort

plitudes t;,

\

) -

Monte Carlo particles age 51331 on the exci-
tors a;. They are theh pro ed to sample

equation 3 Whic?/s explaing(l in more detail

ti(t407) = t;(1) =07 (Di| H (3)

in the followi aragraph. At convergence,

the average p ation on an excitor a; cor-

responds“g it6 coefficient ¢;. These particles

do nof have to'e discrete and can take real-

vadtied Weights®54.

We s&wt the Monte Carlo sampling by

d icki lust
%gny picking a cluster

tien) of excitors that are occupied by par-

(i.e. a combina-

ticles. They act on the reference determi-

nant to yield an excited determinant D,,. The

three major steps are'®?*:

\

e Spawn: Another determinant Dy, that
may be unoccupied or occupied is ran-
domly chosen. With a probability

proportional to | (Dw| H |Dy) |, Monte

Carlo particl(?/can spawn to Gy, .

:)Vith a probability pro-
|H — S — Eur |Dy) |

s P aced on a,. S is the

opulationscontrolling shift, described

...lgsu d Eyr is the Hartree-Fock en-
&er@
! -

o /Annihilation: Finally,

particles of op-
posite sign on the same excitor are re-

moved.
The ground state correlation energy is esti-
mated by the projected energy

(Do| H — Eyy | V(7))
(Do|¥(7))

Eproi.(T) = (4)

and, independently, by the above-mentioned
shift. The shift is usually set to zero at the
beginning and when the particle number N

is high enough (when we have passed the

plateau phase of the sampling!®°°) it is varied
24
Y N(7)
S(r)=8(r—2) In
(7) (7 ) Z0T ( N(t— Z(ST))

(5)
where v is a damping parameter and Z is the
number of iterations to pass before the shift

is updated.
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Publishinglranklin et al.”* have modified equation 3
(which later had E replaced by the sum of the
shift S and the Hartree Fock energy Eyr) to

ti(T + 07) = t;(7)
Eyr V(7)) —
S)ti(T)v

—(57’ <Dl| 1£I — Eproj. - (6)

6T(Eproj. —

We use equation

This

which we use as well.
4 to find an estimate of for E.;.
change does not affect the Spawn and An-
nihilation steps. If a single excitor a, was se-

lected before the Spawn step, the (modlﬁed)

Death/Birth step causes a particle to die&

CCMC. The error bars of the data presented
here were estimated by reblocking analysis®®
using pyblock® and the correlation energies
are obtained from the projected energy. For
the data presented hére, the projected energy

in 20. BErrors were

agrees with the uﬁ?vm
ttire. We found no signifi-

combined in q a
on ¢ tro bias using a reweight-

ed“in DMC® and adapted to

cant popul

ing scheme
-
FCIQ‘QS

tJ‘N IFORM ELECTRON GAS

/

created on a, with a probability Propor‘b{:\al\w used a plane wave basis and studied
po

o |(Dn|H — S — Eup|Dy)|. For

ite clusters, i.e. if two or more e citoj%ere
selected and collapsed to a @L il-
ity is proportional to | (Dﬂ?fxqgoj,(ﬂ —

Eyr |Dy) | instead as sample the

CMSE
t l}an side of equation

4

dsiwlculations, we have

evelopment versions of the

third term on the ri

6 then.

made use

HANDE “codé™. e have used the clus-

£
Utispawn feature®” and the full non-
0 clbster selection described in Ref.
usmé)one MPI process divided up into

'Qge\ threads when running CCMC. We

haye also run some FCIQMC calculations to

ter

C

compare our CCMC results to and we used
the conventional and initiator versions for

FCIQMC?*+% while only using non-initiator

5

/

the 14 electron non-spin-polarised electron
gas. The simulation was performed in three
dimensional k space, where the set of k are
the wavevectors of the M /2 plane waves, with
a cubic simulation box with sides of length
L. A kinetic energy cutoff was used to select
the plane waves. In k space and using second

quantisation, the Hamiltonian is expressed as

A 1 .
H= Z §(k2 + VM)chlc

1 47T R
273 L-f—qCL'-I-qckck'
2|q2L3

()
DI

q#0,k,k’

¢l /¢, creates/annihilates an electron with
momentum k and V), is the Madelung con-

stant that does not affect the correlation en-

(SL

yom N)3 where N is the number of

ergy. s =

electrons.
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Publishifg. EXTRAPOLATION TO
COMPLETE BASIS SET LIMIT

Coupled cluster singles and doubles
(CCSD) is the least expensive level of cou-
pled cluster. Owing to momentum and spin
conservation, CCSD is equivalent to CCD in
the UEG. At first, we extrapolated CCSD
calculations to the complete basis set (CBS)
limit for the 14 electron UEG. We then esti-
mated the CBS limit of the other truncation
levels studied by extrapolating energy differ-

ences between truncation levels and addin

energy not accounted for by 1/M. There are
two aspects that need to be considered when
choosing the best fit curve: What polynomial
are we fitting, i.e. what is the highest order
of 1/M to include, ad how many points with
high 1/M shoul

excluded from the fit?

Starting h lowest order polyno-
mial to fi (U“/;f\\kqen fitting CCSD and a
mg coupled cluster differ-
ences),\we ﬁrs‘s fit all the data points and then
St@exclu
ﬁL)JG calculate x? over number of de-

f freedom #d.o.f.. x> =>", (Mf

(o4

constantyh

ing points with lowest M. For

h
Tees

this to the CBS CCSD result. This is si 111~a\~£lere yi is a data value, f(z;) is its fitted
to the idea of focal point analysis as descri

in e.g. Ref. 62.

or

have s ovm

MP2, the correlation energy for afinite basis

set with M spinorbitalgdgoesas 1/M in the
leading order for lar e%y and other
studies!®:35:36:50,63,0 £ used this trend and
shown that it a< ds reasonably well for
CCSD and I(}MC) These studies have
usually efcluded peints with larger 1/M that
were

o teng 'Iéhe region in which 1/M is
a good\it. S
ﬁ

n th1§ study, we have decided to modify

Shepherd et al.?*

i @proach to allow higher orders of 1/M
towbe considered as well. This accounts for
the fact that 1/M is merely a leading order
term and by adding higher orders we allow for

correction terms to account for the part of the

6

=

value and o; is the standard deviation of 1;%.
As soon as we reach a local minimum in the
xX2/#d.o.f. value, we stop removing points
and note down the value at 1/M = 0 given by
the fit at the local minimum. If no local min-
imum can be found before there are as few
data points left as the number of fitting pa-
rameters, then the search for a best fit for the
first polynomial was unsuccessful. We then
repeat this procedure of consecutively remov-
ing data points with the next order polyno-
mials, initially starting with a full set of data
points again. We fit linear, quadratic and cu-
bic polynomials and a constant as well if we
are fitting to differences. Finally, we compare
the results of the fits at local minima in the
number of points at 1/M = 0. If the lowest
order fit result agrees with the higher order
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Publishimgs within 20, we accept it as the CBS re-
sult. If it does not agree with all the higher
ones, we compare the second lowest order fit
result to its higher order fit results, etc. This
process can continue up comparing the CBS
results from the highest two polynomials. If
there is still no CBS result at the end, then
the extrapolation was not successful and a
CBS value has to be estimated (see results
section for individual cases).

As an example, figure 1 shows the best
fits with the lowest x?/#d.o.f.
0.5 ag CCSD and 14 electrons.

for rq

cctreng with the best fit linear line ,
The linga dash , excluding three data points) giving

Ecorr. (ha)

T T
0.010 0.015

1/M

FIG. : Exﬁapolating correlation energy
st 1 for ry = 0.5 ag CCSD and 14

(blue

= -0.58866(5) ha, best quadratic fit

and the quadratic fit intercepts do not :
?
within 20. The quadratic and cubic ts;&grS\ (green, solid line, excluding two data points)

which meant that we took the
intercept as the CBS result. ;,We \(\u ed

the curve_fit function in the Sci 1mize

module for curve fittin atplotlib®” for

plotting. The standafd er the correla-

tion energy Were as ,;zbsolute and not

relative Welght

Eig QSshows how the differences in
elatlf)n energy between consecutive cou-
\custer levels vary with ry for differ-
en{ numbers of spinorbitals M. As a ref-
erence, an accuracy of 0.01 eV/electron =
0.00037 ha/electron is shown with dashed

horizontal lines. This is of a similar order

with by = -0.58850(6) ha and best cubic fit
(red, long dashes, excluding one data point),
giving by = -0.58848(7) ha. The CBS limit
is then taken to be -0.58850(6) ha from the
quadratic fit, as the linear fit and the
quadratic fit do not agree within 20 whereas
the quadratic and cubic fits agree within 20.
The CBS result is shown with a light blue

horizontal line that has a thickness of twice

its error.

of magnitude as chemical accuracy (ca. 0.04
eV /molecule?®). To distinguish solid phases
from each other, enthalpy differences of about
0.1 eV/atom often need to be resolved and at
room temperature an accuracy of 0.01 eV in

the energy is desired (see Ref. 68 for details).
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Publishif@ have therefore chosen 0.01 eV /electron as
a guide for energies to be of sufficient accu-

racy.

The CCSD to CCSDTQ5 CBS values are
summarized in table I. Note that while fig-
ure 2 quotes energies in energies per elec-
tron, table I shows energies for 14 electrons.
First, the CCSD CBS value was found and
then the CBS limit of differences between
consecutive coupled cluster levels were added
on to find the CBS limit of the other trun-

cation levels. For ry, up to 2.0 ag, earlier

CCSD and CCSDT results'* are shown
well. MP2 results** and FCIQMC are4gi
for comparison. For ry = 0.5, 1.0,

5.0 ag FCIQMC values from Shepher
are given and additionally fof 1. .
1.0 ay, new FCIQMC CBS%
sented for comparison. wsing the ini-
tiator approximation®, }h QMC corre-

r afcertain number

L.

7

and

pre-

lation energies values

%Nestimated by fitting
t

energy against number of

of spinorbital

horizontal lin

Monte lodparticles curves, consecutively
remoying data’points with the least number
ofspartieles. ')Fhe energy at the global mini-
mum in %2/#d.o.f. when fitting a horizontal
Thlﬁ 5 aken as the energy result. The er-
ror in the average number of particles was
very small and therefore ignored. For the

(1) FCIQMC results with 7y = 0.5 and 1.0 aq,

the initiator approximation was used for M

8

¥

(AE¢or. /electrons) (ha)

—
(a) CESD - C§ T correlation energy difference

Lo.ogo)

—- M=¢66
< -f- M =162
= 0.6002 M =358

as N5
\_1.3 0.0000—\
\El]\{ -
: ..
= —0.0002 - Nl
—
36+ ) \\\' \\\
—0.0004 L———— T
0.5 1.0 2.0 3.0 5.0
rs(ag)

(b) CCSDT - CCSDTQ correlation energy

difference

I epp——
—- M =66
E —+- M:162
£ 0.0002 -
z
g
E o,oooo—l-—-— ----- —_
c Tt r———— —
~
= —0.0002
a
—0.0004 L=~ o T T T T
0510 20 30 5.0
rs(ag)

(c) CCSDTQ - CCSDTQ5 correlation energy
difference
FIG 2 Coupled cluster energy per electron differences at

spinorbitals M = 66, 162, 358, 1030. The dashed horizontal lines show

an accuracy of 0.01 eV /electron.
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Publishiggater then 358 and 66 respectively. The ini-
tiator method was not used for CCMC calcu-

lations in this study.

VI. DISCUSSION

Figure 2a shows that CCSD gives an ac-
curacy worse than 0.01 eV /electron for rq
greater than 0.5 ag as the difference be-
tween CCSD and CCSDT is greater than 0.01
eV /electron. Considering figure 2b, CCSDT
seems to be sufficient up to r, = 2.0 ag. As the

differences in correlation energy

increasegin
magnitude with M and the M = 162 e&g‘h\&
ctro

for ry = 3.0 ag is close to 0.01 eV /€l

one should be cautious about usi T
for r¢ = 3.0 ag. Figure 2¢ sho si&\&h@ if-
ference between CCSDTQ andx% Q5 is
not negligible for rg greater than 2.0 ag.
Of course, this andlysis :ﬁikzitly assumes
that the energy i /toryfcally decreasing
sterdevel. If the difference
to the ne hbation level is bigger than
0.01 eV /élgctaon,
the tifiie energywalso to be greater than 0.01
e /gl&b%sl{owever, we found that in our
case, theSenergy was monotonically decreas-

h@a& he CCSDTQ5 result agrees very well
h FCIQMC, see table I. This supports our

mo

with coupled

expect the difference to

approach of comparing the energy difference
to the next excitation level when assessing

accuracies.

Figure 3 shows the difference in correla-
tion energy found with CCSD, CCSDT and
CCSDTQ to the correlation energy found
with CCSDTQ5 as a fraction of the CCS-
DTQ5 correlation %ergy. Given that the
CCSDTQ5 ener

owin table [ is merely

are also_lo ounds. The error in CCSD is

—-—

at least 16% for 1, = 5.0 ag and for CCSDT

a lower bound for'glie true magnitude of the
CCSDTngni\rg, the“errors presented here
)}

it fis still ig as about 2%. The error of
‘i@@is small but noticable for r, = 5.0
ag. +Lhis means that for a study of a solid
rs = 4 ag say, e.g. sodium, CCSD may
give a correlation energy that is off by over
12% and the error with CCSDT is still over
1%.

pled cluster levels increase with rg, proper-

As the energy differences between cou-

ties such as the lattice parameter or the bulk
modulus will be underestimated by low or-

ders of coupled cluster.

As Shepherd et al.?* already noted, for low
rs, MP2 performs worse than CCSD and vice
versa for higher rg in the regime studied (see
table 1). MP2 gives a less accurate answer
than CCSDT and higher truncation levels for
all studied rs.

We present new extrapolated FCIQMC
results for r¢ = 0.5 and 1.0 ag, which are
similar to but do not agree with Shepherd
et al. Similarly, our CCSD and
CCSDT values for r¢ = 0.5 and 1.0 ag do

’$30 values.
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PUb“ShI'IiI"g 3LE I: Summary of complete basis set extrapolated results for the correlation energy of

the 14 electron uniform electron gas in hartrees.

rs = 0.5 ag rs = 1.0 ag rs = 2.0 ag rs =3.0ag 1s=25.0a9

cesp |-0.58850(6)/-0.5897(1)* -0.51450(9)/-0.5155(3)2" —0.4096(10)/4094(1)a -0.3395(1)  -0.2531(3)
cespr |-0.59457(7)/-0.5965(2)*  -0.5307(2)/-0.5317(3)*  -0.4407 )7&5).43 4)* -0.3780(3)°  -0.2970(4)"
(

cesprq |-0.59465(8) -0.5311(2) -0.4432(10 -0.3833(3)°¢  -0.8015(4)!"
cespras |[-0.5947(2)° -0.5311(2)f %m%{ -0.3837(3)°°" -0.3025(4)"
roique |-0.59467(9)8 /-0.5969(3)" -0.5313(2)! /-0.5325(4)111 .QMZ)} -0.306(1)"

wp2  [-0.575442(1)) -0.499338(2)! -0.39ép4§(2)i -0.255664(4))

- — — -
@ This (initator) CCSD/CCSDT value is from Spenc e&(‘.”‘l ‘)
d et'al.
0 W

P Also compare to -0.5152(5) from figure 7 in Shepher *"a’s quoted by Spencer et al.'*
¢ The CCSDT to CCSD energy difference for ry4& 3 estimated by the mean of a constant, linear,

4 The CCSDT to CCSD energy differencegfor 7 == ag was estimated by the mean of a constant, linear

quadratic and cubic fit with lowest x?/ #d.&%\w)le fits were available.
5.0

and quadratic fit with lowest x?/#déo.f. if'w Itiple fits were available.
¢ The CCSDTQ to CCSDT difference ="2.0 and 3.0 ap and the CCSDTQ5 to CCSDTQ difference

for rs = 0.5 ag was estimated b}S\iia{Of a linear fit and the data point with lowest 1/M.

f The CCSDTQ to CCSDT difference rs = 5.0 a9 and the CCSDTQ5 to CCSDTQ difference for ry =

1.0, 2.0, 3.0 and 5.0 ag w.
& (1)FCIQMC value of

estimated by the CCSDTQ to CCSDT difference at 66 spinorbitals.
as estimated by the CCSDTQ value plus the difference of CCSDTQ

to (i)FCIQMC extrapolated \pﬂue.

b This iFCIQMC awm hepherd et al.?¢
P ({)FCIQMC al%f rs =«1.0 ap was estimated by the CCSDT value plus the difference of CCSDT to

(1)FCIQMC extr

I The MP até is ?om Shepherd et al.?*
ﬂ

olated value.

not.ag Wi)hin 20 with Spencer et al.’s!* starting point to extrapolate higher trunca-

values. SOur CBS correlation energies are tions and FCIQMC from. Shepherd et al.?¢

‘b$ negative. We can explain these devia-
~

tigns by considering the shape of the extrap-
olation curves such as figure 1. Our CCSD

calculations went up to 18342/11150 spinor-
bitals for r, = 0.5/1.0 ay and that was our

10

and Spencer et al.'* only considered M up
to 4218 at most. If fewer data points with
low 1/M are present and a linear fit is em-
ployed (as Shepherd et al.*¢ and Spencer et
al.'* did), the intercept with the y axis, the
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FIG. 3: Fractional difference of CCSD,
CCSDT and CCSDTQ correlation energies
to the CCSDTQ5H correlation energy as a

function of r,. Some coupled cluster

described in table I.
\ -y
N\
CBS energy estimate, will beKmOb&n ative
than in the case where We-r\hgl are present
and higher fits are l(&\ ur FCIQMC
values quoted indabled] wefe found by ex-

trapolating t i%we etween the CCS-
d the FCIQMC values for
.0fay as* CCSDTQ/CCSDT was
the hi hest co
nad h hest M used in our FCIQMC
study fof) rs = 0.5/1.0 ag respectively. Had
1ns ead extrapolated FCIQMC directly,
results would have been -0.59497(4) ha
(instead of -0.59467(9) ha) with a linear fit
for ry = 0.5. For this direct fit we included

ed cluster data set that con-

spinorbitals up to M = 4218 and when we

11

extrapolated differences, we used information
from the CCSD result with spinorbitals up to
18342. This shows that it is crucial to include
large numbers of virtual orbitals to converge
We believe that the
disagreement of and CCSDT val-

1.0 ag with Spencer et
&ys@) e due to initiator en-

fibb-converged fully. We have

—
not us%l’: iitiator approximation for cou-
ata here.

to the correct answer.

ues for rq =

&5
S

correlation energies were estimated H'II

SUMMARY AND
CONCLUSIONS

We have shown that CCSD and CCSDT
are limited for modelling finite solids that can
be described by the 14 electron uniform elec-
tron gas with r, greater than 2.0 ag. A com-
parison with CCSDTQ5 has shown that if
an accuracy of 0.01 eV/electron is desired,
CCSDT is required beyond ry = 0.5 ag and
CCSDTQ is worth considering beyond ry =
3.0 ag. At rg = 5.0 ag, CCSD only reproduces
up to about 84% of the correlation energy and

CCSDT up to about 98%.

This study has demonstrated that there
can be a need for coupled cluster orders be-
yond CCSDT when modelling finite corre-

lated solid-state systems.
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