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#### Abstract

Several important questions remain open in the field of neutrino oscillation physics, including the possibility of CP -violation in the lepton sector, the ordering of the neutrino mass states and the possible existence of sterile neutrinos. At present, the ability to answer these questions is limited by uncertainties on neutrino-nucleus interaction cross-section models. Consequently, it is key that these uncertainties are constrained by precise cross-section measurements made using experimental data. The MicrobonNE experiment utilises a 90 -tonne active mass Liquid Argon Time Projection Chamber to image neutrino interactions at the millimetre scale and is ideally suited to measure complex neutrino-argon interactions.

This thesis presents a measurement of the muon-neutrino charged-current single charged pion (CC1 $\pi^{ \pm}$) cross-section on argon using data from MicroBooNE in the Fermilab Booster Neutrino Beam. The total flux-integrated forward-folded cross-section is found to be $[22.4 \pm 0.9$ (stat.) $\pm 5.2$ ( syst.) $] \times$ $10^{-41} \mathrm{~cm}^{2}$, with an efficiency of $[18.8 \pm 1.3] \%$ and is consistent with the prediction of the GENIE generator. Additionally, the world's first measurement of the proton-exclusive CC1 $\pi^{\boxplus}$ cross-section is performed with a $300 \mathrm{MeV} \mathrm{c}^{-1}$ proton momentum threshold. Finally, the differential cross-section is extracted with respect to the muon and pion momenta and directions. The pion momentum measurement on argon is also the first to be made.

To facilitate these measurements, the Pandora pattern recognition software is employed to identify and reconstruct particle trajectories in MicroBooNE data. A key stage of this process is the identification and removal of cosmic-rays that form the main background to all analyses of neutrino interactions. The approach presented in this thesis is capable of removing $46 \%$ of such backgrounds at the cost of only $1.7 \%$ of neutrino-induced activity.
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## Chapter 1

## Introduction

On the microscopic scale, our current best understanding of the universe is described by the Standard Model (SM) of particle physics. This model catalogues the known fundamental particles and describes their interactions, with the exclusion of gravity. Of all the particles of the SMI, neutrinos are arguably the most elusive as they rarely interact. This makes them to challenging to observe, despite being the second most abundant in our universe after the photon. For example, billions of neutrinos from the Sun reach every square centimetre of the Earth's surface each second, but the vast majority pass freely through to the other side of the globe without any interaction. In contrast, the visible photons from the Sun can be stopped by a piece of paper (observed as a shadow).

Despite their elusive nature, over the last 65 years neutrinos from various natural and human-made sources have been detected by numerous experiments around the globe. Through this data, it is well established that there exist three flavours of neutrino (electron $\nu_{e}$, muon $\nu_{\mu}$, and tau $\nu_{\tau}$ ) that participate in the weak interactions of the SMI. Additionally, in contrast to the assumptions of the SWI, neutrino flavours are observed to change over time. Many of the parameters that govern this phenomenon, known as neutrino oscillations, have been measured experimentally and the determination of the remaining parameters is one of the primary aims of the field. The history, properties and interactions of neutrinos are discussed in Chapter [7].

Although the three-neutrino paradigm is broadly successful in describing the results of neutrino oscillation experiments, anomalous results from the LSND experiment [I]] and the Mini Booster Neutrino Experiment (MiniBooNE) [Z] do not appear to fit into this picture [3]. In particular, $\operatorname{BiniBooNE}$ observed an excess of low-energy $\nu_{e}$ in a beam of primarily $\nu_{\mu}$ that was not consistent with the $\nu_{\mu} \rightarrow \nu_{e}$ oscillations seen by other experiments. The successor Micro Booster Neutrino Experiment (MicroBooNE) [4] is
the focus of this thesis and has the primary goal of confirming or denying this low-energy excess signal. MicrobooN\# started taking data in October 2015 and will publish its first results regarding this anomaly in the near future. The MicroBooNE detector, described in Chapter [3, is capable of taking high-resolution (millimetre scale) digital images of the particles produced in neutrino interactions. Consequently, MicroBooNE can readily distinguish between the types of particles produced and can measure their properties with fine detail. An example of one such image is shown in Figure l.D.


Figure 1.1: An example image of a candidate neutrino interaction from the Booster Neutrina Beam at $\mathbb{M i c r o B o o N E}$. The particle labels are the author's interpretation of the image. A beam of neutrinos is aimed at the detector which is filled with liquid argon. Neutrinos enter from the left of the image but can not be detected directly. A neutrino interacts with an argon nucleus to produce other particles which leave trails along their trajectories which are detected as the coloured lines in the figure. Each particle species leaves a distinct pattern which is used to infer the flavour of the neutrino involved, and the nature of its interaction with the argon.

The images taken by early particle detectors, known as bubble chambers, were photographs taken on film. These images would be projected onto a desk, scanned by eye to identify particle trajectories, and analysed by hand using rulers and protractors. The identification of particles, their species and their properties from raw images is known generally as reconstruction. Typically, a single person may be able to process $\sim 200 \mathrm{im}-$ ages per day in this way [5] ${ }^{[1}$. As MicroBooNE has recorded millions of digital images, each containing multiple particle trajectories, the automation of this step is crucial to the success of the experiment.

Although pattern recognition comes naturally to the human eye, it is highly nontrivial to design a robust algorithmic process to achieve the same results computationally. One of the primary approaches used by MicroBooNE (and other current and future Liquid Argon Time Projection Chamber (LArTPC) experiments) is the Pandora patternrecognition software package, described in Chapter 四. Pandora was created by the Cambridge particle physics group, and is now developed primarily by UK institutions. The contributions of the author of this thesis to Pandora involve the development and integration of this software for MicroBoonE.

Another major challenge for any analysis of neutrinos in $\operatorname{BicroBooNE}$ are cosmic rays (CRs). These particles continuously bombard the Earth's surface and are produced when particles from outer space interact in the atmosphere. As cosmic rays are so common (the rate of cosmic-ray muons at MicroBooNE is $\sim 100 \mathrm{~m}^{-2} \mathrm{~s}^{-1}[6]$ ) and neutrino interactions
 detector at the same moment as neutrinos from the beam are expected to pass through (described in Section [3.2.6). Nevertheless, a typical image contains $\sim 20$ CR-muons, but only one in $\sim 6$ saved images contain a neutrino interaction [7]. Additionally, even if a neutrino interaction is recorded, it can commonly be obscured by nearby cosmic rays which can make reconstruction challenging. The work presented in Chapter describes an algorithm developed to identify and remove cosmic-ray activity using Pandora. This is a crucial step for all Pandora-based analyses on MicrobooNE and other existing and near-future surface-based LArTPC experiments.

[^0]In order to achieve the goals of current and future neutrino oscillation experiments, it is critical to be able to accurately predict the rate at which neutrinos reaching a detector will interact, and to predict the properties of the resulting particles. These predictions are given by the cross-section of the relevant neutrino interactions, discussed in Chapter []. Cross-sections are needed to produce simulations of neutrino interactions in a detector at an appropriate rate to allow for experimental analysis methodologies to be developed and tested. Cross-section predictions are typically derived from theoretical models of neutrino interactions, which are validated and tuned using experimental data. Commonly, it is not possible for a measurement (e.g. one of the neutrino oscillation parameters) to be entirely independent of the cross-section models used for the simulation. Consequently, any uncertainty in the cross-section prediction will result in an uncertainty in the quantity measured. Ultimately, cross-section prediction uncertainties are constrained using experimental data.

The neutrino-argon interactions relevant to MicroBonNE can occur via a wide variety of processes, discussed in Chapter []. The primary analysis of this thesis (presented in Part (Шل]), is a measurement of the rate of neutrino interactions in MicroBooNE that result in a muon $(\mu)$, a charged pion $\left(\pi^{ \pm}\right)$, and any number of protons or neutrons - known as the muon-neutrino charged-current single charged pion (CC1 $\pi^{ \pm}$] channel. Figure $\mathbb{L}$ shows a $\mathrm{CC} 1 \pi^{ \pm}$candidate image. This result is compared to the cross-section prediction used by MicroBooNE]'s simulation and can be used to constrain uncertainties for future neutrino oscillation experiments. Previous data of the $\mathrm{CCl} \pi^{\boxplus}$ channel on argon is limited and so this measurement is of importance for future LArTPC experiments. Additionally, the measurement of the charged-pion momentum and proton multiplicity presented in this thesis will, when published, constitute a world's first.

## Part I

## Neutrinos at the Micro Booster Neutrino Experiment

## Chapter 2

## Neutrino physics

As described in Chapter $\mathbb{W}$, it is widely accepted that there are three flavours of neutrinos that participate in the weak interactions of the Standard_Model. Additionally, experimental data shows the existence of neutrino flavour oscillations. In this chapter, Section [2.] describes the historical context that lead to this paradigm, Section $[2.2]$ describes neutrino oscillations on a more mathematical footing and discusses the governing parameters that have been (and will be) measured experimentally. Section [.3] discusses the weak interactions of neutrinos that are most relevant for neutrino oscillation experiments. Finally, Section [2.4] describes the $\mathrm{CC} 1 \pi \nexists$ interaction channel (introduced in Chapter $\mathbb{I}$ ) and provides an overview of the existing measurements of these interactions.

### 2.1 History of the neutrino

### 2.1.1 Prediction and discovery of the neutrino

In his famous letter of 1930 beginning "Dear Radioactive Ladies and Gentlemen" [ 8 ], Pauli proposed a new particle in light of recent results from $\beta$-decay experiments. Prior to his proposal, it was understood that (among other processes) a radioactive isotope can decay by emitting a single particle, called a $\beta$-ray - now known to be the electron or positron depending on the particle's electric charge. In this case, the conservation of energy stipulates that the $\beta$-rays must all be emitted with the same energy. However, experimental evidence $[9]$ indicated the spectrum of $\beta$-ray energies was continuous. Pauli hypothesised that an additional particle must be produced in the decay that is invisible to the experiment as a "desperate remedy" to save the conservation of energy. In 1933,

Fermi formalised [iT] this theory in the language of quantum mechanics and named this new particle the neutrino.

The (anti)neutrino was first detected experimentally by Reines and Cowan in 1956 [ㅍ]. In order to obtain a sufficiently strong neutrino flux, their detector was situated close to a nuclear reactor in South Carolina, USA (as neutrinos are produced as a byproduct of nuclear fission). The experiment used the inverse beta decay process, where an antineutrino interacts with a proton to produce a neutron and a positron, which produced signals that could be observed by the experiment ${ }^{\text {T}}$.

In 1962, Lederman, Schwartz and Steinberger discovered a second kind, or flavour, of neutrino [ [L2]. Their experiment collided 15 GeV protons with a beryllium target to produce pions which decayed in flight to produce neutrinos. A 13.5 m thick iron shield was used to stop all particles but the neutrinos which reached a spark chamber where they could be detected. When these neutrinos interacted, a muon ${ }^{\square}$ was observed instead of an electron as would be expected for the neutrinos found so far. These neutrinos are now named muon neutrinos $\left(\nu_{\mu}\right)$, and those initially discovered were (anti)electron neutrinos $\left(\nu_{e}\right)$. When the tau $(\tau)$ lepton was discovered in 1975 [ [13], a third neutrino flavour, $\nu_{\tau}$, was implied and was observed in 2001 by the DONUT experiment [14].

The properties of the $Z$ boson (one of the particles that mediate the weak interactions in which neutrinos participate) were measured in 1989 using the LEP collider at CERN [15]. The results constrained the number of light active neutrinos to be three $\left(\nu_{e}, \nu_{\mu}\right.$, $\nu_{\tau}$ ) and this paradigm is widely accepted today. It is still possible that further types of neutrinos could exist that do not participate in weak interactions, known as sterile neutrinos. However, at present, there is no conclusive evidence to confirm their existence.

### 2.1.2 Historical anomalies and neutrino oscillations

In 1968, the Homestake experiment (led by Davis and Bahcall) measured the rate of electron neutrinos on Earth that were produced in the Sun [16]. The result was found to be approximately a third of the expected rate, as predicted by StandardSolar Model (SSM). This provided the first evidence of what became known as the solar neutrino

[^1]problem. A similar deficit was later observed by the Kamiokande experiment in 1989 [I7] and the GALLEX [I8] and SAGE [LT] experiments in 1992 and 1994, confirming the problem. In 1998, the Super-Kamiokande experiment measured the neutrino flux as a function of the direction of the neutrinos to confirm that they were indeed of solar origin [20]. The SSM] was sufficiently well understood that the observed deficit could not be explained entirely by uncertainties in the predicted rate [[6]]. This instead implied a missing piece in our understanding of the neutrino.

In 1967, Pontecorvo had proposed that neutrinos might change between flavours $\nu_{e} \leftrightarrow$ $\nu_{\mu}[21]$ - known as neutrino flavour oscillations. If this were true, then the solar neutrino problem may be resolved if some portion of the $\nu_{e}$ produced in the Sun were found to oscillate to other flavours, which were not observed by the existing experiments. In 2001, the SNO experiment simultaneously measured the rate of solar electron neutrinos and the rate of solar neutrinos of all flavours. The former was consistent with the existing results, and the latter was consistent with the SSW] prediction [ [22]. This provided strong evidence for the existence of solar neutrino oscillations.

The Kamiokande experiment published in 1986 the first observation of a possible second anomaly, this time relating to neutrinos that originate in the atmosphere [23]. In 1998, its successor experiment, Super-Kamiokande, measured the rate of atmospheric $\nu_{\mu}$ and $\nu_{e}$ as a function of the neutrino energy and the angle of the incoming neutrino [24]. Those neutrinos originating from above the detector travel a significantly shorter distance than those originating from below, which were produced in the atmosphere on the opposite side of the globe. The rate of $\nu_{e}$ was consistent with the expectation, whereas a deficit in the rate of $\nu_{\mu}$ was found that depended on the distance travelled by the neutrino. This measurement provided strong evidence for the existence of atmospheric neutrino oscillations. Together, the measurements from Super-Kamiokande and SNO resolved the atmospheric and solar neutrino anomalies, and the 2015 Nobel Prize in Physics was awarded to the key contributors for the discovery of neutrino oscillations. A summary of some of the key historical discoveries in neutrino physics is shown in Figure [2.1.


Figure 2.1: A timeline of some of the key dates in neutrino physics in the period 1930-2001.

### 2.1.3 The present status

Within the Standard_Modell, neutrinos are assumed to be massless as this was consistent with historical observations before neutrino oscillations were discovered. As detailed in Section [.2.], the three neutrino flavours $\left(\nu_{e}, \nu_{\mu}, \nu_{\tau}\right)$ are most generally expressed as quantum mechanical superpositions of three states of definite mass $\left(m_{1}, m_{2}, m_{3}\right)$. These states propagate with frequencies dependent on their mass and can interfere to give rise to the oscillation phenomenon. If the masses were equal then this interference would not occur. Hence, the observation of neutrino oscillations implies that the neutrino masses are different and so at least one must be non-zero, in contradiction to the assumptions of the SMI. In particular, it is the difference between the squares of the neutrino masses $\left(m_{2}^{2}-m_{1}^{2}\right)$ and $\left(m_{3}^{2}-m_{2}^{2}\right)$ that govern the rate of the oscillations observed. In addition to these two squared mass differences, neutrino oscillations depend on a further four parameters that must be determined experimentally. The details of these parameters are also discussed in Section [2.2.

In the 20 years since SNO's results, neutrinos from numerous natural and humanmade sources have been measured over a wide range of energies and distances. In general, these results are well explained by oscillations between three neutrino flavours $\left(\nu_{e}, \nu_{\mu}, \nu_{\tau}\right)$, and the majority of the parameters that govern these oscillations have been measured. However, the value of one of the remaining unknown parameters, known as delta-CP $\left(\delta_{C P}\right)$, has important consequences. This parameter governs the differences between the
oscillations of neutrinos and antineutrinos ${ }^{5}$ and may help explain why the universe is made primarily of matter and not antimatter [25.]. The T2K experiment has already presented the first hint that such differences may exist [26, [27]. Additionally, the order of the squared masses $\left(m_{1}^{2}<m_{2}^{2}<m_{3}^{2}\right.$ or $\left.m_{3}^{2}<m_{1}^{2}<m_{2}^{2}\right)$ is still to be identified, defined by the parameter $\operatorname{sign}\left(m_{3}^{2}-m_{1}^{2}\right)$. One of the primary aims of the future generation of neutrino oscillation experiments is to measure these parameters [ [28]. 四.

### 2.2 Neutrino oscillations

### 2.2.1 Mass and flavour eigenstates

In quantum mechanics, a particle can be described by a state vector, $|\psi(t)\rangle$, whose time-evolution is governed by the Schrödinger equation [2.4]:

$$
\begin{equation*}
i \frac{d}{d t}|\psi(t)\rangle=\hat{H}|\psi(t)\rangle \tag{2.1}
\end{equation*}
$$

Here, $\hat{H}$ is the Hamiltonian operator of the system. Natural units are used throughout this chapter unless otherwise specified.

If $|\psi(t)\rangle$ represents a single free particle and is an eigenstate of $\hat{H}$, then the corresponding eigenvalue, $E$, is the total energy of the particle:

$$
\begin{equation*}
\hat{H}|\psi(t)\rangle=E|\psi(t)\rangle . \tag{2.2}
\end{equation*}
$$

Hence, the time evolution of this state over the interval $t \rightarrow t+\Delta t$ is given by a plane wave solution:

$$
\begin{equation*}
|\psi(t+\Delta t)\rangle=\exp (-i E \Delta t)|\psi(t)\rangle \tag{2.3}
\end{equation*}
$$

In the case of the three active neutrinos, there are three distinct eigenstates of the Hamiltonian operator, known as the mass states: $\left|\nu_{i}(t)\right\rangle$, where $i=1,2,3$. Each state represents a neutrino with mass, $m_{i}$, has a corresponding energy eigenvalue, $E_{i}$. Neutrino

[^2]oscillations arise when one considers the possibility that these mass states are not the same as the flavour states that participate in the weak interaction: $\left|\nu_{\alpha}(t)\right\rangle$, where $\alpha=$ $e, \mu, \tau$. Throughout this section, Latin indices $(i, j, k)$ indicate mass eigenstates, whereas Greek indices $(\alpha, \beta, \gamma)$ indicate flavour eigenstates. As the Hamiltonian is a Hermitian operator, the mass eigenstates form an orthonormal basis, $\left\langle\nu_{i} \mid \nu_{j}\right\rangle=\delta_{i j}$, where $\delta_{i j}$ is the Kronecker delta. Consequently, at the time of the production of the neutrino, $t=0$, the flavour states can be represented as linear combinations of the mass states by:
\[

$$
\begin{equation*}
\left|\nu_{\alpha}\right\rangle=\sum_{i=1}^{3} U_{\alpha i}^{*}\left|\nu_{i}\right\rangle, \tag{2.4}
\end{equation*}
$$

\]

where $U_{\alpha i}$ are the coefficients of a unitary matrix, $U^{\dagger}=U^{-1}$, and for brevity the notation $\left|\nu_{i}\right\rangle=\left|\nu_{i}(0)\right\rangle,\left|\nu_{\alpha}\right\rangle=\left|\nu_{\alpha}(0)\right\rangle$ is used. The matrix $U$ must be unitary in order for the total probability of the neutrino being in any of the flavour states to be unity. This condition also implies the flavour states form an orthonormal basis, $\left\langle\nu_{\alpha} \mid \nu_{\beta}\right\rangle=\delta_{\alpha \beta}$. Consequently, the mass states can also be expressed in terms of the flavour states as:

$$
\begin{equation*}
\left|\nu_{i}\right\rangle=\sum_{\alpha=e, \mu, \tau} U_{\alpha i}\left|\nu_{\alpha}\right\rangle . \tag{2.5}
\end{equation*}
$$

The time evolution of the flavour states can be calculated from Equations $[2.3-2.25$ as:

$$
\begin{align*}
\left|\nu_{\alpha}(t)\right\rangle & =\sum_{i=1}^{3} U_{\alpha i}^{*} \exp \left(-i E_{i} t\right)\left|\nu_{i}\right\rangle \\
& =\sum_{\gamma=\mathrm{e}, \mu, \tau}\left(\sum_{i=1}^{3} U_{\alpha i}^{*} \exp \left(-i E_{i} t\right) U_{\gamma i}\right)\left|\nu_{\gamma}\right\rangle \tag{2.6}
\end{align*}
$$

### 2.2.2 Oscillation probabilities

A neutrino initially produced in a flavour state $\left|\nu_{\alpha}\right\rangle$ is measured in a flavour state $\left|\nu_{\beta}\right\rangle$ after a time $t$ with probability given by [ [29]:

$$
\begin{equation*}
P_{\alpha \rightarrow \beta}(t) \equiv\left|\left\langle\nu_{\beta} \mid \nu_{\alpha}(t)\right\rangle\right|^{2} . \tag{2.7}
\end{equation*}
$$

[^3]The expression can be evaluated using Equation [2.6] and the orthonormality of the flavour states to give:

$$
\begin{align*}
P_{\alpha \rightarrow \beta}(t) & =\left|\sum_{i=1}^{3} U_{\alpha i}^{*} \exp \left(-i E_{i} t\right) U_{\beta i}\right|^{2} \\
& =\sum_{i=1}^{3} \sum_{j=1}^{3} U_{\alpha i}^{*} U_{\beta i} U_{\alpha j} U_{\beta j}^{*} \exp \left(-i\left(E_{i}-E_{j}\right) t\right) \tag{2.8}
\end{align*}
$$

The relativistic energy-momentum relation can be used to write the energies of the $\left|\nu_{i}\right\rangle$ states in terms of the corresponding masses:

$$
\begin{align*}
E_{i} & =\sqrt{\underline{p}^{2}+m_{i}^{2}} \\
& \approx|\underline{p}|+\frac{m_{i}^{2}}{2|\underline{p}|} \tag{2.9}
\end{align*}
$$

Here the Taylor approximation holds for ultra-relativistic particles $\left(|\underline{p}| \gg m_{i}\right)$ which is appropriate for the neutrinos studied in oscillation experiments. The momentum, $\underline{p}$, is assumed to be the same for all mass states and it is common to further define $E \equiv|\underline{p}|$ as the energy of the neutrino in the massless approximation. With this approximation made, the difference in the energies of two mass states is given by:

$$
\begin{equation*}
E_{i}-E_{j}=\frac{m_{i}^{2}-m_{j}^{2}}{2 E}=\frac{\Delta m_{i j}^{2}}{2 E} \tag{2.10}
\end{equation*}
$$

Here, $\Delta m_{i j}^{2} \equiv m_{i}^{2}-m_{j}^{2}$ is known as a mass-splitting.

Additionally, under the ultra-relativistic approximation the neutrino travels at near the speed of light such that the distance travelled, $L$, by the neutrino in time, $t$, is simply given (in natural units) by $L=t$ and so Equation [2.8 becomes:

$$
\begin{align*}
P_{\alpha \rightarrow \beta}(L / E) & =\sum_{i=1}^{3} \sum_{j=1}^{3} A_{i j \alpha \beta} \exp \left(-2 i \phi_{i j}\right), \\
A_{i j \alpha \beta} & \equiv U_{\alpha i}^{*} U_{\beta i} U_{\alpha j} U_{\beta j}^{*},  \tag{2.11}\\
\phi_{i j}(L / E) & \equiv \frac{1}{4} \Delta m_{i j}^{2} \frac{L}{E} .
\end{align*}
$$

Here, $\phi_{i j}$ controls the phase of the oscillations (with a frequency driven by the masssplitting $\Delta m_{i j}^{2}$ ) and $A_{i j \alpha \beta}$ controls the amplitude of the oscillations (driven by the elements of $U$ ). Although Equation $\left[\begin{array}{l}\text { IT contains complex terms, the oscillation probability }\end{array}\right.$ is real. This can be seen more clearly in the form:

$$
\begin{equation*}
P_{\alpha \rightarrow \beta}(L / E)=\delta_{\alpha \beta}-2 \sum_{i=1}^{2} \sum_{j=i+1}^{3}[\underbrace{2 \operatorname{Re}\left(A_{i j \alpha \beta}\right) \sin ^{2}\left(\phi_{i j}\right)}_{C P \text { conserving }}-\underbrace{\operatorname{Im}\left(A_{i j \alpha \beta}\right) \sin \left(2 \phi_{i j}\right)}_{C P \text { violating }}] . \tag{2.12}
\end{equation*}
$$

Antineutrinos are related to neutrinos by a Charge-Parity (CP) transformation ${ }^{\text {a }}$, and antineutrino oscillations are also described by Equation [2.]2], with the replacement $U_{\alpha i} \rightarrow U_{\alpha i}^{C P}=U_{\alpha i}^{*}[2 \underline{[29]}:$

$$
\begin{align*}
\operatorname{Re}\left(A_{i j \alpha \beta}\right) \rightarrow \operatorname{Re}\left(A_{i j \alpha \beta}^{C P}\right) & =\operatorname{Re}\left(A_{i j \alpha \beta}\right),  \tag{2.13}\\
\operatorname{Im}\left(A_{i j \alpha \beta}\right) \rightarrow \operatorname{Im}\left(A_{i j \alpha \beta}^{C P}\right) & =-\operatorname{Im}\left(A_{i j \alpha \beta}\right) .
\end{align*}
$$

Hence, the form of Equation [2.T2] can be understood as the sum of three terms:

1. $\delta_{\alpha \beta}$, is the probability if no oscillations are present.
2. The term with amplitudes $\operatorname{Re}\left(A_{i j \alpha \beta}\right)$ is the component of the oscillation probability that is symmetric under a $C P$ transformation ( $C P$ conserving), and is the same for neutrinos and antineutrinos.
3. The final term with amplitudes $\operatorname{Im}\left(A_{i j \alpha \beta}\right)$ is antisymmetric under a $\mathbb{C P}$ transformation ( $\mathbb{C P}$ violating), and is different for neutrinos and antineutrinos.
[^4]
### 2.2.3 The $\operatorname{PMNS}$ matrix

The matrix $U$ is known as the Pontecorvo, Maki, Nakagawa, and Sakata (PMNS) matrix. In general a $3 \times 3$ complex matrix such as $U$ has 18 parameters, however 9 are constrained by the unitarity conditions (one for each combination of $\alpha$ and $\beta$ ):

$$
\begin{equation*}
\left(U U^{\dagger}\right)_{\alpha \beta}=\delta_{\alpha \beta} . \tag{2.14}
\end{equation*}
$$

As shown in Equation [2.55, there is freedom to modify the elements, $U_{\alpha i}$, by an overall phase without changing the physical observable, $A_{i j \alpha \beta}$.

$$
\begin{align*}
U_{\alpha i} & \rightarrow U_{\alpha i}^{\prime}=\mathrm{e}^{i\left(\zeta_{\alpha}-\zeta_{i}\right)} U_{\alpha i}  \tag{2.15}\\
A_{i j \alpha \beta} & \rightarrow A_{i j \alpha \beta}^{\prime}=A_{i j \alpha \beta}
\end{align*}
$$

This transformation can be interpreted more generally as a modification of the overall phase of the mass and flavour eigenstates in Equation 2.5:

$$
\begin{align*}
&\left|\nu_{i}\right\rangle \rightarrow\left|\nu_{i}\right\rangle^{\prime}=\mathrm{e}^{i \zeta_{i}}\left|\nu_{i}\right\rangle,  \tag{2.16}\\
&\left|\nu_{\alpha}\right\rangle \rightarrow\left|\nu_{\alpha}\right\rangle^{\prime}=\mathrm{e}^{i \zeta_{\alpha}}\left|\nu_{\alpha}\right\rangle,
\end{align*}
$$

The 6 phases, $\zeta_{i}(i=1,2,3)$ and $\zeta_{\alpha}(\alpha=e, \mu, \tau)$ are not independent. An arbitrary state, $|\psi\rangle$, can be expressed in either the mass or the flavour basis and the transformations of the basis states (given by Equation [2.T6) must result in the same transformation $|\psi\rangle \rightarrow|\psi\rangle^{\prime}$ in either basis:

$$
\begin{align*}
|\psi\rangle & =\sum_{i=1}^{3} \psi_{i}\left|\nu_{i}\right\rangle=\sum_{\alpha=e, \mu, \tau} \psi_{\alpha}\left|\nu_{\alpha}\right\rangle, \\
& \downarrow  \tag{2.17}\\
|\psi\rangle^{\prime} & =\sum_{i=1}^{3} \mathrm{e}^{i \zeta_{i}} \psi_{i}\left|\nu_{i}\right\rangle=\sum_{\alpha=e, \mu, \tau} \mathrm{e}^{i \zeta_{\alpha}} \psi_{\alpha}\left|\nu_{\alpha}\right\rangle .
\end{align*}
$$

Consequently, with the restriction of Equation [2], there is a freedom to define 5 of these 6 phases in a manner that is not observable via neutrino oscillations. Hence, $U$ can be parametrised by $18-9-5=4$ real values ${ }^{\square}$.

[^5]In order to describe the form of these 4 parameters, consider the special case where all elements of $U$ are real, $U_{\alpha i}=U_{\alpha i}^{*}$. In this case, the PMNS matrix describes an orthogonal transformation $U^{-1}=U^{T}$ which is parametrised by 3 angles. Additionally, if all elements of $U$ are real then $\operatorname{Im}\left(A_{i j \alpha \beta}\right)=0$ and hence neutrino oscillations would be unchanged by a CP transformation. In the general case, $U_{\alpha i} \neq U_{\alpha i}^{*}$, the remaining parameter is a complex phase, $\delta_{C P}$, that acts to introduce an imaginary component, $\operatorname{Im}\left(A_{i j \alpha \beta}\right) \neq 0$, and hence sets the extent of $\mathbb{C P}$ violation. The PMNS matrix is most commonly parametrised by the three mixing angles $\theta_{12}, \theta_{23}$, and $\theta_{13}$, and the $\mathbb{C P}$-violating phase $\delta_{C P}$ as [204]:

$$
\begin{align*}
& \left(\begin{array}{c}
\nu_{e} \\
\nu_{\mu} \\
\nu_{\tau}
\end{array}\right)=\left(\begin{array}{ccc}
U_{\mathrm{e} 1} & U_{\mathrm{e} 2} & U_{\mathrm{e} 3} \\
U_{\mu 1} & U_{\mu 2} & U_{\mu 3} \\
U_{\tau 1} & U_{\tau 2} & U_{\tau 3}
\end{array}\right)\left(\begin{array}{c}
\nu_{1} \\
\nu_{2} \\
\nu_{3}
\end{array}\right),  \tag{2.18}\\
& \text { flavour } \quad U \text { ([MNS) mass } \\
& U=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & c_{23} & s_{23} \\
0 & -s_{23} & c_{23}
\end{array}\right)\left(\begin{array}{ccc}
c_{13} & 0 & s_{13} \mathrm{e}^{-i \delta_{C P}} \\
0 & 1 & 0 \\
-s_{13} \mathrm{e}^{i \delta_{C P}} & 0 & c_{13}
\end{array}\right)\left(\begin{array}{ccc}
c_{12} & s_{12} & 0 \\
-s_{12} & c_{12} & 0 \\
0 & 0 & 1
\end{array}\right), \tag{2.19}
\end{align*}
$$

where $c_{i j}=\cos \left(\theta_{i j}\right)$ and $s_{i j}=\sin \left(\theta_{i j}\right)$. With this notation in place, neutrino oscillations are governed by six parameters which must be determined experimentally: $\Delta m_{21}^{2}, \Delta m_{31}^{2}$, $\theta_{12}, \theta_{23}, \theta_{13}$ and $\delta_{C P}$. The squared mass differences are not independent, as shown by Equation [2.20], however the choice to omit the parameter $\Delta m_{32}^{2}$ in particular from this list is arbitrary, and the ordering of the indices, $\Delta m_{i j}^{2}=-\Delta m_{j i}^{2}$, is chosen by convention.

$$
\begin{equation*}
\Delta m_{12}^{2}+\Delta m_{23}^{2}+\Delta m_{31}^{2}=0 \tag{2.20}
\end{equation*}
$$

The parameters to which a given experiment is sensitive depends on the oscillation channel $(\alpha \rightarrow \beta)$ probed, and the baseline-to-energy ratio, $L / E$. By restoring $c$ and $\hbar$, the phases $\phi_{i j}$ in Equation [.] can be expressed in real-world units as [29]:

$$
\begin{align*}
\phi_{i j} & =\left(\frac{\mathrm{fm} \mathrm{GeV}}{4 \hbar c}\right) \times \frac{\Delta m_{i j}^{2}}{\mathrm{eV}^{2} c^{-4}} \times \frac{L}{\mathrm{~km}} \times \frac{\mathrm{GeV}}{E}  \tag{2.21}\\
& \approx 1.27 \times \frac{\Delta m_{i j}^{2}}{\mathrm{eV}^{2} c^{-4}} \times \frac{L}{\mathrm{~km}} \times \frac{\mathrm{GeV}}{E}
\end{align*}
$$

### 2.2.4 Summary of existing measurements

The majority of the six parameters that govern neutrino oscillations have been accurately measured, however the $C P$-violating phase $\delta_{C P}$, and the sign of one of the mass-splittings, $\operatorname{sign}\left(\Delta m_{31}^{2}\right)$ are not yet known. Table 2.1 gives the result of a fit to global neutrino data [3]], which is also shown visually in Figure [2.2. The Normal-Ordering (NO) case, $\operatorname{sign}\left(\Delta m_{31}^{2}\right)=+1$, is defined such that $m_{1}^{2}<m_{2}^{2}<m_{3}^{2}$. In the nverted-Ordering (IO) case, $\operatorname{sign}\left(\Delta m_{31}^{2}\right)=-1$, and $m_{3}^{2}<m_{1}^{2}<m_{2}^{2}$. The fit presented in Table [2.] prefers $N \mathbb{N}$ with a $2.5 \sigma$ statistical significance, and the $3 \sigma$ range of $\delta_{C P}$ in this case is $(0.71 \rightarrow 1.99) \pi$ [31]. Here, the phase, $\delta_{C P}$, is defined on the interval $0 \leq \delta_{C P}<2 \pi$, and the $\mathbb{C P}$ violating component of the oscillation probability is zero when $\delta_{C P}=0$ or $\pi$, and is maximal for $\delta_{C P}=\pi / 2$ or $3 \pi / 2$.

| Parameter | Mass hierarchy | Best fit | $+1 \sigma$ | $-1 \sigma$ |
| :---: | :---: | :---: | :---: | :---: |
| $\Delta m_{21}^{2} / 10^{-5} \mathrm{eV}^{2} c^{-4}$ |  | 7.50 | 0.22 | 0.20 |
| $\left\|\Delta m_{31}^{2}\right\| / 10^{-3} \mathrm{eV}^{2} c^{-4}$ | (N0) | 2.55 | 0.02 | 0.03 |
|  | [10) | 2.45 | 0.02 | 0.03 |
| $\sin ^{2}\left(\theta_{12}\right) / 10^{-1}$ |  | 3.18 | 0.16 | 0.16 |
| $\theta_{12} /{ }^{\circ}$ |  | 34.3 | 1.0 | 1.0 |
| $\sin ^{2}\left(\theta_{23}\right) / 10^{-1}$ | (1) | 5.74 | 0.14 | 0.14 |
|  | [0] | 5.78 | 0.10 | 0.17 |
| $\theta_{23} /{ }^{\circ}$ | (N) | 49.26 | 0.79 | 0.79 |
|  | [10) | 49.46 | 0.60 | 0.97 |
| $\sin ^{2}\left(\theta_{13}\right) / 10^{-2}$ | (N) | 2.200 | 0.069 | 0.062 |
|  | [10) | 2.225 | 0.064 | 0.070 |
| $\theta_{13} /{ }^{\circ}$ | (N) | 8.53 | 0.13 | 0.12 |
|  | [0] | 8.58 | 0.12 | 0.14 |
| $\delta_{C P} / \pi$ | NO | 1.08 | 0.13 | 0.12 |
|  | [10] | 1.58 | 0.15 | 0.16 |

Table 2.1: The result of a global fit to neutrino oscillation data in the three-neutrino framework [31]. The best fit parameters are given for Normal-Ordering (NO), $\Delta m_{31}^{2}>0$, and
 are not dependent on the mass hierarchy.


Figure 2.2: A visualisation of the oscillation parameters in Table 2.1. The vertical axis represents the squared neutrino mass, and each multicoloured band is a neutrino mass state $\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$ assuming normal ordering (left) and inverted ordering (right). The vertical axis is arbitrary and not to scale but the property $\Delta m_{21}^{2} \ll\left|\Delta m_{31}^{2}\right|$ is reflected. For each mass state, $i$, the width of the internal coloured bands represents the contribution $\left(U_{\alpha i} U_{\alpha i}^{*}\right)$ of each flavour state, $\alpha$ ( $\nu_{e}$ in blue, $\nu_{\mu}$ in orange, $\nu_{\tau}$ in green). This contribution is shown for all possible values of the phase parameter with $\delta_{C P}=0$ at the bottom and $\delta_{C P}=2 \pi$ at the top of each band. As this parameter is not yet known, the curved line between the orange and green bands represents the uncertainty in the contribution of $\nu_{\mu}$ and $\nu_{\tau}$ to $\nu_{1}$ and $\nu_{2}$ as a result of $\delta_{C P}$.

### 2.2.5 Overview of oscillation experiments

The values of the parameters listed in Table [2.1] are the culmination of the work of many experiments from around the globe. Each experiment is sensitive to some subset of the full parameter list, typically driven by the source of the neutrinos under study. This section provides a broad overview of different neutrino sources that are relevant for neutrino oscillation experiments and the parameters to which those experiments are most sensitive.

## Solar neutrinos

Solar neutrino experiments, measure electron neutrinos produced in thermonuclear reactions in the Sun with energies from 0.1 to 20 MeV [32]. These neutrinos undergo many oscillation periods before reaching Earth ${ }^{\boxed{\nabla}}$ so solar experiments can (naively) only measure the average oscillation probability, with $\left\langle\sin ^{2}\left(\phi_{i j}\right)\right\rangle=1 / 2$ [33]. For a $\nu_{e}$ disappearance measurement $\left(\nu_{e} \rightarrow \nu_{e}\right)$, Equation [2.T2] becomes:

$$
\begin{equation*}
\left\langle P_{e \rightarrow e}\right\rangle=1-\frac{1}{2}\left(\cos ^{4}\left(\theta_{13}\right) \sin ^{2}\left(2 \theta_{12}\right)+\sin ^{2}\left(2 \theta_{13}\right)\right) \approx 1-\frac{1}{2} \sin ^{2}\left(2 \theta_{12}\right) . \tag{2.22}
\end{equation*}
$$

This approximation would become an equality in the limit $\theta_{13} \rightarrow 0$. Consequently, $\theta_{12}$ is sometimes referred to as the solar mixing angle.

This description is naive as it neglects neutrino interactions that occur within the Sun, which can be modelled by adding potential term to the vacuum Hamiltonian [32]. In general, $\nu_{e}$ experience a different potential to $\nu_{\mu}$ and $\nu_{\tau}$ as solar neutrinos are typically insufficiently energetic to undergo interactions that produce a $\mu$ or $\tau$ [32]. These matter effects modify the oscillation probability such that the neutrinos leaving the Sun correspond to a different mixture of mass-states than naively assumed in vacuo, described by the Mikheyev-Smirnov-Wolfenstein (MSW) effect [32]. As a result, the disappearance rate of $\nu_{e}$ at the Earth corresponds to an averaged oscillation probability that has an additional dependence on $\Delta m_{21}^{2}$ [33], which is hence known as the solar mass splitting. Importantly, matter effects allow for the sign of $\Delta m_{21}^{2}$ to be determined using a disappearance measurement [33] ${ }^{\boldsymbol{\square}}$, which is not possible using vacuum oscillations (as $\operatorname{Im}\left(A_{i j \alpha \alpha}\right)=0$, and $\sin ^{2}\left(\phi_{i j}\right)=\sin ^{2}\left(-\phi_{i j}\right)$ in Equation [2.T2) .

[^6]
## Reactor neutrinos

Reactor neutrino experiments commonly measure $\bar{\nu}_{e}$ produced as a byproduct in commercial nuclear power plants at typical energies of $\sim 1-8 \mathrm{MeV}$ [32]. Long-baseline ( $\sim 200 \mathrm{~km}$ ) reactor experiments are sensitive to the first oscillation maxima for masssplittings around $\Delta m^{2} \sim 10^{-5} \mathrm{eV}^{2} c^{-4}$. The value of $\Delta m_{21}^{2}$ in Table [2.] is primarily driven by the results of the KamLAND experiment [BT], which also supplements the measurements of $\theta_{12}$ from solar experiments.

Short-baseline reactor experiments often measure $\bar{\nu}_{e}$ disappearance over typical distances of $\sim 1-2 \mathrm{~km}$, and hence are sensitive to the first oscillation maximum for $\Delta m^{2} \sim$ $10^{-3} \mathrm{eV}^{2} c^{-4}$. In this case the oscillations driven by the solar mass splitting are small, and so Equation [2.]2 can be approximated as:

$$
\begin{align*}
P_{\bar{e} \rightarrow \bar{e}}(L / E) & \approx 1-\sin ^{2}\left(2 \theta_{13}\right)\left[\cos ^{2}\left(\theta_{12}\right) \sin ^{2}\left(\frac{1}{4} \Delta m_{31}^{2} \frac{L}{E}\right)+\sin ^{2}\left(\theta_{12}\right) \sin ^{2}\left(\frac{1}{4} \Delta m_{32}^{2} \frac{L}{E}\right)\right] \\
& \approx 1-\sin ^{2}\left(2 \theta_{13}\right) \sin ^{2}\left(\frac{1}{4} \Delta m_{a t m}^{2} \frac{L}{E}\right) \tag{2.23}
\end{align*}
$$

The final approximation holds in the limit $\left|\Delta m_{31}^{2}\right|=\left|\Delta m_{32}^{2}\right| \equiv \Delta m_{\text {atm }}^{2}$, which is known as the atmospheric mass splitting. Consequently, short-baseline reactor neutrino experiments are sensitive to $\theta_{13}$ and $\left|\Delta m_{31}^{2}\right|$ (or equivalently $\left|\Delta m_{32}^{2}\right|$ ).

## Atmospheric neutrinos

Neutrinos are produced when primary cosmic-ray particles interact in the atmosphere. One of the main neutrino production channels is through the decay of charged pions (e.g. $\pi^{+} \rightarrow \mu^{+} \nu_{\mu}$ ), and the subsequent muon decays (e.g. $\mu^{+} \rightarrow e^{+} \nu_{e} \bar{\nu}_{\mu}$ ). Atmospheric neutrinos are produced with a wide energy spectrum, and the $\sim 0.1 \mathrm{GeV}$ to $\sim 100 \mathrm{GeV}$ region is typically relevant to oscillation studies [31]. The distance travelled by a neutrino before reaching a detector on (or near) the surface of the Earth depends on its zenith angle. Those produced in the atmosphere above the detector typically travel $\sim 20 \mathrm{~km}$ before reaching the Earth's surface, whereas those produced on the opposite side of the globe must also traverse the Earth's diameter of $\sim 12,700 \mathrm{~km}$ [33]. Consequently, atmospheric neutrino experiments are most sensitive to oscillations driven by $\Delta m_{\text {atm }}^{2}$, as the name implies. Typically, atmospheric neutrino experiments can measure (and distinguish between) muon and electron neutrino interactions. Unlike the electron (anti)neutrino disappearance measurements, a measurement involving muon neutrinos (e.g. $\nu_{\mu} \rightarrow \nu_{\mu}$ ) is sensitive to $\theta_{23}$.

## Accelerator neutrinos

The final source of neutrinos discussed in this section are those produced using a particle accelerator, which are primarily $\nu_{\mu}$ or $\bar{\nu}_{\mu}$. This source is of particular interest to the analysis presented in this thesis and more details are provided in Section [3.D. Accelerator neutrino experiments typically study muon neutrino disappearance ( $\nu_{\mu} \rightarrow \nu_{\mu}$ ) or electron neutrino appearance $\left(\nu_{\mu} \rightarrow \nu_{e}\right)$ channels in the few GeV neutrino energy range and are broadly categorised by their baseline. Long-baseline ( $L \approx 300 \rightarrow 1500 \mathrm{~km}$ ) experiments are designed with a value of $L / E$ that is sensitive to the maxima of $\Delta m_{\text {atm }}^{2}$ oscillations, and are primarily sensitive to $\theta_{23}$. These experiments can in principle measure $\delta_{C P}$ and the mass ordering, however those that are currently operational do not currently provide sufficient sensitivity. Short-baseline experiments ( $L \sim 500 \mathrm{~m}$ ) typically search for oscillations that do not fit into the 3-neutrino picture.

### 2.2.6 CP violation and the mass ordering

As indicated by Table [.], the CP violating phase, $\delta_{C P}$ and the ordering of the neutrino masses ( $\mathbb{N O}$ or $\mathbb{C D}$ ) are not yet known. Measuring these parameters is one of the major goals of the next generation of long-baseline accelerator neutrino experiments. However, the table does reflect the constraints on these parameters from existing data. In particular, recent results from the T2K collaboration rule out $\mathbb{C P}$ conserving values of $\delta_{C P}$ at the $95 \%$ confidence level [27]. The value of $\delta_{C P}$ is of particular importance as CP-violation is one of the necessary conditions for the hypothesised processes that took place in the early universe to produce the asymmetry between matter and antimatter observed today ${ }^{\text {mal. }}$.

The asymmetry between the neutrino ( $\nu_{\mu} \rightarrow \nu_{e}$ ) and antineutrino ( $\bar{\nu}_{\mu} \rightarrow \bar{\nu}_{e}$ ) oscillation probabilities depends on $\delta_{C P}$, and can be approximated (to leading order in $\Delta m_{21}^{2}$ ) as [28]:

$$
\begin{equation*}
\frac{P_{\mu \rightarrow e}-P_{\bar{\mu} \rightarrow \bar{e}}}{P_{\mu \rightarrow e}+P_{\bar{\mu} \rightarrow \bar{e}}} \approx \sin \left(\delta_{C P}\right)\left(\frac{\cos \left(\theta_{23}\right) \sin \left(2 \theta_{12}\right)}{\sin \left(\theta_{23}\right) \sin \left(\theta_{13}\right)}\right)\left(\frac{1}{4} \Delta m_{21}^{2} \frac{L}{E}\right)+\text { matter effects. } \tag{2.24}
\end{equation*}
$$

Deep Underground Neutrino Experiment (DUNE) will measure beam neutrinos that have travelled through the Earth over a distance of $L=1300 \mathrm{~km}$ [ [Z8]. At this baseline, matter effects (as described for solar neutrinos) introduce an additional asymmetry

[^7]between the $\nu_{\mu} \rightarrow \nu_{e}$ and $\bar{\nu}_{\mu} \rightarrow \bar{\nu}_{e}$ oscillation probabilities that is dependent on mass ordering. This asymmetry will be sufficiently large that it can be disambiguated from asymmetries due to $\delta_{C P}$. Hence, both the mass ordering and $\delta_{C P}$ can be measured [ [28].

### 2.2.7 The importance of cross-sections for oscillations

For an oscillation experiment with a detector at a baseline $L$ from a neutrino source, the rate of neutrino interactions that will be observed with neutrino flavour, $\beta$, and energy $E_{0}<E<E_{1}$ is given by:
$r_{\beta}(L)=T \sum_{\alpha=e, \mu, \tau} \sum_{f}^{\text {final states }} \int_{E_{0}}^{E_{1}} \int_{\chi_{f}}\left[\phi_{\alpha}(E, L) \cdot P_{\alpha \rightarrow \beta}(L / E) \cdot \frac{d \sigma_{\beta}}{d \underline{X}_{f}}\left(E, \underline{X}_{f}\right) \cdot \epsilon_{f}\left(\underline{X}_{f}\right)\right] d \underline{X}_{f} d E$.

Here, $T$ is a normalisation constant depending on the detector material and volume, $\alpha$ labels the neutrino flavours produced by the source, $\phi_{\alpha}$ is the unoscillated flux of neutrinos reaching the detector with flavour $\alpha$ and $P_{\alpha \rightarrow \beta}$ is the oscillation probability. Additionally, $f$ labels the possible sets of final-state particles produced in a neutrino interaction (e.g. $\mu+p$ ), $\underline{X}_{f}$ represents the kinematic properties of these particles (e.g. momenta, directions) and $\chi_{f}$ is the phase-space spanned by these kinematic variables. $d \sigma_{\beta} / d \underline{X}_{f}$ is the (differential) cross-section which measures the probability of a neutrino interaction with flavour $\beta$ that result in the final state $f$. Finally, $\epsilon_{f}$ is the detection efficiency for this final state.

In order to extract the oscillation probability from Equation [2.25, experiments count the number of neutrinos seen in their detector, which is related to $r_{\beta}(L)$ 四. As a result, the flux, cross-section and detection efficiency must be well-understood. Commonly, accelerator neutrino experiments use multiple detectors to probe oscillations: a near detector, situated close to the neutrino source ( $L \approx 0 \Rightarrow P_{\alpha \rightarrow \beta}(L / E) \approx \delta_{\alpha \beta}$ ), measures the unoscillated rate of neutrinos from the beam and a far detector measures the neutrinos after they have propagated. With this approach, near detector measurements can be used to constrain uncertainties on the flux and cross-section. Nevertheless, the extracted oscillation probability will in general have a dependence on the cross-section models used. Consequently, it is important that these models have been well-validated against dedicated cross-section measurements using external data. Additionally, the

[^8]neutrino energy, $E$, can only ever be estimated using the final-state particles that are visible to the detector. Any energy that is "invisible" (i.e. carried by a particle that is neutral or below the detection threshold) must be estimated using neutrino interaction and detector models.

### 2.3 Neutrino interactions

### 2.3.1 The weak interactions of neutrinos

Standard Modell neutrinos only participate in weak interactions involving the exchange of $W^{ \pm}$or $Z^{0}$, known as Charged-Current (CC) and Neutral-Current (NC) interactions respectively. The interaction vertices involving neutrinos are shown in Figure [.3.3.


Figure 2.3: Diagrams for the fundamental neutrino interaction vertices. The label, $l$, represents any charged lepton $(e, \mu, \tau)$, and $\nu_{l}$ is the corresponding neutrino.

In the Standard Model Lagrangian, the terms relevant to weak interactions have the form [34]:

$$
\begin{align*}
& \mathcal{L}_{C C}=-\frac{g}{2 \sqrt{2}}\left(j_{C C}^{\mu} W_{\mu}+j_{C C}^{\dagger \mu} W_{\mu}^{\dagger}\right),  \tag{2.26}\\
& \mathcal{L}_{N C}=-\frac{g}{2 \cos \left(\theta_{W}\right)}\left(j_{N C}^{\mu} Z_{\mu}\right) .
\end{align*}
$$

Here, $W$ and $Z$ are the fields corresponding to the $W^{ \pm}$and $Z^{0}$ bosons respectively, $g$ is the weak coupling constant, $\theta_{W}$ is the Weinberg angle, and $j_{C C} / j_{N C}$ are the charged and neutral currents. Each fermion line in Figure [2.3] contributes a term to the currents
and those in $j_{C C}$ relevant to leptonic interactions are [34]:

$$
\begin{equation*}
j_{C C}^{\mu}=\sum_{\alpha}^{\text {flavours }} \bar{\nu}_{\alpha} \gamma^{\mu}\left(1-\gamma^{5}\right) l_{\alpha}+\text { quark terms } \tag{2.27}
\end{equation*}
$$

Here, $\nu$ and $l$ are the neutrino and charged lepton fields respectively, $\alpha$ labels the lepton flavour, and $\gamma^{5} \equiv i \gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3}$ where $\gamma^{\mu}(\mu=0,1,2,3)$ are the Dirac gamma matrices. The terms in $j_{N C}$ relevant to leptonic interactions are [34]:

$$
\begin{equation*}
j_{N C}^{\mu}=\sum_{\alpha}^{\text {flavours }}[\underbrace{\bar{l}_{\alpha} \gamma^{\mu}\left(g_{V}^{l}-g_{A}^{l} \gamma^{5}\right) l_{\alpha}}_{\text {charged leptons }}+\underbrace{\bar{\nu}_{\alpha} \gamma^{\mu}\left(g_{V}^{\nu}-g_{A}^{\nu} \gamma^{5}\right) \nu_{\alpha}}_{\text {neutrinos }}]+\text { quark terms } \tag{2.28}
\end{equation*}
$$

The vector couplings, $g_{V}^{l / \nu}$, are coefficients of the components of the current of the form $\bar{\psi} \gamma^{\mu} \psi$ (that transform as a Lorentz vector) whereas the axial couplings, $g_{A}^{l / \nu}$, are coefficients of the components of the form $\bar{\psi} \gamma^{\mu} \gamma^{5} \psi$ (that transform as an axial-vector). The neutrino vector and axial couplings are equal, $g_{V}^{\nu}=g_{A}^{\nu}=\frac{1}{2}$, whereas the charged lepton couplings differ, $g_{A}^{l}=-\frac{1}{2}=g_{V}^{l}-2 \sin ^{2}\left(\theta_{W}\right)$ [34].

For both $\mathbb{C D}$ and $\mathbb{N C}$, the terms involving neutrinos have a vector minus axial-vector ( $V-A$ ) form. This structure is closely related to the concept of chirality. A given fermion field, $\psi$, can be decomposed into its chiral components, $\psi_{L}$ and $\psi_{R}$ (known as the left and right-handed components) via the projection operators $P_{L}$ and $P_{R}$ [29]]:

$$
\begin{equation*}
\psi=\underbrace{\frac{1}{2}\left(1-\gamma^{5}\right)}_{\equiv P_{L}} \psi+\underbrace{\frac{1}{2}\left(1+\gamma^{5}\right)}_{\equiv P_{R}} \psi=\psi_{L}+\psi_{R} \tag{2.29}
\end{equation*}
$$

All terms in the charged and neutral currents involving neutrinos have the $V-A$ form:

$$
\begin{equation*}
\bar{\psi} \gamma^{\mu}\left(1-\gamma^{5}\right) \phi=2 \bar{\psi} \gamma^{\mu} P_{L} \phi=2 \bar{\psi}_{L} \gamma^{\mu} \phi_{L} \tag{2.30}
\end{equation*}
$$

Here, $\psi$ and $\phi$ represent generic fermion fields. Consequently, the weak interaction only couples to left-handed neutrinos (and right-handed antineutrinos).

### 2.3.2 Neutrino interactions with point-like particles

Accelerator experiments detect neutrinos by their interactions with a target medium. These interactions result in particles that are visible to the detector and the presence of the neutrino is inferred. Many modern accelerator neutrino experiments typically use nuclear targets (e.g. ${ }^{12} \mathrm{C}$ or ${ }^{40} \mathrm{Ar}$ ) with neutrino energies in the $\sim 100 \mathrm{MeV}$ to $\sim 10 \mathrm{GeV}$ range, which are the focus of the discussion in this section. The $\mathbb{C D}$ and $\mathbb{D C}$ interactions, can be discriminated by the presence of a charged lepton in the final state. For example, for muon neutrinos:

$$
\begin{align*}
& \nu_{\mu}+A \rightarrow \mu^{-}+X \quad \text { (CD) },  \tag{2.31}\\
& \nu_{\mu}+A \rightarrow \nu_{\mu}+X \quad \text { (NC) } .
\end{align*}
$$

Here, $A$ is the target nucleus and $X$ represents the hadronic final state. This section will focus on $\mathbb{C D}$ interactions which are most relevant to the work presented in this thesis ${ }^{\mathbb{W}}$.

The neutrino-nucleus interactions relevant to modern accelerator experiments can occur via a number of channels as the target nucleus is a composite object made of constituent nucleons and ultimately quarks. However, it is instructive to first discuss the simplest case of neutrino scattering off a point-like target particle. The tree-level Feynman diagram for the $\mathbb{C D}$ interaction $\nu_{\mu}+d \rightarrow \mu^{-}+u$ is shown in Figure [2.4].


Figure 2.4: Feynman diagram for the Charged-Current neutrino-quark scattering process.

[^9]The rate at which an interaction can occur depends on the kinematics of the particles involved and the matrix element, $\mathcal{M}$, which encodes the underlying particle interactions. The matrix element for the diagram in Figure [2.4] is proportional to the inner product of the leptonic $\left(\nu_{\mu} \rightarrow \mu^{-}\right)$and quark $(d \rightarrow u)$ charged currents, defined as [ [2q]:

$$
\begin{equation*}
\mathcal{M} \propto j_{C C}^{l} \cdot j_{C C}^{q} \tag{2.32}
\end{equation*}
$$

$$
\begin{align*}
& \left(j_{C C}^{l}\right)^{\mu}=\bar{u}\left(p_{l}\right)\left[\gamma^{\mu}\left(1-\gamma^{5}\right)\right] u\left(p_{\nu}\right), \quad \text { (Leptonic current) }  \tag{2.33}\\
& \left(j_{C C}^{q}\right)^{\mu}=\bar{u}\left(p_{u}\right)\left[\gamma^{\mu}\left(1-\gamma^{5}\right)\right] u\left(p_{d}\right) . \quad \text { (Quark current) }
\end{align*}
$$

Here, $u$ is a standard Dirac spinor, and $p_{l}, p_{\nu}, p_{u}$ and $p_{d}$ are the four-momenta of the charged lepton, neutrino, up-quark and down-quark respectively. The form of Equation [2.33] is ultimately derived from the Charged-Current of Equation [2.2]. The crosssection depends on $\sum_{i} \sum_{f}|\mathcal{M}|^{2}$ where $\sum_{i}$ indicates the average over the spins of the initial particles and $\sum_{f}$ is the sum over the final particle spins [ [29].

### 2.3.3 Quasi-Elastic neutrino-nucleon scattering

For neutrino scattering off point-like particles (such as the single-quark case above), the matrix element can be derived analytically. For composite objects (such as nucleons), a more empirical approach is employed. At neutrino energies between $\sim 100 \mathrm{MeV}$ and $\sim 1 \mathrm{GeV}$ the dominant CO neutrino-nucleon interaction is Quasi-Elastic (QE) scattering in which the neutrino interacts elastically with the nucleon as a whole but converts it from neutron to a proton. The CCDEE process $\nu_{\mu}+n \rightarrow \mu^{-}+p$ is shown in Figure 2....


Figure 2.5: Feynman diagram for the Charged-Current Quasi-Elastid neutrino scattering process.

In this case, the quark current in Equation 2.32 must be replaced by an analogous hadronic current, $j_{C C}^{h}(n \rightarrow p)$ which reflects the fact the target (neutron) is not pointlike. This is achieved by assuming the most general possible form of the hadronic current, given by Equation [2.34 [32], and any free parameters are ultimately constrained by experiment.

$$
\begin{equation*}
\left(j_{C C}^{h}\right)^{\mu}=\bar{u}\left(p_{p}\right)\left[V^{\mu}-A^{\mu}\right] u\left(p_{n}\right) \tag{2.34}
\end{equation*}
$$

The components of the current involving $V^{\mu}$ and $A^{\mu}$ are constructed to scale as a vector and an axial-vector respectively from the most general possible combinations of gamma matrices and the four-momenta of the neutron and proton $\left(p_{n}\right.$ and $\left.p_{p}\right){ }^{[3]}$ [32]]. Each term is multiplied by a scalar function $F\left(q^{2}\right)$ of the four-momentum transfer $q=p_{p}-p_{n}$, known as a form-factor [32]. For example, a term in $V^{\mu}$ may have the form $F\left(q^{2}\right) \gamma^{\mu}$. In the special case of $F\left(q^{2}\right)=1$, this term simplifies to the vector component of the pointlike (quark) current. For other values, the form-factor encapsulates the finite structure of the nucleon [2.4].

Both $V^{\mu}$ and $A^{\mu}$ have three possible linearly independent terms with associated formfactors, $F_{i}^{j}\left(q^{2}\right)$ where $i=V, A, j=1,2,3$ [34]. The cross-section for this $C C$ neutrinonucleon process, written in terms of these most general form-factors, is known as the Llewellyn-Smith model [35]. $F_{V}^{1}$ and $F_{V}^{2}$ are known as the Dirac and Pauli form-factors respectively and relate to the distribution of electric charge and the magnetic moment of the nucleon [32]. These factors can be related to analogous quantities in electromagnetic electron-nucleon scattering, and so are constrained by electron scattering experiments. $F_{V}^{3}$ and $F_{A}^{2}$ are known as the scalar and tensor form-factors respectively and are assumed to be zero within the Llewellyn-Smith model [35]. Finally, $F_{A}^{1}$ and $F_{A}^{3}$ are known as the axial and pseudo-scalar form-factors and are related to each other such that only $F_{A}^{1}$ need be determined by neutrino scattering experiments [34]. This factor is commonly parameterised as a dipole $F_{A}^{1}\left(q^{2}\right) \propto\left(1-q^{2} / M_{A}^{2}\right)^{-2}$, where the parameter $M_{A}$ is known as the axial-mass [34].

[^10]
### 2.3.4 Inelastic neutrino-nucleon scattering

One of the main aims of early neutrino scattering experiments, which typically used deuterium $\left({ }^{2} \mathrm{H}\right)$ as the target medium, was to measure the axial mass and to test the assumptions made by the QE model described in Section [2.3.3] [34]. This treatment was successful but can not be applied in two important limits: at higher neutrino energies (where inelastic scattering processes occur), and for larger nuclei (where nuclear interactions must be included). The latter nuclear effects are described in Section [2.3.5, and the inelastic processes are described here.

For neutrino energies above $\sim 300 \mathrm{MeV}$, the neutrino is sufficiently energetic to excite the struck nucleon and produce a short-lived baryon resonance. The decay of this resonance produces hadronic final-state particles which are most often a nucleon and a single pion, although multi-pion and strange ${ }^{\boxed{W 4}}$ final states are also possible [34]. For the Charged-Current channel, this process is known as CC-Resonant (Res). At yet higher energies above $\sim 2 \mathrm{GeV}$, the neutrino begins to resolve the quark-structure of the nucleon. This process is known as Deep Inelastic Scattering (DIS) whereby the neutrino scatters off a quark in the nucleon resulting in a hadronic shower [2.9]. The rate of each process depends on the neutrino energy, as is shown in Figure 2.6$]$ for the $\mathbb{C D}$ channel.


Figure 2.6: The Charged-Current muon neutrino-nucleus cross-section per nucleon scaled by neutrino energy. This figure shows world data (as of 2013) and predictions of the Quasi-Elastic, Resonant and Deep Inelastic Scattering components provided by the NUANCE generator. Taken from [34]

[^11]
## Resonant single-pion production

The neutrino-nucleon $\mathbb{C C}$-Bes processes that result in a nucleon and single pion hadronic final state can be written generally as:

$$
\begin{align*}
\nu_{\mu}+N \rightarrow \mu^{-}+ & R  \tag{2.35}\\
& R \rightarrow N^{\prime}+\pi
\end{align*}
$$

Here, $N$ is the target nucleon, $R$ is a baryon resonance, $N^{\prime}$ is the final-state nucleon and $\pi$ is a charged or neutral pion. The conservation of electric charge restricts the possible channels to [34]:

$$
\begin{align*}
& \nu_{\mu}+p \rightarrow \mu^{-}+p+\pi^{+} \quad(Q=2), \\
& \nu_{\mu}+n \rightarrow \mu^{-}+n+\pi^{+} \quad(Q=1),  \tag{2.36}\\
& \nu_{\mu}+n \rightarrow \mu^{-}+p+\pi^{0} \quad(Q=1) .
\end{align*}
$$

Here, $Q$ is the charge of the resonance. Each final state can be reached by numerous resonances and the four with the lowest mass are shown in Table [2.2 [36] [33]. The resonances are differentiated by their mass, isospin, $I$, total angular momentum, $J$, and parity $P$. For baryons consisting of only up and down quarks, those with $I=\frac{1}{2}$ are known as nucleon resonances and have two possible isospin projections with quark content: $N^{0}=u d d, N^{+}=u u d$, whereas those with $I=\frac{3}{2}$ are known as delta-resonances have four projections: $\Delta^{-}=d d d, \Delta^{0}=u d d, \Delta^{+}=u u d, \Delta^{++}=u u u$. Here the superscript indicates the electric charge, $Q$.

| Resonance Symbol | $\boldsymbol{I}\left(\boldsymbol{J}^{\boldsymbol{P}}\right)$ | $\boldsymbol{\Gamma} / \mathbf{M e V}$ | $\mathrm{BR}\left(\boldsymbol{N}^{\boldsymbol{\prime}}+\boldsymbol{\pi}\right)$ |
| :---: | :---: | :---: | :---: |
| $P_{33}(1232)$ | $\left.\frac{3}{2}_{2} \frac{3}{2}^{+}\right)$ | $114-120$ | $99.4 \%$ |
| $P_{11}(1440)$ | $\frac{1}{2}\left(\frac{1}{2}^{+}\right)$ | $250-450$ | $55-75 \%$ |
| $D_{13}(1520)$ | $\frac{1}{2}\left(\frac{3}{2}^{-}\right)$ | $100-120$ | $55-65 \%$ |
| $S_{11}(1535)$ | $\frac{1}{2}^{2}\left(\frac{1}{2}^{-}\right)$ | $125-175$ | $32-52 \%$ |

Table 2.2: The lowest mass baryon resonances considered by the Rein-Sehgal model [36], with modern values are from PDG [33]. The baryon naming structure is: $L_{2 I}{ }_{2 J}(M)$, where $L=0,1,2, \cdots=S, P, D, \cdots$ is the orbital angular momentum, $I$ is the isospin, $J$ is the total angular momentum and $M$ is the mass measured in $\mathrm{MeV} \mathrm{c}^{-2}$. The isospin, total angular momentum and parity, $P$ is also given explicitly. The full Breit-Wigner decay width, $\Gamma$, is supplied and the branching ratio (BR) shown is for decays to a nucleon + single pion final state (as illustrated in Equation [235).

The lowest mass $\Delta$-resonance $P_{33}(1232)$ is dominant at energies of $\sim 1 \mathrm{GeV}$ and decays primarily to the nucleon + single pion final state. Consequently, a positively charged pion is most commonly produced via the CO-Res interactions shown in Equation [2.37.

Proton-channel: Neutron-channel:

$$
\begin{array}{rlrl}
\nu_{\mu}+p \rightarrow \mu^{-}+ & \Delta^{++} & \nu_{\mu}+n \rightarrow & \mu^{-}+  \tag{2.37}\\
& & \Delta^{+} \\
& & & \\
& & & \\
& & & \\
& & & n+\pi^{+}
\end{array}
$$

The Rein-Sehgal model [36] is commonly used to describe the cross-section for the Res single-pion processes and considers essentially all known resonances with masses less than $2 \mathrm{GeV} \mathrm{c}^{-2}$. The total amplitude for a given final state (listed in Equation [.36) can have contributions from each of the resonances considered, depending on their isospin. For example, only the $I=\frac{3}{2}$ resonances have a projection with $Q=2$ and so can contribute to the $p+\pi^{+}$hadronic final state. Conversely, the $Q=1$ final states ( $n+\pi^{+}$and $p+\pi^{0}$ ) have contributions from both $I=\frac{1}{2}$ and $I=\frac{3}{2}$ resonances. The cross-section ultimately depends on the square of the total amplitude with the appropriate sum over the spins of the particles involved. In total the Rein-Sehgal model considers 18 resonances and includes a treatment of their interferences [36]. However, the implementation of this model in the GENIE generator, used in this thesis, does not include interference terms and instead the cross-section is computed as the incoherent sum of the contributions from each resonance [37].

Within the Rein-Sehgal model, the amplitude for a given resonance, $R$, in a definite state of charge, isospin and helicity is written in terms of two factors:

$$
\begin{equation*}
f(N \rightarrow R) \cdot \eta\left(R \rightarrow N^{\prime}+\pi\right) \tag{2.38}
\end{equation*}
$$

Here, $f(N \rightarrow R)$ is the amplitude for the production of the resonance and $\eta\left(R \rightarrow N^{\prime}+\pi\right)$ is the decay amplitude. The production amplitudes are calculated using the Feynman-Kislinger-Ravndal (FKR) model [38] in which baryons are considered as a system of three quarks which are coupled as relativistic harmonic oscillators. The amplitudes $f(N \rightarrow R)$ depend on a vector and an axial-vector form-factor which are taken to have a dipole form with corresponding parameters, $M_{V}^{R e s}$ and $M_{A}^{\text {Res }}$ respectively [36]. These parameters are found experimentally.

The decay amplitude $\eta\left(R \rightarrow N^{\prime}+\pi\right)$ includes a Breit-Wigner factor such that the contribution of a single resonance to the cross-section has the form [36]:

$$
\begin{equation*}
\sigma_{R}(W) \sim \frac{\Gamma}{(W-M)^{2}+\Gamma^{2} / 4} \tag{2.39}
\end{equation*}
$$

Here, $W$ is the hadronic invariant mass, $M$ is the mass of the resonance, and $\Gamma=1 / \tau$ is the decay width where $\tau$ is the mean lifetime of the resonance. $\eta\left(R \rightarrow N^{\prime}+\pi\right)$ also includes a factor to account for the branching-ratio for the $N^{\prime}+\pi$ final state, as given in Table [2.2. In addition, the Rein-Sehgal model includes an ad-hoc non-resonant background contribution for each final state, which is modelled like a $P_{11}$ (nucleon type) resonance but with the Breit-Wigner factor replaced by an adjustable constant [36].

In the Rein-Sehgal model, the charged-lepton mass is assumed to be negligible. The work of Kuzmin, Lyubushkin and Naumov [39] extends this model to include lepton mass effects and the Berger-Sehgal model [40], used in this thesis, further includes the pionpole contribution to the hadronic axial vector current. The predictions of these models are consistent with independent calculations performed by Graczyk and Sobczyk [41,42].

## Deep Inelastic Scattering

At the highest neutrino energies, neutrino-nucleon interactions are dominated by $[D] /$ whereby the neutrino can resolve the quark-structure of the nucleon. The $\mathrm{CC}-\mathrm{DD}$ process can be written generally as:

$$
\begin{equation*}
\nu_{\mu}+N \rightarrow \mu^{-}+X \tag{2.40}
\end{equation*}
$$

Here, the hadronic final state $X$ can consist of multiple particles resulting from the breakup of the nucleon. The underlying first-generation quark-level processes that contribute to DIS are: ${ }^{[1]}$

$$
\begin{align*}
& \nu_{\mu}+d \rightarrow \mu^{-}+u \\
& \nu_{\mu}+\bar{u} \rightarrow \mu^{-}+\bar{d} \tag{2.41}
\end{align*}
$$

Within the quark-parton model [29], the nucleon is considered as a state of valence quarks (uud or $u d d$ for $p$ and $n$ respectively) and gluons, $g$, which are not probed by weak interactions but result in a sea of quarks through pair production $g \rightarrow q \bar{q}$. The

[^12]$\nu_{\mu}+d$ process has contributions from valence and sea $d$-quarks, however the $\nu_{\mu}+\bar{u}$ process has only sea $\bar{u}$-quark contributions.

The distributions of the four-momenta of the quarks are specified via Parton_Distribution Functions (PDFs), $q_{N}(x)$, which relates to the probability density of a quark, $q$, in a nucleon $N$ having momentum $p_{q}=x p_{N}$, where $p_{N}$ is the nucleon four-momentum in the appropriate frame ${ }^{\text {四. The Bjorken }-x \text { is a Lorentz-invariant quantity given by [ [zu]]: }}$

$$
\begin{equation*}
x \equiv \frac{Q^{2}}{2 p_{N} \cdot q} . \tag{2.42}
\end{equation*}
$$

Here, $q=p_{\nu}-p_{l}$ is the four-momentum transfer and $Q^{2}=-q^{2}$. The RDES must be found experimentally. The neutrino-quark elastic scattering cross-section can be calculated using the matrix element given in Equation [2.32. The differential cross-section for CCDDIS neutrino-proton scattering is naively the sum of the cross-sections for each neutrino-quark (and neutrino-antiquark) processes, weighted by their respective PDFs. At high energies, for which the particle masses can be neglected, this is given by:

$$
\begin{equation*}
\frac{d^{2} \sigma^{\nu p}}{d x d y}=\frac{G_{F}^{2} s}{\pi}\left[x d_{p}(x)-x(1-y)^{2} \bar{u}_{p}(x)\right] \tag{2.43}
\end{equation*}
$$

Here, $G_{F}$ is the Fermi coupling constant, $s=\left(p_{\nu}+p_{N}\right)^{2}$ is the centre-of-mass energy, and $y$ is a Lorentz-invariant quantity known as the inelasticity:

$$
\begin{equation*}
y \equiv 1-\frac{p_{N} \cdot p_{l}}{p_{N} \cdot p_{\nu}} \tag{2.44}
\end{equation*}
$$

The analogous cross-section for neutrino-neutron scattering is related by isospin symmetry: $d_{n}(x)=u_{p}(x), \bar{u}_{n}(x)=\bar{d}_{p}(x)$. Alternatively, following similar arguments to Section [2.33, the cross-section can be derived from the most general possible hadronic current, giving (in the high-energy limit) [24]:

$$
\begin{equation*}
\frac{d^{2} \sigma^{\nu p}}{d x d y}=\frac{G_{F}^{2} s}{\pi}\left[x y^{2} F_{1}^{\nu p}\left(x, Q^{2}\right)+(1-y) F_{2}^{\nu p}\left(x, Q^{2}\right)+x y\left(1-\frac{y}{2}\right) F_{3}^{\nu p}\left(x, Q^{2}\right)\right] \tag{2.45}
\end{equation*}
$$

Here, $F_{i}^{\nu p}\left(x, Q^{2}\right)$, are known as structure functions which must be determined experimentally. Equation [2.43] can be restored from Equation [.4.5 by identifying $F_{2}^{\nu p}=2 x F_{1}^{\nu p}$ and $F_{1}^{\nu p}$ and $F_{3}^{\nu p}$ as linear combinations of $d_{p}(x)$ and $\bar{u}_{p}(x)$. In this case the structure functions are only dependent on $x$. In practice, the dependence on $Q^{2}$ is non-zero and

[^13]arises due to strong interactions within the nucleus. In this thesis, the Bodek-Yang inelastic scattering model [43] is used which is applicable over wide range of $Q^{2}$.

### 2.3.5 Neutrino-nucleus interactions

The models described in Section $[2.3 .3$ and Section $[2.3 .4$ are applicable to neutrino interactions with a single nucleon. However, for experiments that use larger nuclear targets, the dynamics of the nucleons within the nucleus are important. At low momentum transfer ( $Q^{2} \leq 0.1 \mathrm{GeV}^{2}$ ), the $\mathbb{C D}$-Coherent (Coh) pion production process can occur:

$$
\begin{equation*}
\nu_{\mu}+A \rightarrow \mu^{-}+A+\pi^{+} \tag{2.46}
\end{equation*}
$$

In this case, the neutrino interacts with the entire nucleus, $A$, and transfers negligible energy, leaving it in its ground state. However, for many accelerator experiments, this process is rare as the neutrinos involved commonly transfer sufficient energy to resolve individual nucleons (so the QE, Res, and DIS neutrino-nucleon processes are more prevalent) ${ }^{\boxed{\square}}$. Consequently, the CC-Coh single pion production channel is not described in detail. Neutrino-nucleus interactions can often be described as the convolution of the following components:

Nuclear model $\bigotimes$ Primary interaction $\otimes$ Hadronisation $\otimes$ Hadron transport.

- The nuclear model describes the initial-state dynamics of the nucleons within the nucleus and any nucleon-nucleon interactions. As a result of these interactions, discussed in Section [2.3.5.2], the neutrino may interact with correlated groups of nucleons known as a multi-nucleon interaction.
- The primary interaction model describes the initial neutrino-nucleon (or multinucleon) interaction, e.g. QE, Res, DIS.
- If a $\mathbb{D} \mathbb{D}$ interaction occurs, the hadronisation model describes the formation of the resulting hadronic shower from the break-up of the nucleon ${ }^{\boxed{ } 8}$.

[^14]- The hadron transport model describes the secondary interactions of the hadronic final-state particles produced in the primary interaction as they traverse the nucleus known as Final State Interactions (FSI).


### 2.3.5.1 Fermi-motion and Pauli-blocking

A number of the nuclear effects that modify the aforementioned neutrino-nucleon interactions can be explained by a Relativistic Fermi-Gas (RFG) nuclear model [32]. In this model, the nucleons are assumed to feel a mean-field potential due to the average of their interactions with other nucleons, commonly taken as a finite square well. The allowed energies are quantised to energy levels within the well and nucleons are subject to the Pauli exclusion principle. Consequently, each energy level can be occupied by at most two identical particles with opposing spins, and protons and neutrons are considered as independent systems. When the nucleus is in its ground state, all energy levels up to the Fermi-energy, $E_{F}$, are occupied and all levels above this threshold are unoccupied [32].

As a result of the exclusion principle, the nucleons have non-zero momentum known as Fermi-motion, described by a spectral function, $S(p)$, that expresses the probability density that a nucleon has four-momentum, $p$. In the ground state, the nucleon momenta are bounded by the Fermi-momentum, $|\underline{p}|<\left|\underline{p}_{F}\right|$, which relates to the Fermi-energy. Additionally, the momentum transferred, $q$, to the nucleon must be sufficient for it to transition into an unoccupied energy level, $|\underline{p}+\underline{q}|>|\underline{p}|$. This effect is known as Pauliblocking and leads to a suppression of the cross-section at low momentum transfer [32].

The simplest method by which a neutrino-nucleus cross-section can be evaluated is via the Impulse Approximation (IA) [32]. In this case, the neutrino is assumed to interact with a single nucleon as if it were free and particles produced in the neutrino-nucleon interaction evolve independently of the recoiling nucleus. The neutrino-nucleus crosssection is then the integral of the neutrino-nucleon cross-section over the kinematicallyallowed target nucleon four-momentum weighted by the spectral function and the number of nucleons in the nucleus.

In practice, the is often insufficient to describe neutrino scattering data on large nuclei due to the presence of nucleon-nucleon interactions and ESTI. Nevertheless, the Fermi-gas model is commonly used as starting-point upon which to build a more nuanced nuclear model. In this thesis, a Local Fermi-Gas (LFG) [44] model is used whereby mean-field felt by a nucleon is dependent on the nuclear density, $\rho(r)$, as a function of
the radial position, $r$, of the nucleon. Consequently, the nucleon momentum distribution is additionally dependent on $r$. For the Res and DIS channels, the primary interaction is considered to be between the neutrino and a single nucleon where an $\mathbb{L F G}$ model is used to define the initial nucleon kinematics. In addition, the $\mathbb{L F G}$ model defines the binding energy of the nucleon which suppresses the free nucleon cross-section at low momentum transfer where the struck nucleon is insufficiently energetic to escape the nucleus [44]. The propagation of the hadronic final state particles through the nucleus is described in Section 2.3.5.3.

### 2.3.5.2 Nucleon-nucleon interactions

Modelling of interactions between nucleons is required to describe modern neutrino scattering data [45]. These nucleon-nucleon correlations can effectively change the strengths of the electroweak couplings from their free nucleon values [46]. Nucleon interactions can also yield additional multi-nucleon neutrino interaction processes [47]. A neutrino interaction involving a single nucleon that transitions to an energy level above the Fermienergy (leaving behind an unoccupied level) is known as a one-particle one-hole (1p-1h) excitation. In cases where momentum is transferred to multiple correlated nucleons, the result is a two-particle two-hole (2p-2h) or higher multiplicity excitation which can result in the ejection of multiple nucleons from the nucleus [48]. Mutli-nucleon interactions primarily arise due to Meson Exchange Currents (MEC) whereby a pair of nucleons interact via the exchange a virtual meson [322]. In this thesis, the Valencia model [46] [47] is used to describe the $1 \mathrm{p}-1 \mathrm{~h}(\mathrm{QE})$ and $2 \mathrm{p}-2 \mathrm{~h}$ processes which result in a hadronic final state containing only the ejected nucleons and the recoiling nucleus. This model includes nucleon-nucleon correlation effects.

### 2.3.5.3 Final State Interactions

The hadronic final-state particles of the primary neutrino interaction can undergo secondary interactions as they propagate through the nucleus. In particular, the particles can scatter elastically, undergo charge exchange (e.g. $\pi^{-}+p \leftrightarrow \pi^{0}+n$ ), pions can be absorbed by the nucleus, or indeed additional pions can be produced ${ }^{\text {四. Consequently, }}$ the particles that escape the nucleus (and so may be detected experimentally) are not necessarily the same as those produced in the primary neutrino interaction. Therefore, it

[^15]is important to make the distinction between a neutrino interaction mode (e.g. CC-QE) and a final-state topology (e.g. $1 \mu+1 p$ ) which defines the multiplicity of each particle species that escape the nucleus after ESD].

### 2.3.6 The role of generators

As illustrated by this section, neutrino-nucleus scattering is a complex phenomenon which, at present, can not be fully described by a single theoretical model. Instead, each model describes a specific process (or set of processes) and may have free parameters that must be estimated experimentally. A generator is a software package that combines the predictions of multiple theoretical models to simulate neutrino interactions in a given detector medium. The role of a generator is to bridge the gap between the theoretical and experimental domains.

The topologies and kinematics of the simulated neutrino interactions are governed by the theoretical models employed by the generator. In general, a given final-state topology will have contributions from multiple primary neutrino interaction modes. The result can be compared to experimental data and used to determine the validity of the models used and tune any free parameters to better represent reality. In this thesis, the GENIE event generator [44] is used as this is the generator adopted by MicroBooNE]. In particular, a custom tune of the GENIE v3.0.6 configuration G18_10a_02_11a is used which was produced by the $\mathbb{M i c r o B o o N E}$ experiment [44, 49], and the models employed have been listed throughout this section.

### 2.4 The $\overline{\mathrm{CC} 1 \pi^{ \pm}}$topology

### 2.4.1 Definition

The muon-neutrino charged-current single charged pion (CC1 $\pi^{ \pm}$) topology is the focus of the primary analysis presented in Part $\mathrm{m}_{\mathrm{l}}$ of this thesis, and is defined as:

$$
\begin{equation*}
\mathrm{CC} 1 \pi^{ \pm}=1 \mu+1 \pi^{ \pm}+N_{p} p+N_{n} n \tag{2.47}
\end{equation*}
$$

Here, the nucleon multiplicities ( $N_{p}$ and $N_{n}$ ) can take any value, including zero. An example of a CC1 $\pi^{ \pm}$candidate with $N_{p}=2$ (in MicrobooNE data) was shown in

Figure [.]. The $\mathbb{C C 1} \pi^{\ddagger}$ topology is commonly the result of the CC-Res interactions shown in Equation [2.37. However, other interactions modes such as $\mathrm{CC}-\mathrm{DDS}$ and CD $Q E$ contribute. In the $C C-Q E$ case, the charged pion is produced during EST].

The relative contributions from each interaction mode depend on the neutrino energies that are measured (governed by the flux of the beam used). As the neutrino energy is not known on an event-by-event basis and can only be estimated in a model-dependent way, it is common for cross-section measurements to be flux-integrated (defined formally in Chapter [ $\mathbb{Z}$ ), whereby the result is dependent on the energy distribution of the neutrino beam used. Consequently, measurements from different experiments can not (in general) be directly compared. However, a generator can be used to predict the expected flux-integrated cross-section for a given beam and set of interaction models which can be compared to the data.

At the neutrino energies relevant to MicroBooNE $(\langle E\rangle \approx 800 \mathrm{MeV}$ 远 $)$, GENIE predicts that the primary contributions to the $\mathrm{CC} 1 \pi^{ \pm}$topology are from $\mathrm{CCl}-\mathrm{Res}$ interactions ( $\sim 81 \%$ ), with subdominant contributions from CCD-DIS ( $\sim 13 \%$ ) and CC-QE ( $\sim 4 \%$ ). The contribution of the $\mathrm{CC}-\mathrm{C}$. mode is predicted to be at the $\sim 1 \%$ level.

### 2.4.2 Kinematic parameters

Modern measurements of the $\mathrm{CC} 1 \pi^{ \pm}$topology are commonly made as a function of the lab-frame three-momenta, $\underline{p}_{P}$, of the final-state particles, $P=\mu, \pi$. The momenta are parametrised using a spherical polar coordinate system, $\underline{p}_{P}=\left(p_{P}, \theta_{P}, \phi_{P}\right)$, shown in Figure 2.7. The zenith angle, $\theta_{P}$, is defined with respect to the momentum of the neutrino, $\underline{p}_{\nu}$ :

$$
\begin{equation*}
\cos \left(\theta_{P}\right)=\left(\frac{\underline{p}_{P}}{p_{P}}\right) \cdot\left(\frac{\underline{p}_{\nu}}{E}\right) . \tag{2.48}
\end{equation*}
$$

Here, $E \equiv\left|\underline{p}_{\nu}\right|^{[1]}$ is the neutrino energy. As $\underline{p}_{\nu}$ is not known a priori, the unit vector $\left(\underline{p}_{\nu} / E\right)$ is usually taken as the neutrino beam axis. The interactions are independent of the azimuthal angle, $\phi_{P}$, and so this parameter is not commonly presented. Additionally,

[^16]measurements of $\mathrm{CC} 1 \pi^{ \pm}$are often made with respect to the muon-pion opening angle:
\[

$$
\begin{equation*}
\cos \left(\theta_{\mu \pi}\right)=\left(\frac{\underline{p}_{\mu}}{p_{\mu}}\right) \cdot\left(\frac{\underline{p}_{\pi}}{p_{\pi}}\right) . \tag{2.49}
\end{equation*}
$$

\]

Instead of momentum, some experiments use kinetic energy, $T_{P}$, which is given by the relativistic energy-momentum relation for a particle with mass, $m_{P}$ :

$$
\begin{equation*}
\left(T_{P}+m_{P}\right)^{2}=m_{P}^{2}+p_{P}^{2} . \tag{2.50}
\end{equation*}
$$

Historically, no attempts have been made to measure dependence of the $\mathrm{CC1} \pi^{\text {¹ }}$ crosssection on the nucleon multiplicities or their kinematics. In this thesis a measurement of the proton multiplicity, $N_{p}$, is presented for the first time.


Figure 2.7: The spherical coordinate system commonly used for the $\mathrm{CCl} \pi^{-1}$ topology. The $Z$ axis is aligned with the axis of the neutrino. The $X$ and $Y$ directions are orthogonal to $Z$ and each other but are otherwise arbitrary. In this thesis, $Y$, is chosen to align with the upwards vertical direction and a right-handed coordinate system is used. Here a single proton is shown however any number of nucleons are permissible.

In addition to flux-integrated cross-sections, some experiments quote results with respect to quantities that are not directly measurable, for example the neutrino energy, $E$, or four-momentum transfer, $Q^{2} \equiv-\left(p_{\mu}-p_{\nu}\right)^{2}$ (where in this case $p_{\mu}$ and $p_{\nu}$ are the four-momenta of the muon and neutrino respectively). These parameters can only be estimated from the visible final states and are not presented in this thesis as they are necessarily model dependent.

### 2.4.3 Existing measurements

Early data of the CC1 $\pi^{ \pm}$topology is available from bubble chamber experiments based at the Argonne [50] and Brookhaven [5T] national laboratories in the USA. These experiments used hydrogen $\left({ }^{1} \mathrm{H}\right)$ and deuterium $\left({ }^{2} \mathrm{H}\right)$ as a target medium. However, this section will focus on more recent measurements on larger nuclear targets but those focussed on probing the CO-Coh interaction mode are not discussed [52-57]. A summary of the existing measurements of the $\mathrm{CC} 1 \pi^{\sharp}$ topology is shown in Table [2.3.

The measurements from ArgoNeuT [58] and MINER $\nu \mathrm{A}$ [59] were made using the NuWll beam [60] (on-axis) at Fermilab, USA with neutrino energies in the few-GeV region. ArgoNeuT is a small-scale LAFTPC detector and published results [6T] with $\mathcal{O}(100) \widetilde{C C 1 \pi^{ \pm}}$neutrino and antineutrino interactions on argon. MINER $\nu \mathrm{A}$ is a larger detector situated just upstream of ArgoNeuT and has measured CC1 $\ddagger$ घ neutrino interactions on plastic scintillator (CH) ${ }^{[2]}$. The published results [62-64] from this experiment include $\mathcal{O}(1000) C C 1 \pi^{\text {® }}$ interactions. The $\operatorname{MiniBooNE}$ experiment is also situated at Fermilab but measures neutrinos from the Booster Neutrino Beam with energies of $\sim 1 \mathrm{GeV}$. BiniBooNE measures neutrino interactions on mineral oil $\left(\mathrm{CH}_{2}\right)$ and the published results [65] include $\mathcal{O}(10,000) C C 1 \pi^{ \pm}$interactions, allowing for double-differential cross-sections to be measured.

The long-baseline oscillation experiment K2K used the near-detector, SciBar, to measure $\mathrm{CC} 1 \pi^{\boxplus}$ interactions on polystyrene $\left(\mathrm{C}_{8} \mathrm{H}_{8}\right)$. SciBar was based at the KEK facility in Japan and measured beam neutrinos with energy $\sim 1.3 \mathrm{GeV}$. The published results [ 6 6 ] include $\mathcal{O}(1000) C C 1 \pi^{\text {¹ }}$ interactions. Finally, the successor T2K experiment has measured $\mathrm{CC} 1 \pi^{ \pm}$interactions in the ND280 near-detector (based at J-PARC, Japan) at neutrino energies of $\sim 0.8 \mathrm{GeV}$. The FGD1 and FGD2 sub-detectors are used to measure neutrino interactions on polystyrene and water $\left(\mathrm{H}_{2} \mathrm{O}\right)$ respectively ${ }^{\boxed{23} \text {. The published }}$ results [67,68] include $\mathcal{O}(1000) C C 1 \pi^{\boxplus}$ interactions.

[^17]\begin{tabular}{|c|c|c|c|c|}
\hline Experiment \& Target \& Beam \& Measurements made \& \\
\hline ArgoNeuT \& Ar \& \& \[
\begin{aligned}
\& \sigma^{C C 1 \pi^{ \pm}} \\
\& \frac{d \sigma^{C C 1 \pi^{ \pm}}}{d X}: X=p_{\mu}, \theta_{\mu}, \theta_{\pi}, \theta_{\mu \pi}
\end{aligned}
\] \& [6T] \\
\hline MINER \(\nu \mathrm{A}\) \& CH \& \(\nu_{\mu}\)
\[
\nu_{\mu}, \bar{\nu}_{\mu}
\]
\[
\bar{\nu}_{\mu}
\] \& \[
\begin{aligned}
\& \frac{d \sigma^{C C 1 \pi^{ \pm}}}{d X}: X=\theta_{\pi}, T_{\pi} \\
\& \sigma^{C C 1 \pi^{ \pm}}\left(E_{\nu}\right) \\
\& \frac{d \sigma^{C C 1 \pi^{ \pm}}}{d X}: X=p_{\mu}, \theta_{\mu}, Q^{2} \\
\& \sigma^{C C 1 \pi^{-}}\left(E_{\nu}\right) \\
\& \frac{d \sigma^{C C 1 \pi^{-}}}{d X}: X=p_{\mu}, \theta_{\mu}, T_{\pi}, \theta_{\pi}, Q^{2}
\end{aligned}
\] \& \begin{tabular}{l}
[62] \\
[63] \\
[64]
\end{tabular} \\
\hline MiniBooNE \& \(\mathrm{CH}_{2}\) \& \(\nu_{\mu}\) \& \[
\begin{aligned}
\& \sigma^{C C 1 \pi^{+}}\left(E_{\nu}\right) \\
\& \frac{d \sigma^{C C 1 \pi^{+}}}{d X}: X=T_{\mu}, T_{\pi}, Q^{2} \\
\& \frac{d \sigma^{C C 1 \pi^{+}}}{d X}\left(E_{\nu}\right): X=T_{\mu}, T_{\pi}, Q^{2} \\
\& \frac{d^{2} \sigma^{C C 1 \pi^{+}}}{d X d Y}:\{X, Y\}=\left\{T_{\mu}, \theta_{\mu}\right\},\left\{T_{\pi}, \theta_{\pi}\right\} \\
\& \frac{\sigma^{C C 1 \pi^{+}}}{\sigma^{C C C E}}\left(E_{\nu}\right)
\end{aligned}
\] \& [65]

[69] <br>

\hline K2K \& $\mathrm{C}_{8} \mathrm{H}_{8}$ \& $\nu_{\mu}$ \& $$
\frac{\sigma^{C C 1 \pi^{+}}}{\sigma^{C C Q E}}\left(E_{\nu}\right)
$$ \& [66] <br>

\hline T2K \& $$
\begin{aligned}
& \mathrm{H}_{2} \mathrm{O} \\
& \mathrm{C}_{8} \mathrm{H}_{8}
\end{aligned}
$$ \& $\nu_{\mu}$ \& \[

$$
\begin{aligned}
& \frac{d \sigma^{C C 1 \pi^{+}}}{d X}: X=p_{\mu}, \theta_{\mu}, p_{\pi}, \theta_{\pi}, \theta_{\mu \pi}, E_{\nu} \\
& \frac{d \sigma^{C C 1 \pi^{+}}}{d X}: X=p_{\pi}, \theta_{\pi}, \theta_{\mu \pi}, Q^{2}, \cos \left(\theta_{\text {Adler }}\right), \phi_{\text {Adler }} \\
& \frac{d^{2} \sigma^{C C 1 \pi^{+}}}{d p_{\mu} d \cos \left(\theta_{\mu}\right)}
\end{aligned}
$$
\] \& [68]

$[67]$ <br>
\hline
\end{tabular}

Table 2.3: Modern accelerator-based CC1 $\pi^{\boxplus}$ cross-section measurements (extended from [33]). The angles, $\theta_{\text {Adler }}$ and $\phi_{\text {Adler }}$ are defined in [67] and refer to the pion direction in the protonpion rest frame (although T2K calculate these angles using the lepton-pion kinematics as the proton is not observed).

It is not trivial to compare these existing measurements of the $\mathrm{CC} 1 \pi^{ \pm}$topology as each are produced with a different neutrino energy spectrum and apply different conditions to define their signal. However, the MicroBooNE collaboration has compared [49] the results of MiniBonNE, MINER $\nu$ A and T2K experiments to the predictions of the GENIE generator, shown in Figure [2.8. In this figure, the differences in the predictions of DicrobooNE's tune of GENIE (solid red line) and the default GENIE v3 configuration (dashed red line) are small. This is because the former is a tune of the latter in which only CC-QE and CC-DEC model parameters were modified. However, there are significant discrepancies between the predictions of GENIE v2 (dotted red line) and v3 (dashed red line). This is because the CC-Res and nuclear models were updated in v3. In particular, v2 uses the Rein-Sehgal Res model with an $\mathbb{R F G}$ nuclear model, whereas v3 uses the updated Berger-Sehgal Res model with an $\mathbb{L F G}$ nuclear model. Additionally, the models employed were tuned by the GENIE collaboration to the available data at the time of release. Consequently, the values of the model parameters shared between the two versions are not necessarily equal.

Figure [2.8 highlights the tensions between existing $\mathbb{C C} 1 \pi^{ \pm}$measurements. In particular, data from MiniBooNE favours GENIE v2 whereas MINER $\nu \mathrm{A}$ and T2K prefer v3. Additional data is required to help understand the source of these discrepancies.


Figure 2.8: Existing differential cross-section measurements of the CC1 $\pi^{\boxplus}$ topology as a function of the pion kinetic energy or momentum, taken from [4.9]. The black points show the cross-section measured by each experiment and are compared to predictions made by the GENIE generator [44] shown as red lines. The solid red line is the tuned configuration of GENIE used in this thesis, whereas the other lines are the default predictions from GENIE versions three (dashed) and two (dotted).

### 2.4.4 Motivation for $\mathrm{CC}^{\boldsymbol{A}} \pi^{ \pm}$at MicroBooNE

One of the primary goals of the MicroboonE experiment, introduced in Chapter $\mathbb{T}$, is to measure a suite of precision cross-sections over a diverse range of final-state topologies. As is discussed in Chapter [3, the LArTPD technology employed by MicroBooNE is particularly well suited to this task as final-state particle trajectories can be resolved with high spatial and calorimetric resolution. In particular, the proton-multiplicity measurement developed in this thesis will constitute a world's first.

The LAFTPD technology is also crucial for the long-term goals of the neutrino oscillation field as it will be utilised by the future DUNE experiment. DUNE will be subject to a neutrino flux with energies primarily in the Res-DDS] cross-over region $\sim 1-5 \mathrm{GeV}$ [ [TI], and so measurements of the $\mathrm{CC1} \pi^{ \pm}$topology on argon, such as those presented in this thesis, are particularly relevant. At present, only the results from ArgoNeuT are available. However, it is important to note MicroBooNE can only probe CC1 $\pi$ - interactions at energies in the $\sim 0.5-2 \mathrm{GeV}$ region using neutrinos from the Booster Neutrino Beam.

The results presented in this thesis include $\mathcal{O}(1000)$ CC1 $\pi^{\text {¥ }}$ interactions in MicroBoonE using data from the first of five runs. Additionally, the methods developed in this thesis allow for the determination of the pion momentum, $p_{\pi}$, which has not yet been measured for the $\mathrm{CC} 1 \pi^{ \pm}$topology on argon by other experiments.

## Chapter 3

## The MicroBooNE experiment

The Micro Booster Neutrino Experiment (MicroBooNE) is a LArTPC detector located in Fermilab, IL, USA [4]. At a baseline of 470 m [4] from the Booster Neutrino Beam (BNB) source, MicroBooNE primarily measures muon neutrinos with an energy spectrum peaking at $\sim 600 \mathrm{MeV}$ [ [ 2 ] , as described in Section B.ll. MicroBooNE also receives an additional off-axis component of the Neutrinos at the Main Injector (NuMI) beam [[73], which is the primary neutrino source for other experiments at Fermilab, however this beam is not discussed in detail as it is not immediately pertinent to the main content of this thesis.

One of the primary physics goals of MicroBooNE is to study Short_Baseline_Neutrind (SBN) oscillations. In particular, the experiment aims to investigate the low-energy excess of electron neutrino candidates from the BNB observed by the precursor $\operatorname{MiniBooNE}$ experiment when compared to the expected oscillated spectrum under the 3-neutrino hypothesis [T4]. Additionally, MicroBooNE will form the middle detector of the upcoming SBN programme - along with the Short Baseline Near Detector (SBND) and ICARUS (far detector) [ [75], shown in Figure [3.D. However, most relevant to this thesis are $\mathbb{M i}-$ crobooNE's goals to measure precision cross-sections of various neutrino interactions on argon, and to develop experimental techniques (such as automated event reconstruction) to be used by future LArTPD experiments.

This chapter begins with a discussion of the BNB in Section [2], followed by the MicroBoonE detector itself in Section [3.2]. Finally, Section [3.3] lists a number of experimental challenges related to LArTPCS, which will need to be addressed in the later chapters of this thesis.


Figure 3.1: A map of the Fermilab site showing the path of the $\operatorname{BNB}$ (in magenta) and the locations of the three detectors in the $\operatorname{SBD}$ programme. Figure adapted from [ [6]].

### 3.1 The Booster Neutrino Beam

The $\operatorname{BNB}$ is designed to produce a pure beam of $\nu_{\mu}$ with as few impurities from other neutrino flavours as possible. As shown in Figure [3.ll, the Fermilab Booster synchrotron accelerates protons from a linear accelerator to a kinetic energy of 8 GeV [ 77$]$ ]. These protons are then extracted and magnetically steered such that they impact upon a beryllium target in the target hall. The result is a secondary hadron beam composed primarily of charged pions [[72]. As illustrated in Figure [3.2, this beam then passes through a magnetic focusing horn which - in neutrino mode - acts to collimate the positively charged hadrons, and deflect those charged negatively. In antineutrino mode, negative hadrons can be focused instead by reversing the horn polarity. The resulting collimated beam is comprised primarily of same-charge pions which are allowed to decay via $\pi^{+} \rightarrow \mu^{+}+\nu_{\mu}$ to produce $\nu_{\mu}$ in neutrino mode and $\bar{\nu}_{\mu}$ via the conjugate process in antineutrino mode. At the end of the 50 m decay pipe, a concrete and steel absorber acts to stop particles from these decays which can further produce neutrinos of other undesired types [ [ $\quad 2]$. The dominant undesired secondary decay is the $\mu^{+} \rightarrow e^{+}+\nu_{e}+\bar{\nu}_{\mu}$ channel which contributes $51 \%$ of the total intrinsic $\nu_{e}$ component of the beam with the remainder primarily from $K^{+}$and $K^{0}$ decays [ [ T2]. The decay pipe length is chosen so
as to allow the maximal number of pions to decay with minimal contribution from the undesired secondary decays. The result, in neutrino mode, is a tertiary beam comprised primarily of $\nu_{\mu}(\sim 93.6 \%)$, and $\bar{\nu}_{\mu}(\sim 5.9 \%)$ peaking at an energy of $500-700 \mathrm{MeV}$, with $\nu_{e}$ impurities at the $\sim 0.5 \%$ level below energies of 1.5 GeV [ [ 2 ] - this is the BNB]. Figure 5.3 shows the predicted flux of $\nu_{\mu}, \bar{\nu}_{\mu}, \nu_{e}$, and $\bar{\nu}_{e}$ from the $\mathbb{B N B}$ (in neutrino mode) through $\mathbb{W i c r o b o o N E}$ as a function of the incoming neutrino energy [ [ 72 ].


Primary proton
Secondary hadronic beam
Tertiary neutrino beam beam

Figure 3.2: A schematic (not to scale) of the production of neutrinos in the BNB running in neutrino mode. The particle in black is a proton which impacts upon the target. The secondary hadrons are shown in blue, and the tertiary neutrinos in orange. The particles shown in green are produced with the neutrinos in the hadronic decays and are stopped by the absorber.

Nominally, each $1.6 \mu$ s spill from the booster contains $\sim 5 \times 10^{12}$ protons, which are delivered to the $[B N B]$ target at a maximum allowable average rate of $5 \mathrm{~Hz}[[\tau 2]$. The amount of data collected by MicroBooNE is typically measured by the number of Protons-(OnTarget (POT), where (using the nominal values stated here, and assuming 9 month run-time) one calender year maximally corresponds to $\sim 5.8 \times 10^{20} \mathrm{POT}$. In practice, the actual $\mathbb{P O T}$ rate available to $B$ icroBooNE is somewhat less that this estimate and is shown in Figure 3.4 to be on average $\sim 3.45 \times 10^{20} \mathrm{POT} /$ year. The difference between the orange and red lines in this figure indicate the detector uptime which is $\sim 96 \%$.


Figure 3.3: The $B N B$ neutrino flux prediction through $\mathbb{M i c r o B o o N E}$, averaged through the पРС volume. The peak of $\bar{\nu}_{\mu}$ at low energies arises primarily from the pion-to-muon decay chain. Taken from [ [ $\mathbf{C z}]$.


Figure 3.4: The Protons-On-Target delivered to the $B N B$ per week. Each blue bar shows the POT delivered in a given week. The red line shows the cumulative $P(\mathbb{T}$ delivered, and the orange line refers to the amount of data that was successfully measured and stored on tape by MicroBooNE. The difference between the orange and red lines is a measure of the detector uptime. This plot was obtained from the experiment's internal operational monitoring website, and so the dates should be read in US month/day/year format.

### 3.2 The MicroBooNE detector

Broadly, MicroBooNE consists of three detector subsystems: the Time Projection Chamber (TPC), the Light Collection System (LCS), and the Cosmic-Ray Tagger (CRT). The TPC provides high-resolution positional and calorimetric information, while the LCS and CRT supplement the IPD with additional positional and, crucially, superior timing information. This section begins with a general discussion of argon as a detector medium, followed by the design and operational principles of the three detector subsystems.

### 3.2.1 Charged particles interactions in liquid argon

As a charged particle travels through liquid argon, it can impart energy to the argon atoms leading to excitation or ionisation. In general the number of electrons liberated through ionisation in a small distance $d x$ travelled by the particle scales with the energy lost $d E$ by the particle in that distance. The particle will continue along its trajectory, leaving a trail of ionisation electrons in its wake until insufficiently energetic to further ionise the argon. The distribution of the resulting cloud of ionisation electrons defines the trajectory of the particle, and the density defines the rate of energy loss, $d E / d x$. Additionally, the particle can undergo elastic or inelastic scatters on the argon atoms which will change its trajectory and, in the latter case, potentially liberate nucleons or produce other hadrons which may themselves leave ionisation trails.

If the argon volume is subject to an external electric field (as is the case for LArTPCs) the resulting ionisation electrons and their argon-ion counterparts will be separated. However, at the point of ionisation some fraction of these electron-ion pairs will attract and recombine. The rate at which the electron-ion pairs are separated, and hence the magnitude of this recombination effect is then dependent on the strength of the external electric field. A stronger field typically leads to lower rates of recombination. [i8]]

Once separated, the ionisation electrons will drift through the argon under the influence of the electric field. In a uniform field, the electrons initially accelerate but quickly reach a constant drift velocity governed by the field strength and the mobility of the electrons through liquid argon. The mobility is an empirically determined property of a material which defines how quickly an electron will travel through that material. Typically, the thermal velocity of the electrons is significant with respect to their drift velocity. The resulting random walk of the electrons manifests at the distribution level
as a spatial diffusion of the electron cloud. The scale of the diffusion is hence dependent on the amount of time for which the electrons drift. [TY]]

Although argon is a noble element, a real-world detector will inevitably have nonargon electronegative impurities such as water and oxygen. While drifting, some fraction of the number of initial electrons in the cloud, $N_{0}$, will be captured by these impurities resulting in an exponential decay in the total number of electrons $N$ as a function of drift time $t$, as given by:

$$
\begin{equation*}
N(t)=N_{0} e^{-t / \tau} \tag{3.1}
\end{equation*}
$$

Here, $\tau$ is the electron lifetime which is governed by the purity of the argon. [4]
In addition to these ionisation signatures, charged particles can also produce optical signals via scintillation and Cherenkov radiation. In liquid argon, scintillation primarily occurs when excited and bonded argon atom pairs (so called excimers) dissociate and reach their respective ground states through photonic emission [80]. The argon excimer has two low-lying excited states which decay to the ground state after characteristic time intervals. Consequently, the scintillation light resulting from a charged particle has a fast ( $\sim 6 \mathrm{~ns}$ ), and a slow $(\sim 1.5 \mu \mathrm{~s})$ component [ $\mathrm{Kn}_{\mathrm{D}}$ ]. In both cases, the emitted scintillation light has a narrow wavelength spectrum peaking at 128 nm in the Vaculm Ultraviolet (VUV) range, and is emitted isotropically [80]. Liquid argon is a bright scintillator producing $\mathcal{O}\left(10^{4}\right)$ photons per MeV of deposited energy under typical LArTPC electric field strengths, and is also transparent to its own scintillation light [4]. Therefore, scintillation light can readily be measured and is a complementary source of information to the ionisation signatures.

### 3.2.2 Operational principles of the MicroBooNE LArTPC

Like all LArTPC detectors, MicraBonNE consists of a volume of liquid argon instrumented to detect the aforementioned ionisation signatures. As depicted in Figure 3.5, a cuboidal field cage surrounds the active detector volume. The cage consists of 64 stainless steel tubes which are shaped into rectangular loops [G]. An electric field is produced via a potential difference between between the Cathode Plane Assembly (CPA) and the Anode Plane Assembly (APA) and a resistor divider chain links the field-cage loops such that the voltage is stepped evenly from the CPA to the APA at each loop to produce a uniform field [G]. Ionisation electrons move toward the APA with a constant drift com-
ponent of their velocity, $v_{d}$, due to the electric field. By convention, the APA is defined to be at $X=0$, and the electrons drift in the negative- $X$ direction. As illustrated in Figure [3.6, the APA consists of 3 wire planes labelled U, V, and W. Each wire plane spans the entire anode side ( $Y Z$ ) of the TPC and consists of many finely and equally spaced wires, each pointing at a constant angle in the plane. The $Y$-direction is defined along the upward vertical direction, and $Z$ is along the beam axis such that all three directions, $X, Y, Z$ are orthogonal. The wire angles are maximally different among the planes, i.e. $\theta_{Y Z}=0^{\circ}$, and $\pm 60^{\circ}$ for $\mathrm{W}, \mathrm{U}$ and V respectively, where $\theta_{Y Z}$ is the angle in the $Y Z$-plane to the vertical. The planes themselves are finely spaced and ordered in $X$ where U has the largest $X$, followed by V and W in turn. The U and V planes are held at bias voltages so a drifting electron will induce a current on the wires and continue on toward the W plane which is itself biased such that the electron will collect onto a wire producing a current [4]. For this reason, U and V are collectively known as the induction planes, and W is the collection plane. The details of this setup are summarised in Table [.].


Figure 3.5: The $\mathbb{M i c r o B o o N E ~ I P D}$ shown housed in the cryostat. The high- $Z$ end cap of the cryostat is here not shown. Figure modified from [4].


Figure 3.6: Illustration of the geometrical connection between the 3D and three 2D coordinate systems used by MicroBooNE. The black cuboid is the $\mathbb{T P D}$ active volume and the dashed planes are the projections of the active volume into each of the three views. The solid coloured lines on the low- $X$ side of the TPD illustrate a few of the sense wires for each plane, in reality these wires span the full face. The black dot shows how an example 3D position is projected into each view.

| Parameter | Symbol | Value |
| :--- | :--- | :--- |
| Width (drift direction) | $L_{X}$ | 2.560 m |
| Height (vertical direction) | $L_{Y}$ | 2.325 m |
| Length (beam direction) | $L_{Z}$ | 10.368 m |
| Wire spacing | $s$ | 3 mm |
| Inter-plane spacing |  | 3 mm |
| Number of U wires |  | 2400 |
| Number of V wires |  | 2400 |
| Number of W wires | $\theta_{Y Z}^{U}$ | 3456 |
| U wire angle | $\theta_{Y Z}^{V}$ | $-60^{\circ}$ |
| V wire angle | $\theta_{Y Z}^{W}$ | $0^{\circ}$ |
| W wire angle |  | $273 \mathrm{~V} / \mathrm{cm}$ |
| Field strength | $v_{d}$ | $1.1 \times 10^{\circ} \mathrm{m} / \mathrm{s}$ |
| Drift velocity |  | $500 \mathrm{~V} / \mathrm{cm}$ |
| Proposed field strength |  | $1.6 \times 10^{3} \mathrm{~m} / \mathrm{s}$ |
| Drift velocity at proposed field strength |  |  |

Table 3.1: Design parameters of the Microboone LArTPC [4]

A localised deposition of ionisation electrons at a point $\left(X_{0}, Y_{0}, Z_{0}\right)$ and time $t_{0}$ will on average reach the APA at time, $t_{M}$, given by:

$$
\begin{equation*}
t_{M}=t_{0}+\frac{X_{0}}{v_{d}} \tag{3.2}
\end{equation*}
$$

As a result, a signal peak $I_{i}^{P}(t)$, will be produced on wires labelled by plane, $P=U, V, W$ and wire number, $i$, as a function of time, $t$. The shape of these signals will depend on $P$, and is bipolar for induction plans and unipolar for the collection plane - as shown in Figure $[57[87]$. A 3D distribution of charge along multiple particle trajectories will produce signals on multiple wires. By plotting these wire signals as a function of time and the (position ordered) wire number for each plane individually, $I^{P}(t, i)$, we obtain three two-dimensional images of the particle trajectories - one for each plane.


Figure 3.7: Simulated responses for a single wire from each of the three readout planes, U, V, W. A bipolar peak is produced on induction planes, and a unipolar peak is produced on the collection plane. The wire responses $I_{i}^{P}(t)$ are here presented in baseline-subtracted ADCD which is the output of the Analogue-to-Digital Converter electronics on the raw wire signals. The simulation shown here is for an ideal line source of charge deposited perpendicular to all wires, with no simulated noise. In practice MicroBooNE experiences significant noise which is removed while processing the wire signals. Figure modified from [ 81$]$, which includes more details of the noise removal process.

To produce such an image, $t$ and $i$ are typically scaled by $v_{d}$ and the wire spacing, $s$, respectively such that they can be compared on the same footing with dimensions of distance, as given by:

$$
\begin{align*}
x & =v_{d}(t-T)  \tag{3.3}\\
z_{P} & =i s
\end{align*}
$$

The time $T$ is conventionally chosen to be the time at which the readout was triggered, such that for charge deposited at $t_{0}=T$, the position $x=X_{0}$. More details of MicroBooNE's trigger system are given in Section [2.2. An example image from MicroBooNE is shown in Figure [3.8].


Figure 3.8: An example BNB data image from the collection plane of charged particle trajectories from a neutrino interaction in MicroBooNE. In this case the wire number coordinate, $z_{W}$, is shown along the horizontal axis and the time coordinate, $x$, is along the vertical. The colour scale shows the magnitude of the signal after noise removal and signal processing.

It is important to note that the three readout images (now dropping the redundant labels), $I\left(x, z_{U}\right), I\left(x, z_{V}\right), I\left(x, z_{W}\right)$, share the common coordinate $x$. Geometrically, this means each of the three 2D coordinate systems $\left(x, z_{U}\right),\left(x, z_{V}\right),\left(x, z_{W}\right)$ are projections of the full 3D coordinate system $(X, Y, Z)$ onto the planes defined by normals $\mathbf{n}_{P}=$ $\left(0, \cos \left(\theta_{Y Z}^{P}\right), \sin \left(\theta_{Y Z}^{P}\right)\right)$. Said otherwise, the three readout images are orthographic 2D projections of the 3D particle trajectories from different angles of rotation around the Xaxis, as illustrated in Figure [3.6]. As such, given any two 2D coordinates $\left(x, z_{A}\right),\left(x, z_{B}\right)$ one can determine the corresponding 3D position $(X, Y, Z)$ and hence the projection $\left(x, z_{C}\right)$, where $A B C=U V W$ and cyclic permutations thereof. Consequently, a 3D image of the particle trajectories can be reconstructed from the three 2D images. This is the basic operational principle of a LArTPC.

It should also be stressed that the coordinate $x$ is calculated from the time $t_{M}$ at which the signal is measured, not the time $t_{0}$ at which the charge was deposited. From Equation $\sqrt[3]{2}$ and Equation [3], one can see that for a deposition of charge at $\left(X_{0}, Y_{0}, Z_{0}, t_{0}\right)$, the measured position, $x$ (and equivalently $X$ ), differs by $\Delta x$ from $X_{0}$, as given by:

$$
\begin{equation*}
\Delta x=x-X_{0}=v_{d}\left(t_{M}-T\right)-X_{0}=v_{d}\left(t_{0}-T\right) . \tag{3.4}
\end{equation*}
$$

As noted above, $\Delta x=0$ for particles produced at the trigger time, $T$. However, all other particles will appear shifted by $\Delta x$. The $t_{0}$ of a given particle typically is not known a-priori, and additional timing information is required from the $\mathbb{C S}$ or $C R D$ to supplement the TPC.

### 3.2.3 The Light Collection System

MicroBooNEl's primary LCS consists of 32 optical units. As shown in Figure B..9, each optical unit comprises a Photomultiplier Tube (PMT) housed behind a wavelength-shifting plate and surrounded by a "magnetic shield" [G]. As described in Section [2.2.], Liquid Argon (LAr) scintillation light is emitted in the $\nabla \mathbb{V}$ range. In order to detect this light with the PMUS employed by MicroBooNE, it must be shifted into the visible region; this is the purpose of the acrylic wavelength-shifting plates that are coated with Tetraphenyl butadiene (TPB) - a fluorescent compound that absorbs in $\nabla U \nabla$ and emits in the visible range [4]. The purpose of the mu-metal magnetic shield (a nickel-iron alloy with high magnetic permeability) is to mitigate the effect of the Earth's magnetic field on $\mathbb{P W T}$ response. The optical units are mounted on the $\mathbb{D W D}$ rack, shown in Figure 3.5 and Figure [.]D, which is located behind the anode side of the [PC. In addition to this primary system, MicrobooND also employs a secondary LCS for research and development purposes. This secondary system is not used in the work presented in this thesis and so isn't described here, see reference [ 4$]$ for more details.


Figure 3.9: A schematic of a MicrobooNE optical unit. Modified from [4].


Figure 3.10: A cartoon of the placements of optical units with respect to the structural components of the MicroBooNE IPC. Each blue circle represents one optical unit in the primary [CS]. The orange rectangles are components of the secondary R\&D $\mathbb{L C S}$. Modified from [4].

### 3.2.4 Cryogenic system

Microboonel's TPC and LCS are housed within the cryostat as shown in Figure 3.5 and Figure [.]0. The cryostat is cylindrical in shape with domed end caps, and is 12.2 m in overall length and 3.81 m in inner diameter [4]. In order to minimise variations in the drift velocity due to temperature gradients, a 41 cm thick spray-on foam insulation covers the outer cryostat surfaces to reduce the impact of ambient temperature differences to acceptable levels. Heat is inevitably added to the system from the active detector components and the external environment. To maintain the requisite stable operating temperatures, MicroBooNE is cooled by a nitrogen refrigeration system. The cooling power is provided by two nitrogen condensers, one used for normal operations and the remainder as backup. [4]

In order to maximise the electron lifetime, $\tau$ (see Equation [.]), MicroBooNE implements a LAD purification system. The system circulates, filters and pumps clean LAD into the cryostat such that the entire volume is recirculated every 2.5 days [ 4$]$; this ensures the levels of oxygen and water impurities are within the desired threshold. The whole set-up successfully maintains temperature variations below the design threshold of 0.1 K and laminar and turbulent LADr flow rates to below $1 \mathrm{~m} / \mathrm{s}$; these limits correspond to fractional errors in the drift velocity below $0.1 \%$ [ 4$]$. Temperature and purity monitoring systems ensure the cryogenic system performs within the prescribed thresholds.

Indeed, MicroBooNE has achieved a stable purity over all runs that surpasses the design threshold.

### 3.2.5 The Cosmic-Ray Tagger

MicroBooNE is a surface detector and is hence subject to cosmogenic particles. As the time taken for an ionisation electron to drift along the full width of the detector is $\mathcal{O}(\mathrm{ms})$, these cosmic-rays are numerous and a significant background to any analysis of neutrino interactions. To help identify these backgrounds, MicroBooNE installed a CRT system after the commissioning of the $\mathbb{I P C}$ and $\mathbb{L C S}$ systems was complete. Table $[\mathbf{S 2}$ summarises the data available that was collected with the CRT in place. The CRT is not used within the main content of this thesis, but is described briefly here.

The full CRT system is modularised. Each module consists of 16 plastic scintillating strips of width 10.8 cm and thickness 2 cm ; the length of the strips varies from $1.3-4.1 \mathrm{~m}$ among modules. The strips are placed side-by-side and are encased by a 2 mm thick aluminium casing. The result is a panel of width 1.75 m [ 82$]$. Scintillation light produced by a cosmic-ray within a strip is guided via an optical fibre to a silicon photomultiplier where the resulting signal is read out. Each strip contains two fibres in grooves along its long edges, which (by comparing the relative amplitudes from each edge) gives a positional resolution of 1.8 cm in the width direction as measured by laboratory tests [ 822$]$. The timing resolution achieved is $\sim 4 \mathrm{~ns}$, which is $\sim 3$ orders of magnitude faster than that of the TPC [82].

In total, 73 CRT modules cover the anode, cathode, bottom and top sides of MicroBooNE and are external to the cryostat. The modules are arranged so as to maximise coverage without obstructing existing detector components. The total cosmic-ray muon coverage is $85 \%$ [ 82$]$. On each detector face, the modules are arranged in two layers oriented at right angles; this allows for the simultaneous measurement of orthogonal components of the position of a crossing cosmic-ray.

| Run number | Begin | End | CRT available? |
| :--- | :--- | :--- | :--- |
| 1 | Oct 2015 | July 2016 | No |
| 2 a | Oct 2016 | March 2017 | Bottom and side only |
| 2 b | March 2017 | July 2017 | Yes |
| 3 | Oct 2017 | July 2018 | Yes |
| 4 | Sep 2018 | July 2019 | Yes |
| 5 | Nov 2019 | March 2020 | Yes |

Table 3.2: MicroboonEls run periods with and without the CRD installed. Periods between runs correspond to times at which the $\overline{B N B}$ was shut down, as can be seen in Figure [.].

### 3.2.6 Readout and trigger systems

Once a signal is detected by one of the subsystems, it must be read out and saved for future processing. The TPC and LCSS are read out together, as is described in this section, whereas the CRT is handled separately and described in reference [82]. Figure [3. 11 gives an overview of the readout system described below.



First, the signals from पРС wires are shaped and preamplified by an Application Specific Integrated Circuit (ASIC). Each ASTC is mounted on a cold motherboard that is directly attached to the wire carrier boards within the LArTPD itself, and hence
operates at cryogenic temperatures. In this way the wire-to-preamplifier interconnection distance is minimised which results in a high signal-to-noise ratio. The preamplified signals from the motherboards are transmitted $\sim 2-4.5 \mathrm{~m}$ via so called "cold cables" out of the cryostat. At this point, intermediate amplifiers housed in a Faraday cage provide sufficient gain such that the signals are suitable to be transmitted $\sim 10-20 \mathrm{~m}$ through warm cables to the readout boards in the detector hall. Upon reaching the readout boards the analogue wire signals are quantised via an Analogue-to-Digital Converter (ADC). This digitised data is handled by the Front End Module (FEM) on the readout board. The EENC compresses and stores the data in memory buffers until triggered to be transmitted via optical cables to dedicated Data Acquisition (DAQ) machines for further processing [4].

Each ASTC can read out 16 wires and each cold motherboard can either take 6 or 12 ASICS (or equivalently 96 or 192 wire channels) depending on its position. Motherboards mounted at the top of the APA have 192 channels (taking $48 \mathrm{U}, 48 \mathrm{~V}$, and 96 W wires); those motherboards mounted on the side have 96 channels that take either U or V wires. In total $\mathbb{M i c r o B o o N E}$ has 36 top-type and 14 side-type motherboards corresponding to a total of 8256 channels ( $2400 \mathrm{U}, 2400 \mathrm{~V}$, and 3456 W ) as given in Table B.D. Each ADC/FEN readout board can handle signals from 64 wires, and a total of 130 such boards are used. The readout boards are distributed among 9 crates which transmit to 9 DAQ machines - one per crate [4].

The LCSS signals are shaped, amplified, digitised, buffered and read out to the DAQ machines in a similar manner to those from the पPC. One main difference is that the signal from each $\mathbb{P V}$ is split into two, and each channel is amplified with different gains. Upon analysis, the high-gain channel is preferentially used for smaller signals, and can be supplemented by the low-gain channel if it begins to saturate for large signals.

MicroBoonE employs two simultaneous data streams to meet different physics goals. The supernova stream reads out continuously with a lossy compression scheme to reduce data rates. The data is stored by the DAQ system for $\sim 1$ day and only saved permanently for offline analysis in the event of a "supernova early warning system" alert from other larger neutrino detectors around the globe. By contrast, the neutrino stream (pertinent to this thesis) employs a lossless compression scheme, reads out only when triggered and stores all data permanently for offline analysis. The remainder of this section describes the neutrino stream only, and is summarised in Figure [.]2 [4].


Figure 3.12: The timing structure of MicroBoONE 's neutrino readout stream in response to a $[\mathrm{BNB}$ or fake-beam trigger. [8:3]

The Trigger Board (TB) controls which of the data held in the EEMD buffers should be transmitted to the DAQ machines. The $[\mathbb{B}$ takes trigger inputs from various sources which are combined with boolean logic to form the final result as described below. Beam trigger inputs fire when a spill occurs for the BNB, NuMD (not discussed here), or a "fake" beam. The fake beam trigger is simply a strobe with configurable frequency used to read out no-beam data in the same manner as if there were a $\operatorname{BNB}$ beam spill. The fake beam trigger won't fire in coincidence with a real beam. Additionally, the $\mathbb{W B}$ takes trigger inputs from the PVTI FEMS and has other sources for calibration purposes. [G]

For normal data taking, a beam trigger is required to fire for readout to occur. However, on account of the neutrino-argon cross-section, flux and detector volume, the majority of beam spills won't result in a neutrino interaction in the detector. Consequently, an additional beam-gate $\mathbb{P M}$ trigger is also required to reduce the data rate of neutrinoless events. To fire, the beam-gate $\mathbb{P V T}$ trigger demands a sufficiently large optical signal in coincidence with the expected arrival time of a neutrino. The start time of this beam
trigger window is determined empirically and has a duration of $1.9 \mu \mathrm{~s}$, corresponding to the $1.6 \mu \mathrm{~s} \mathrm{BNB}$ spill window with a 300 ns padding.

Once readout is triggered, TPC data is saved by the DAQ system for the interval $T-1.6 \mathrm{~ms} \rightarrow T+2 \times 1.6 \mathrm{~ms}$, where $T$ is the time of the beam trigger. The interval 1.6 ms corresponds to the maximum drift time, $L_{X} / v_{d}$, at the proposed electric field strength. In practice, MicroBooNE operates with a lower field than initially designed (at which $L_{X} / v_{d}=2.3 \mathrm{~ms}$ ); nevertheless, the readout interval is still sufficient to capture the full drift volume. PVT data is recorded in 1.6 ms frames, and readout occurs for the frame containing $T$, the preceding frame and the two following frames. Data from all PVUS is saved in the $23.4 \mu \mathrm{~s}$ interval following $T$, however (to reduce data rates from cosmicrays) for the remaining time, PMTS must individually fire a cosmic PMT trigger to be read out. This trigger is effectively a threshold on the magnitude of the signal from the $\mathbb{P V}$. The $23.4 \mu \mathrm{~s}$ is sufficient to capture light from the primary neutrino interaction and secondary interactions such as particle decays.

### 3.3 Experimental challenges

After the data is taken, there exist a number of challenges that must be addressed at the analysis level related to the operation of the detector which are described here.

### 3.3.1 The rate of cosmic rays

One of the major backgrounds for any analysis of neutrinos with MicroBooNE are cosmid [ays. A typical event (corresponding to the readout shown in Figure [3.L2) contains $\mathcal{O}(10)$ cosmic-ray muons that produce ionisation signals in the detector. For a given event it is non-trivial to distinguish the signals due to the neutrino from those due to cosmic rays. The methods by which this is achieved are discussed in Part $\mathbb{\square}$ of this thesis. Additionally, due to the high rate of cosmic rays, even with the requirement that the beam trigger is coincident with the beam-gate $\mathbb{P N T}$ trigger, around 5 in 6 events recorded will not contain a neutrino interaction [7] .

### 3.3.2 The Space-Charge Effect

The positive argon ions produced primarily by cosmic-rays drift under the influence of the electric field toward the cathode where they are neutralised. These ions drift significantly more slowly than the ionisation electrons and this, coupled with the large cosmic-ray flux, results in a build up of positive charge throughout the detector. To first order, the density of this positive charge doesn't depend on $Y$ or $Z$ and increases linearly in $X$ from zero at the anode [84]. This positive charge distorts the uniformity of the electric field experienced by the ionisation electrons causing non-linearities in their drift paths and hence deformations of the particle trajectories seen in the output images. Qualitatively, trajectories are deformed toward the centre of the detector, and the strength of the effect increases with distance from the anode. Figure [.].3 shows the impact of this effect on the end points of through-going cosmic-rays in MicroBooNE data. This is known as the Space-Charge Effect (SCE) and has been modelled, simulated and measured in data by $\mathbb{B i c r o B o o N E}$. The result of this work [84] is a lookup table whereby reconstructed 3D positions can be SCE-corrected to account for these deformations.


Figure 3.13: Start and end points of cosmic-ray muons reconstructed from MicroBoont off-beam data and $t_{0}$ tagged by an external muon counter system. The vast majority of cosmic-ray muons are through-going and hence the end points are expected to pile up at the IPD boundaries (shown by the dotted rectangle). A significant deformation of the particle trajectories is observed due to space charge. Taken from [84].

### 3.3.3 Unresponsive detector regions

A number of the wire channels are functionally dead [ 81$]$. The majority of these dead channels are due to touching wires from different planes ( $U \leftrightarrow V$ and $V \leftrightarrow W$ ) that result in a short circuit. Additionally, some channels are lost due to misconnected or dysfunctional ASTCS. The bias voltage on the shorted wires is effected which can lead to charge being collected on $U$ or $V$-plane wires. The result is a shielding effect whereby functional wires on the $W$-plane that are behind shorted $U \leftrightarrow V$ wires see less charge under normal operating conditions. However, this effect is removed by calibration [85].

The dead channels are known and must be accounted for during the reconstruction and analysis stages. As shown in Figure B..74, $\sim 17 \%, \sim 5 \%$ and $\sim 10 \%$ of the channels are unresponsive for the U, V and W readout planes respectively. Consequently, $\sim 30 \%$ of the detector volume is not visible in at least one of the output images. However, as only two planes are strictly required to reconstruct 3D particle trajectories, only $\sim 2.5 \%$ of the detector volume is unusable in this regard. Furthermore, only $\sim 0.04 \%$ of the volume is unresponsive on all planes.


Figure 3.14: Unresponsive regions of the $\begin{aligned} & \text { MicroboonEIPC. Regions are colour-coded based }\end{aligned}$ on the number of readout planes ( 0 white, 1 blue, 2 orange, 3 green) that are unresponsive at that point. The X -axis points into the page.

### 3.4 MicroBooNE simulations

The MicroBoonE collaboration uses a Monte-Carlo (MC) simulation of neutrino interactions which can be factorised into five stages, described below.

1. Flux simulation. MicroBooNE uses a simulation [86] of the BNB that was initially developed by $\mathbb{M i n i B o o N E}$ [77]. The production rate of secondary hadrons in proton-beryllium collisions is calculated using a double-differential cross-section for each hadron species as a function of the momentum and direction of the hadron produced. For the dominant $\left(\pi^{ \pm}\right)$mode, this cross-section is defined using the Sanford-Wang (SW) parametrisation [87] which has been fit to p-Be data at Booster proton energies from the HARP experiment [ [87] using a replica of the BNB target. The simulation also uses custom cross-sections for the interactions of pions and nucleons on beryllium (target material) and aluminium (horn material) based on world data [[77]. The propagation of particles through the target, horn and decay pipe is simulated using the Geant 4 toolkit [ $[9]$ and a custom model is used for the particle decays that result in the production of neutrinos [ [77]. The rate of simulated neutrinos propagated to MicrobooNE defines the flux shown in Figure [3.3].
2. Neutrino generation. The interactions between neutrinos and argon nuclei are simulated using the GENIE event generator [90]. MicroBooNE uses a configuration [49] ${ }^{\square}$ for which the $\mathbb{C C l}-\mathrm{QE}$ (Nieves) [47] and CCD-DEC (Valencia) [ 91$]$ models are tuned to neutrino interaction CCO $0 \pi$ cross-section data from the T 2 K experiment [92]. Most relevant to the primary analysis of this thesis, the Berger-Sehgal model [37, $39-42]$ is used to simulate CO-Res interactions. GENIE simulates the dynamics of the argon nuclei and, using the simulated BNB flux, generates neutrino interactions of each mode with a rate and kinematics derived from the aforementioned models. GENIE also accounts for the transport of the resulting particles through the nucleus including the effects of ESTl. In addition to neutrino-argon interactions, GENIE is also used to simulate "dirt" background interactions where a neutrino from the beam interacts with material outside of the WPD.
3. Propagation of final-state particles. The final-state particles of the neutrino interactions generated by GENIE are propagated through the detector volume using Geant4 [8.4]. This stage accounts for the energy-loss of particles (due to ionisation)

[^18]and any secondary interactions or decays of the final-state particles, including the formation of electromagnetic showers.
4. Detector simulation. Finally, the ionisation electrons simulated by Geant 4 are propagated through a simulation of the detector to produce simulated wire signals. This procedure is described in reference [93] and summarised here.

First, the simulated cloud of ionisation electrons is transformed to a distribution of electrons at the wire planes. This transformation accounts for the electron-drift and includes the effects of recombination, diffusion, attenuation due to impurities, and distortions of the drift field due to $\operatorname{SCE}$. The responses of the wires due to induction or collection of the drift electrons is then simulated. This includes the known responses of the front-end electronics (which have been measured by injecting a calibration signal to each channel). The wire responses are digitised and noise due to electronic components is added. The noise model is data-driven and based on the wire responses with the drift field switched off. This simulation has been validated using cosmic rays from beam-off data [94], and performs well. Any residual differences between the data and simulation from this validation procedure are used to assess the uncertainty on the पPD simulation in Part [ll of this thesis.

Due to the computational cost, scintillation photons are not individually tracked for each simulated event. Instead, the detector is voxelised ${ }^{\boldsymbol{\square}}$ and the response of each PW to an isotropic collection of scintillation photons produced in each voxel is simulated and stored in a photon visibility map. This map is used to look-up the corresponding PVT responses to the scintillation photon simulated by Geant4. This simulation has also been validated using cosmic rays from beam-off data and any differences are again used to assess the uncertainty on the optical simulation.
5. Overlaying cosmic-ray data. The final stage is to add cosmic rays to the simulated neutrino interactions. This is done by adding the simulated wire and PVT signals to those from unbiased beam-off data (produced by firing the so-called "fake" beam trigger). This process is known as overlaying.

[^19]
## Part II

Reconstruction and identification of neutrino interactions in dense cosmic ray environments

## Chapter 4

## Pandora pattern-recognition in MicroBooNE

### 4.1 Introduction

As described in Chapter [3, MicroBooNE produces three 2D images of the interactions that occur in the detector. These images are rich with high-resolution information which allows the experiment to distinguish between (and measure the properties of) a wide range of neutrino interaction topologies. In many cases, the images can be understood by the human brain with relative ease. However, to fully exploit the data, a systematic and computational pattern-recognition procedure is required. This procedure aims to identify individual particle trajectories, and their relationships, to infer their interactions and decays.

The diverse particle signatures seen by Microboont are together challenging for any single pattern-recognition approach. To solve this problem (amongst other approaches) MicroboonE uses the Pandora pattern-recognition framework - founded and developed by the Cambridge group. Pandora forms the basis of all of the work in this thesis, both directly through algorithm development and indirectly by use of its output products in downstream analyses. Consequently, this chapter is devoted to Pandora and the direct contributions made by the author.

Whilst described here in the context of MicroBoonEl, Pandora also provides a general solution to the LArTPC pattern-recognition problem and is indeed used by other such experiments. The Pandora approach is to break the pattern-recognition problem up into many stages, each with defined aims, inputs and outputs. For each stage, multiple algorithms are designed which each target a specific topological signature, and a given algorithm will update the output of the stage only when that signature is clearly present. Each algorithm is hand-written to add a different piece of domain-knowledge to the system (e.g. particles are often represented by continuous lines of hits), which is something the human brain might look for in the images. When required, groups of these algorithms are executed iteratively to facilitate feedback loops. This iteration allows for multiple algorithms to work together, each making small cautious decisions, until the output gradually emerges.

The Pandora content of this chapter describes the state of the project as utilised by the main analysis work of this thesis (presented in Part [II) and is largely cited from [45.] and [96]. The main contributions of the author of this thesis to Pandora relate to the consolidated approach, described in Section 4.6 and detailed in Chapter [5.

### 4.2 Input and outputs of the Pandora framework

### 4.2.1 Inputs to Pandora

Before pattern recognition can begin, the raw wire signals must be processed to remove noise and detector effects. The measured wire response is the convolution (in the time domain) of the true signal from the ionisation electrons and the known detector response (shown for a collection plane wire in Figure (.). $)$ with the addition of detector noise at known frequencies due to various components (e.g. power supplies).

The noise is reduced by filtering out the problematic frequencies, and a deconvolution procedure is employed to extract the ionisation signal. In general, the measured response on a given wire has contributions from the signal on the wire itself and also those nearby. Consequently, a two-dimensional deconvolution is used in the time and wire domains. As shown in Figure $\boxed{4.2}$, the processed signal is significantly cleaner and unipolar on all planes.


Figure 4.1: The digitised waveform due to a calibration signal injected on a single collection plane channel in MicroBooNE]. Figure taken from [97].

The processed signals on each wire (as a function of time) are evaluated by a peakfinder which identifies "wire-hits". A hit is produced for each peak and is parametrised by a rectangle in the $x-z$ plane (as defined in Equation [3.3). The mean and standard deviation of a Gaussian fit to the peak are converted to spatial coordinates via the aforementioned equation, and respectively define the centre and width of the rectangle in $x$. The centre and width of the rectangle in $z$ are respectively defined by the position of the wire and the wire spacing. Finally, each hit is assigned a charge calculated by the integral of the fit. The collection of hits from all wires on all planes form the input to Pandora.


Figure 4.2: Event displays from $\mathbb{M i c r o B o o N E}$ data of a possible neutrino interaction. From left to right this figure shows waveforms: without processing, after noise filtering and after 2D deconvolution. The interaction is shown on the collection plane (top) and the induction Uplane (bottom). The colour scale indicates the amplitude of the wire responses and is presented in arbitrary units. Figure taken from [97].

### 4.2.2 Output from Pandora

Pandora's primary goal is to identify individual particles from the 2D hit collections and to reconstruct their corresponding 3D trajectories. The Event Data Model (EDM), shown in Figure 4.3, encapsulates all such reconstructed quantities identified by Pandora. The main entity is the Particle-Flow Object (PFO) which represents a reconstructed particle, of which there may be many in a given event. Each $\mathbb{P F O}$ is assigned up to three reconstructed clusters (one per readout plane), which are in turn assigned any number of hits. The EDM is designed such that each hit may only be assigned to one cluster, and each cluster to one $\mathbb{P F O}$. Additionally, the reconstructed particles are assigned a 3D vertex which represents the position at which the particle first left an ionisation deposition in the detector. PFOS may also be assigned reconstructed 3D space-points (which are reconstructed 3D positions determined to lie along the particle's trajectory that project to a hit position). Finally, the PFOs are arranged into hierarchies, which indicate parent-daughter relationships in interactions and decays. The EDDI forms the output of Pandora and is used as the input to downstream analyses.


Figure 4.3: The Pandora Event Data Modell. Black arrows indicate the assignment of one object to another, and the annotations summarise how each object is produced by Pandora's algorithms.

In addition, the EDVI represents Pandora's understanding of the input images during execution. At the beginning of the pattern recognition, the EDM consists only of the input hits which are not yet assigned to any clusters. Pandora's algorithms act to query and update the EDM, and collectively populate the final output.

### 4.3 Typical particle signatures in MicroBooNE

MicroBoonE is capable of imaging particles with a wide range of complex topological signatures. Track-like particles such as muons, protons and charged pions traverse the detector leaving continuous lines of hits as they gradually lose energy due to ionisation. These particles may scatter (producing deviations in the track trajectory) or undergo secondary interactions (producing further particles). If a track-like particle comes to rest in the detector then a Bragg-peak will be visible in the charges of the hits at the end of the track. The shape of this Bragg-peak allows for discrimination between particle types. Electromagnetic shower-like particles such as electrons and photons initiate a cascade of secondary particles. The electrons and positrons in this cascade leave tracks which together form the shower signature. At BNB energies, a wide range of shower signatures are possible from single electron tracks to a large dense cascade. Discrimination between electron and photon showers is possible through the rate of charge deposition at the start of the shower - a photon shower will begin with depositions from an electron-positron pair, whereas an electron shower begins only with the electron itself. Additionally, a photon can travel from its point of production before initiating a shower whereas an electron will be visible immediately. Figure $\sqrt{4} .4$ shows a simulated event display with various particle signatures.

Neutrino interactions consist of an interaction vertex position from which the finalstate particles emerge, giving rise to a wide range of possible topologies. CRS are typically energetic muons and so are track-like but can also produce small delta ray (energetic ionisation electron) showers. If the origin (CR or neutrino) of a given interaction is known a priori then domain-knowledge of the possible topologies can be used to improve the performance of the pattern recognition. Consequently, Pandora employs two chains of algorithms (summarised in Figure 4.5 ) which are used by WicroBooNE.


Figure 4.4: Reconstructed $V$-plane hits, coloured by charge, for a simulated neutrino interaction producing the $\mu+\pi^{0}+2 p$ topology overlaid with beam-off cosmic data. The photon showers are from the decay of the neutral pion.

### 4.4 Pandora's algorithms for cosmic-ray signatures

The cosmic-ray chain is optimised to reconstruct events that contain only cosmogenic activity, and is strongly track-oriented as the majority of the particles of interest are cosmic-ray muons. The neutrino chain is optimised to reconstruct events containing only a neutrino interaction. Under this hypothesis, the interaction vertex is identified early in the algorithm chain to motivate the production of emerging tracks and showers. MicroBooNE events will typically consist of both neutrino and cosmic-ray interactions. Consequently, it is crucial and non-trivial to apply the correct algorithm chain to the correct hits. Section 4.5 and Chapter 国 describe the algorithms developed to handle this problem. The remaining sections in this chapter describe the two algorithm chains in isolation.

## Cosmic-ray algorithm chain



Neutrino algorithm chain


Figure 4.5: Flowchart of the steps in the two Pandora algorithm chains used by $\operatorname{DVicroBooNE}$. Modified from [96].

### 4.4.1 2D clustering

The cosmic-ray algorithm chain begins with the 2D clustering stage. Working in each view independently, a group of algorithms look to group continuous lines of hits together into clusters. A new cluster is produced at any kink, gap or bifurcation. At this point, the reconstructed clusters are of high purity (each cluster only represents one true particle) but can be of low completeness (the cluster may represent only a fraction of all the true particle's hits). A collection of cluster refinement algorithms look to merge the existing 2D clusters if specific topologies are identified (such as crossing particles) without compromising purity. Knowledge of unresponsive regions allows clusters to be merged over gaps in the input images.


Figure 4.6: Event displays showing the output of the 2D clustering stages for two crossing particles. The hits are colour coded by cluster. Figure (a) shows the initial clusters which break at unresponsive regions and the crossing point of the particles. Figure (b) shows the refined clusters which have been extended over the unresponsive regions and merged at the crossing point. Figure taken from [96].

### 4.4.2 Track cluster matching

After 2D clusters have been formed in the three input images separately, the next step is to identify the clusters in different views that represent projections of the same particle, as is illustrated in Figure [.8. A sliding linear fit is applied to each cluster so it can be represented as a line $z_{P}(x)$ (using the coordinates defined in Equation [3.3). As shown in Figure 4.7 , to perform the sliding linear fit, an axis is first defined by a linear fit to the positions of the hits in the cluster. Beginning at one of the two most extremal hits on the axis, a linear fit again is applied to the subset of hits within a rectangular window of width 12 cm aligned along the axis direction. The window is slid across the full length of the axis in steps of 3 mm (set by the wire spacing) until the final hit is reached. The line $z_{P}(x)$ is defined by a linear interpolation between the fit results at consecutive window positions.

As shown in Figure [4.8, the extent to which a given pair of clusters match (from different views $A$ and $B$ ) can be measured by the overlap of the span of the cluster fits in the $x$-direction. One can also determine the expected cluster fit positions in the remaining view, $C$, at each common $x$-position, $z_{C}^{\prime}(x)=\mathcal{P}\left(z_{A}(x), z_{B}(x)\right)$, where $\mathcal{P}$ performs the projection. The consistency between a given triplet of clusters (one


Figure 4.7: An illustration of the sliding linear fit procedure. A linear fit to the hits is performed within a window that slides along an axis (black line). The sliding window is displayed at two example positions, A and B , and the result of the linear fit is shown below. The resulting sliding linear fit (green line) is the interpolation between all sliding fit positions.
from each view) can be measured by a Figure of Merit (FoM) calculated as the average squared distance between the projected and actual cluster positions $\left(z_{C}^{\prime}-z_{C}\right)^{2}$, over each common value of $x$ for all combinations: $U V \rightarrow W, W U \rightarrow V$, and $V W \rightarrow U$.

At the beginning of the track cluster matching stage, the $x$-overlap and consistency Fall are calculated for all possible triplets of clusters and stored in a rank-3 "tensor" whose indices label the clusters in each view. If every 2 D cluster has exactly one consistent match in the other views, then the tensor will be strongly "diagonal". Off-diagonal entries indicate ambiguities in the matching which typically arise from imperfect 2D clustering. A list of algorithm tools interrogate the tensor and identify cluster matches that are strongly consistent with a track. In these cases, a new $\mathbb{P F O}$ is produced and assigned the relevant clusters. If a trajectory projects to an unresponsive detector region, a $\mathbb{P F O}$ may also be formed from just two clusters. For ambiguous cases, the algorithms can also split or merge the 2 D clusters to see if the overall matching improves. Every such algorithm is designed to identify and resolve a specific topological ambiguity, examples of which are shown in Figure 4.8 . The algorithms are ordered and executed consecutively. However, if any algorithm modifies a cluster then the tensor is re-evaluated and execution begins again from the start. The process stops when every algorithm in the list can no longer take an action. Pandora is designed to be as performant as possible
and care has been taken to minimise the time complexity of each algorithm. For example, values that do not change between iterations are cached, and appropriate data structures such as k-d trees are used when searching for the nearest neighbour of a hit. In total, Pandora typically takes $\sim 3-4$ s to fully reconstruct ${ }^{\mathbb{T}}$ each MicroBooNE event, which can contain both neutrino and cosmic-ray induced particles.

### 4.4.3 Delta ray building

After the track cluster matching is complete, any remaining 2 D clusters that weren't matched are reconstructed as delta rays. These clusters are dissolved and their hits are re-clustered to improve their quality. Where possible these clusters are matched between views, and only $x$-overlap is considered. Any newly produced delta-ray particles in this step are assigned as a daughter of the closest primary (non delta-ray) particle.

### 4.4.4 3D Space-point and vertex reconstruction

The final step of the cosmic-ray algorithm chain is to reconstruct the 3D space-points which map out the trajectories of the PFOS. Where possible, a space-point is created for each 2D hit. By sampling sliding linear fits to the clusters in a given $\mathbb{P F O}$, a 2 D position, $z_{P}\left(x_{h i t}\right)$, can be derived for each cluster at the $x$-coordinate of the hit in question. These positions represent the desired projections of the 3D space-point into the 2D views. The 3D position which projects most closely to these desired 2D positions is used to produce the space-point, provided the projection distances are within a quality threshold. Lastly, a sliding linear fit is applied to the space-points of each PFO, and a 3D vertex is assigned at the end of the particle closest to the top of the detector.

[^20]

Figure 4.8: Event displays showing cluster matching ambiguities. Figure (a) shows a clear match between three clusters. The remaining displays show different topological ambiguities which are resolved during the track cluster matching stage. Figure (b) shows a long tracklike particle with a delta-ray cluster (circled). A match is made between the long clusters to resolve the ambiguity. Figure (c) shows a kinked trajectory which isn't visible in the $U$-view, but identifiable in $V$ and $W$. The $U$ cluster is split to resolve the ambiguity. Figure (d) shows a particle with missing hits in the $V$-view, but is continuous in $U$ and $W$. The $V$ clusters are merged to resolve the ambiguity. The triple ratios (e.g. 1:2:2) indicate the number of overlapping clusters in each view $(U: V: W)$. Figure taken from [96].

### 4.5 Pandora's algorithms for neutrino interactions

### 4.5.1 Neutrino interaction vertex reconstruction

As shown in Figure [.5, the neutrino and cosmic-ray algorithm chains share a number of common stages. One key difference in the neutrino chain is the early identification of the 3D neutrino interaction vertex, which is used by later algorithms to improve performance. By applying sliding linear fits to the 2D clusters, 3D vertex candidates are produced at positions that project to the cluster end points and crossing points. Each position is scored using a number of metrics that measure the extent to which the surrounding hits point back toward the candidate vertex, and act to suppress candidates that sit along straight tracks or within showers.

The product of these scores is used to rank the candidates, and those with the highest ranks seed groups of nearby vertices with a maximum radius of 10 cm . The individual scores of the seed vertices for each group are fed to a trained Support Vector Machine (SVM) which produces a likelihood that the input candidate vertex represents the true neutrino interaction position. The group with the highest SVM likelihood is selected, and the candidate vertices in that group again interrogated by a second SVM. Finally, the most likely candidate in the group is selected as the final neutrino interaction vertex. At this point, any clusters which straddle the vertex are split and the reconstruction moves on to the track cluster matching stage. The early identification of the neutrino interaction vertex is an important aspect of the neutrino algorithm chain as the vertex position is used to inform the logic of many downstream algorithms.

### 4.5.2 Shower cluster matching

Another important step in the neutrino algorithm chain is the special treatment of showers. After the 2D clustering and track cluster matching is complete, the PFOS are classified as track-like or shower-like by considering the spread of hits in the transverse direction along the particle's trajectory. Any shower-like particles are dissolved to allow for dedicated 2D shower clustering and the track-like particles emerging from the vertex are protected from being re-clustered. Clusters that represent shower spines are identified, these must be sufficiently long and point back to the vertex. Clusters that represent shower branches are also identified, these are typically shorter and begin along or nearby a shower spine. An example event display is shown in Figure 7.9 . An iterative process
grows 2D shower clusters (which are seeded by the spines) by adding nearby branches where appropriate.


Figure 4.9: Event display showing the result of the cluster classification. Track-like clusters are shown in red, and shower-like cluster spines and branches are shown in blue and green respectively. Figure taken from [96].

The 2D shower clusters are then matched between views in much the same way as the track-like case. The main difference is that sliding linear fits to the edges of the envelope of the shower clusters (as shown in Figure (1.II) are used to check the consistency between views. Again, 2D shower clusters are iteratively refined when ambiguities are identified and PFOS are produced for clear matches. Finally, after the cluster matching is complete, the shower PFOS are refined to improve their overall completeness. Any remaining clusters which couldn't be matched between views are merged into a nearby shower $\mathbb{P F O}$ if sufficiently close.


Figure 4.10: Event display showing the envelope (green) fitted to a shower-like cluster (red) in the $V$ and $W$ views. The projection of this envelope (orange) is shown in the $U$ view. Figure taken from [96].

### 4.5.3 Interaction hierarchy reconstruction

After the clustering of the PFO is finalised, the 3D space-points are produced for each PFO, as described in Section 1.4.4. Next, the particles are arranged into a hierarchy. A neutrino $\mathbb{P F O}$ is produced and assigned the neutrino interaction vertex but no clusters or space-points are assigned to it. A 3D sliding linear fit then is applied to the spacepoints of each track-like and shower-like $\mathbb{P F O}$ and those which emerge from the neutrino vertex (based on their proximity and directional information) are identified as the final states of the interaction and added as daughters of the neutrino $\mathbb{P F O}$. By a similar method, secondary particles are also identified and assigned as daughters of the finalstate particles. This process continues (adding granddaughters, etc.) until no more hierarchical associations can be made. Any remaining PFOS are assigned as neutrino daughters by default.

### 4.5.4 Track vs. Shower characterisation

The last step in the neutrino algorithm chain is to determine a final track-shower classification of the final-state PFOS. Up to this point in the chain, simple track-shower classifications have been utilised to inform the pattern recognition and to increase performance - for example, in the special treatment of shower-like clusters in Section 4.5.2]. However, the result of the characterisation described in this section is a track likelihood score that is used at the analysis-level (downstream of Pandora) and has no impact on the pattern recognition itself.

An SVM is utilised to perform the classification, which is fed with topological features of the 3 D space-points belonging to each PF . The features measure the linearity, the separation of the $\mathbb{P F O}$ from the neutrino vertex, the spread of the space-points in the secondary and tertiary directions with respect to the primary axis of the particle, and the angle between the space-points closest to and furthest from the neutrino interaction vertex. Finally, a particle type ( $\nu_{\mu}$ or $\nu_{e}$ ) is assigned to the neutrino $\mathbb{P F O}$ based on whether the final-state $\mathbb{P F ( ]}$ with most hits is more likely to be track-like or shower-like respectively.

### 4.6 Neutrino interactions in dense cosmic-ray environments

As Microboov\# is a surface detector with a long ( $\sim \mathrm{ms}$ ) readout time, a typical event will contain tens of cosmic-ray interactions. These cosmic rays form a major background to any analysis of neutrinos in MicroBooNE. Pandora's cosmic-ray and neutrino algorithm chains are designed to be performant for cosmic-ray and neutrino interactions respectively, but inherent to their success is the assumption that the input images contain either cosmic rays or a neutrino interaction, not a combination of both. In particular, the neutrino algorithm chain relies on the early identification of the neutrino vertex and assumes that all particles in the input images are either final-state particles or their daughters. The existence of CRS breaks this assumption and negatively affects the pattern-recognition performance of the neutrino algorithm chain.

This section describes how the two algorithm chains are consolidated in order to be able to reconstruct both neutrinos and cosmic-ray interactions in the same event. This "consolidated approach" forms a major part of the work in this thesis, both through the development of algorithms to make the requisite key decisions (described in Chapter 回), and through the technical implementation of the approach in the wider analysis framework used by $\operatorname{BicroBoonE}$. The consolidated approach is adopted as the standard used by MicroBooNE and forms the basis of all modern Pandora-based analyses - including the main topic of this thesis.

### 4.6.1 The consolidated approach

The consolidated approach is summarised in Figure [.]. First, the input hits (which in general can contain both neutrino and cosmic-ray interactions) are fed into the cosmicray algorithm chain. The resulting PF(O) are then analysed by a cosmic-ray tagging step (described in Chapter 回) that identifies which reconstructed particles are unambiguously cosmogenic. The CR-tagged particles are added to the final output and all remaining PFOS are dissolved so their hits are available for further analysis.

The remaining (CR1-removed) hits form the input of the "slicing" stage. During slicing, a fast reconstruction pass is used to build temporary track-like and shower-like PFOS whose space-points are fitted using sliding linear fits and conical fits respectively. Using proximity and directional information from these fits, the PFOS are grouped into topologically distinct regions, called slices, which each represent an individual particle interaction hierarchy (neutrino or CR). Any remaining unclustered hits are added to the closest slice. The PFOS are again dissolved and the hits in each slice are reconstructed separately by both the cosmic-ray and neutrino algorithm chains.

Finally, the neutrino identification step (described in Chapter (回) considers the outcome of the two algorithm chains for each slice, and chooses which slice (if any) contains the neutrino interaction. The PFO from the appropriate algorithm chain are selected and, together with the unambiguous cosmic-ray PFOs , form the final consolidated output.


Figure 4.11: The consolidated algorithm flow. Hit collections are shown in orange, Pandora algorithm chains in black, $\mathbb{P F} \mathbb{]}$ collections in blue and analysis decisions in green.

### 4.7 Performance of Pandora in MicroBooNE

### 4.7.1 Performance metrics

The overall performance of Pandora is assessed using a set of standard metrics which are described in this section. These metrics are calculated using simulated neutrino interactions which may be overlaid with beam-off cosmic data as described in Section [3.4. Firstly, each hit in the event is matched to the simulated neutrino final-state particle which contributes most to the charge of the hit. This charge can either be deposited by the final-state particle directly or by a downstream particle produced in a secondary interaction. Hits with no such matched particles originate from cosmic rays or detector noise. For each true final-state particle, the matched hits are assessed to determine if the particle could plausibly be reconstructed. To do this, the matched hits are filtered and must meet the following criteria:

- The matched neutrino final-state particle (and downstream particles) must in total contribute at least $90 \%$ of the charge of the hit. This removes cases in which it is ambiguous as to which neutrino final-state particle the hit belongs.
- The hit must not be matched to a simulated particle that is (or is downstream of) a neutron. This removes sparse and isolated, collections of hits shown in Figure [.].2.
- The hit must not be matched to a simulated track-like final-state particle (muon, charged pion, proton, etc.), and be produced downstream of a far-travelling photon. Again, this restriction removes isolated hit collections.

A simulated final-state particle is deemed reconstructable and a "target" of the pattern recognition if it has at least 5 matched hits on two or more readout planes and a total of at least 15 hits on all planes.

The hits assigned to the reconstructed neutrino final-state PFOS (labelled, $r$ ) are compared to those belonging to the simulated target particles (labelled, $t$ ). The purity, $P_{r t}$, and completeness, $C_{r t}$, of a given pair of reconstructed and simulated particles is:

$$
\begin{align*}
P_{r t} & =\frac{Q_{r t}}{N_{r}^{\prime \prime}}, \\
C_{r t} & =\frac{Q_{r t}}{N_{t}} . \tag{4.1}
\end{align*}
$$



Figure 4.12: Event display showing the hits that are considered (blue), and neglected (red) in the performance metrics. Figure taken from [96].

Here, $N_{r}^{\prime}$ and $N_{t}$ are the total number of (filtered) hits assigned to the reconstructed and simulated particles respectively, and $Q_{r t}$ is the number of hits shared by both.

Next, the PFO are matched to the simulated target particles. A list of all pairs of particles $(r, t)$ in the event are considered and the pair with the most shared hits is identified as a good match if, $Q_{r t}>5, P_{r t}>0.5$ and $C_{r t}>0.1$. If a good match is identified, any pairings involving the matched particles are removed from the list. This process is repeated until all particles are matched or no more good matches can be made between the particles that remain in the list. Finally, any remaining PFOS are matched to the target particle with which most hits are shared provided the match is above the threshold number of shared hits, purity and completeness. After the matching procedure is complete, each target particle is matched to zero, one, or many neutrino final-state PFOS. The number of matched PFOS to each target particle is a useful measure of the performance of the pattern recognition. An event is deemed "correctly reconstructed" if every target particle has exactly one matched $\mathbb{P F O}$.

### 4.7.2 Performance on CC-Res $1 \mu+1 \pi^{+}+N p$ events

As an example that is most relevant for the work presented in Part [ll of this thesis, this section shows the performance of Pandora for simulated $\nu_{\mu}$ CO-Bes interactions with the $1 \mu+1 \pi^{+}+N p$ topology. Table $\mathbb{C . D}$ shows the number of PFO matched to each target particle for events with a simulated neutrino interaction vertex in the Fiducial Volume (FV) shown in Figure 4.13, and without cosmic rays. To produce this table, only the neutrino algorithm chain was executed as the other steps of the consolidated algorithm flow are only required to handle neutrino interactions in the presence of cosmic rays.

| Target | Number of matched PFOS |  |  |  | Correct [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | $3+$ |  |
|  | CC-Res $1 \mu+1 \pi^{+}$ |  |  |  | $77.3 \pm 0.4$ |
| $\mu$ | $5 \pm 0.2$ | $92.4 \pm 0.2$ | $2.6 \pm 0.1$ | $0.08 \pm 0.03$ |  |
| $\pi^{+}$ | $9.5 \pm 0.3$ | $81 \pm 0.4$ | $8.7 \pm 0.3$ | $0.75 \pm 0.08$ |  |
|  | CC-Res $1 \mu+1 \pi^{+}+1 p$ |  |  |  | $70.7 \pm 0.4$ |
| $\mu$ | $4.5 \pm 0.2$ $93.8 \pm 0.2$ $1.7 \pm 0.1$ $0.01 \pm 0.01$ <br> $9.5 \pm 0.2$ $82.3 \pm 0.3$ $7.7 \pm 0.2$ $0.49 \pm 0.06$ <br> $10.2 \pm 0.2$ $86.4 \pm 0.3$ $3.2 \pm 0.1$ $0.12 \pm 0.03$ |  |  |  |  |
| $\pi^{+}$ |  |  |  |  |  |
| $p_{1}$ |  |  |  |  |  |
|  | CC-Res $1 \mu+1 \pi^{+}+2 p$ |  |  |  | $62 \pm 1$ |
| $\mu$ | $4.3 \pm 0.5$ | $93.8 \pm 0.6$ | $1.8 \pm 0.3$ | $0.1 \pm 0.1$ |  |
| $\pi^{+}$ | $12 \pm 0.8$ | $80 \pm 1$ | $7.5 \pm 0.7$ | $0.5 \pm 0.2$ |  |
| $p_{1}$ | $10 \pm 0.8$ | $87.8 \pm 0.8$ | $2.1 \pm 0.4$ | $0.1 \pm 0.1$ |  |
| $p_{2}$ | $14.3 \pm 0.9$ | $83.6 \pm 1$ | $2.1 \pm 0.4$ | $0 \pm 0.1$ |  |
|  | CC-Res $1 \mu+1 \pi^{+}+3 p$ |  |  |  | $52 \pm 4$ |
| $\mu$ | $6 \pm 2$ | $91 \pm 2$ | $3 \pm 1$ | $0 \pm 0.6$ |  |
| $\pi^{+}$ | $15 \pm 3$ | $81 \pm 3$ | $3 \pm 2$ | $1 \pm 1$ |  |
| $p_{1}$ | $9 \pm 2$ | $89 \pm 3$ | $3 \pm 1$ | $0 \pm 0.6$ |  |
| $p_{2}$ | $22 \pm 3$ | $77 \pm 3$ | $1 \pm 1$ | $0 \pm 0.6$ |  |
| $p_{3}$ | $18 \pm 3$ | $81 \pm 3$ | $1 \pm 1$ | $0 \pm 0.6$ |  |

Table 4.1: The number of matched PFOS to $\mu, \pi^{+}$and protons from simulated $\nu_{\mu}$ CC-ReS interactions with the $1 \mu+1 \pi^{+}+N p$ topology. The events do not contain cosmic rays. The entries in the table give the percentage of target neutrino final-state particles with $0,1,2$ or $3+$ matched PFOS. For the topologies with $N>1$, the target protons $\left(p_{1}, p_{2}, p_{3}\right)$ are ordered by the number of associated hits. The final column gives the percentage of events with each topology for which every target particle has exactly one matched PFO .


Figure 4.13: The Fiducial Volume definition, shown by the dashed orange line. The black rectangle represents the full TPD volume, and the green line shows the direction of the BNB.

For this topology, $\sim 90 \%$ of target muons and $\sim 80 \%$ of target charged pions have exactly one matched $\mathbb{P F O}$. The cases in which zero $\mathbb{P F O}$ are matched primarily occur for low energy target particles and for events with a small muon-pion opening angle. In the latter case the hits from the muon and pion are typically merged into a single PFO. The $\sim 8 \%$ of events for which a target $\pi^{+}$is matched to two $\mathbb{P F O}$ primarily occur when the pion undergoes a secondary interaction or decay and Pandora (correctly) reconstructs the pion and its secondary interaction products as separate PFO but fails to identify a hierarchical parent-daughter link. For events with $N>0$, the proton with the most hits has exactly one matched $\mathbb{P F O}$ in $\sim 87 \%$ of cases. As with muons and pions, the rate at which target protons are missed by the pattern recognition is largest at low energies and when small angles are made to other particles in the event. Consequently, the correct event fraction decreases as the proton multiplicity increases.

Table 4.2 shows the performance of the full consolidated algorithm flow (including CR1-tagging, slicing and neutrino identification) for simulated $\nu_{\mu}$ CC-Res $1 \mu+1 \pi^{+}+N p$ events overlaid with cosmic rays from beam-off data. The first row shows the fraction of events for which no target particles have any matched PFOS that have been identified as a neutrino final state. This failure mode impacts $\sim 20 \%$ of events with this topology and occurs when the event is rejected by the neutrino identification step or a slice containing a cosmic ray is misidentified as a neutrino interaction. It is important to note that the neutrino identification step acts as a pre-selection for analyses downstream of Pandora and correctly rejects $\sim 95 \%$ of slices containing a cosmic ray, which corresponds to reduction in the rate of events without a neutrino interaction by a factor of seven [ [98].

The second row of Table 4.2 shows the fraction of events not rejected by the slice identification step for which every target particle has exactly one matched $\mathbb{P F O}$. The performance is largely consistent with that shown in Table $4 . .1$, however the correct event fraction is degraded by $\sim 5 \%$. This degradation primarily occurs due to cosmic rays that intersect the neutrino interaction. In this case a target particle may be merged with the cosmic ray and removed by the CK-tagging step. Alternately, the cosmic ray may be included in the neutrino slice which can cause the reconstructed neutrino interaction vertex to be misplaced.

The final row of Table 4.2 shows the fraction of events for which every target particle has exactly one matched PFO. This represents the bottom-line performance of Pandora's consolidated algorithm flow for this topology.

|  | Number of target protons |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| $1 \mu+1 \pi^{+}+\cdots$ | $0 p$ | $1 p$ | $2 p$ | $3 p$ |
| Rejected <br> Not rejected <br> and correct | $20.4 \pm 0.4$ | $16.8 \pm 0.3$ | $19 \pm 1$ | $19 \pm 3$ |
| Correct | $75.2 \pm 0.4$ | $66.1 \pm 0.4$ | $56 \pm 1$ | $44 \pm 4$ |

Table 4.2: The performance of Pandora's consolidated approach for simulated $\nu_{\mu}$ CC-Res interactions with the $1 \mu+1 \pi^{+}+N p$ topology, for $N=0,1,2,3$. If a proton multiplicity has $T$ events of which $R$ are rejected (have no PFOS matched to any of the target particles) and $C$ are correct (have exactly one $\mathbb{P F O}$ matched to every target particle), the entries in the table give the percentage of events which are: rejected $(R / T)$, not rejected and correct $(C /(T-R))$, and correct $(C / T)$.

### 4.8 High-level reconstruction

### 4.8.1 Track fitting

After Pandora's consolidated output has been produced, the 3D particle trajectories are fitted so they can be readily used in downstream analyses. The track-score, described in Section 4.5.4, is typically used to determine whether a track-fit or shower-fit is appropriate. However this decision is ultimately made on an analysis-by-analysis basis. The main analysis work in this thesis pertains to track-only topologies and so only the track-fit is described here. For each reconstructed particle, a sliding linear fit is applied to the 3D space-points produced by Pandora. This defines the geometrical properties of the track, such as its endpoints and its direction. Each space-point is then projected to the closest point along the fit to produce a smooth collection of points along the track trajectory. These trajectory points are assigned a charge from the hit that was used to produce the corresponding space-point. Additionally, the trajectory points are assigned a range as calculated by the path-integrated distance from the start of the fit. With this information, the rate of energy lost along the track can be calculated allowing for the identification of different particle types.

### 4.8.2 Calibrations

The reconstructed tracks analysed in Part [l] of this thesis are produced by Pandora and are calibrated using a data-driven approach. Firstly, the distortion of DicrobooNE's drift field due to the Space-Charge Effect has been measured using anode and cathode piercing cosmic-ray tracks in beam-off data [ [99], and with a laser calibration system [ [1010]. The trajectory points of the tracks produced by Pandora are displaced to correct for the measured spatial distortions. Additionally, anode-cathode crossing cosmic rays are used to correct for spatial non-uniformities in the charge of each trajectory point due to unresponsive wire regions, diffusion and impurities in the LAD [8.5]. Finally, the rate of loss of charge $d Q / d x$ along a track is converted to an energy loss $d E / d x$ using the "modified-box model" which has been tuned to ArgoNeuT data [ITI] and has been validated using stopping muons and protons in MicrobooNE data [8.5].

## Chapter 5

## Identifying cosmic-ray activity in MicroBooNE

This chapter describes the CR1-tagging and neutrino identification steps of Pandora's consolidated algorithm flow, shown in Figure 4.1]. The CR-tagging algorithm was developed solely by the author of this thesis and is the primary focus of this chapter. The neutrino identification step was developed in collaboration. The details of this step are given in Section [5.4, and the contributions of the author are made explicit.

### 5.1 Classification of reconstructed particles

As described in Section [.6. the inputs to the CR-tagging algorithm are reconstructed particles ( $\mathbb{P F O S}$ ) from Pandora's cosmic-ray algorithm chain. The task of the CR-tagging algorithm is to determine which of these PFOS are likely produced by a cosmic ray. The hits from these CR -tagged PFO s will not be considered by the later stages in Pandora's pattern recognition in which neutrino interactions are reconstructed and identified.

The PFOS that are considered by the CR -tagging algorithm represent the primary particles identified by the cosmic-ray algorithm chain. However, any hits from descendant PFOS (daughter, granddaughter, etc.) are included in the metrics defined in this section as these PFOS will be tagged by association to their parent. It is also important to note that the cosmic-ray algorithm chain commonly groups multiple neutrino final-state particles together into a single primary $\mathbb{P F O}$ or hierarchy.

### 5.1.1 Neutrino purity and significance

In order to measure the performance of the CR-tagging algorithm, it is necessary to determine if a given $\mathbb{P F O}$ is $\mathbb{C R}$-induced, neutrino-induced, or some mix of the two. This distinction is made using the neutrino purity, $P_{r}$, of each PFO (labelled $r$ ). The purity is the fraction of hits in the $\mathbb{P F O}$ that are primarily due to a neutrino-induced simulated particle.

The distribution of neutrino purity is shown in Figure 5.1 for events containing simulated neutrino interactions overlaid with cosmic rays from beam-off data, as described in Section [3.4. In this chapter, all studies are restricted to events in which the simulated neutrino interacts within the FV shown in Figure 4.13 .


Figure 5.1: The neutrino purity of all particles as reconstructed by Pandora's cosmic algorithm chain. The distribution is bimodal, with particles representing true cosmic rays at a purity of zero, and true neutrino induced particles at a purity of one.

It is also necessary to determine if each $\mathbb{P F O}$ represents a significant fraction of a true neutrino final-state particle (which are identified following the procedure described
 a PFO, $r$, and a reconstructable true neutrino final-state particle, $t$, is defined as the fraction of hits from the true particle that are shared with the PFO. The completeness is defined in the range $(0,1)$ and indicates the extent to which the $\mathbb{P F O}$ represents the true particle. The neutrino significance, $S_{r}$, of a $\mathbb{P F O}$ is further defined as the sum of
the completenesses over all pairings in the event:

$$
\begin{equation*}
S_{r}=\sum_{t=1}^{M} \frac{Q_{r t}}{N_{t}} . \tag{5.1}
\end{equation*}
$$

Here, $M$ is the number of reconstructable final-state particles, $N_{t}$ is the number of hits associated with each such particle (labelled $t$ ), and $Q_{r t}$ is the number of hits shared between the PFO and the true particle.

This metric, shown in Figure [2.2, is defined in the range $(0, M)$ and measures the number of true neutrino final-state particles that are represented by the PFO. It is important to restate that the PFO s that form the input to the CR -tagging algorithm are produced using the cosmic-ray algorithm chain. Consequently, the pattern-recognition performance indicated by Figure $\sqrt{2.2}$ is not comparable to the results presented in Section 4.7 using the full consolidated approach.


Figure 5.2: The neutrino significance of all particles as reconstructed by Pandora's cosmic algorithm chain. The distribution is multimodal, where each peak contains reconstructed particles that represent zero, one, two, etc. true neutrino final-state particles.

### 5.1.2 Classification scheme

To understand the impact of the CR1-tagging algorithm, the PFOS are classified according to Table [.]. A "clear cosmic-ray " PFO has no greater than $10 \%$ of its hits from a true neutrino interaction and does not represent a significant portion (greater than $50 \%$ ) of a neutrino final-state particle. Conversely, at least $90 \%$ of the hits of a "clear neutrino" $\mathbb{P F O}$ must be truly neutrino induced, and the $\mathbb{P F O}$ must represent a significant fraction of a neutrino final-state particle.

The "absorbed" category corresponds to PFOS that primarily represent a CR, but have been merged with a significant portion of the neutrino interaction. The "mixed" category includes PFO that contain hits from both cosmic and neutrino origins. Finally, the "fragmented" category includes PFO that are neutrino induced, but only represent a fraction of a neutrino induced final-state particle. Examples of each of these categories are shown in Figure [.3.

|  | Insignificant <br> $S_{r}<0.5$ | Significant <br> $S_{r}>0.5$ |
| :---: | :---: | :---: |
| Impure | Clear cosmic ray | Absorbed |
| $P_{r}<0.1$ |  |  |
| Mixed | Mixed |  |
| $0.1 \leq P_{r} \leq 0.9$ | Clear neutrino |  |

Table 5.1: The classifications of reconstructed particles by their neutrino purity, $P_{r}$, and significance, $S_{r}$.

The fraction of PFOS with each classification is shown in Figure 5.4 as a function of the number of hits in the $\mathbb{P F (})$ over all readout planes. In total, $\sim 95 \%$ of $\mathbb{P F O}$ fall into the clear cosmic ray category. Of these, $\sim 45 \%$ have fewer than 15 hits and typically correspond to small isolated deposits throughout the UPD. The distribution of PFOS among the remaining categories depends strongly on the number of hits. Non-clear CR PFOS with fewer than $\sim 50$ hits tend to be fragmented (typically corresponding to small shower fragments), or are a mix of $C R$ and neutrino activity. Above $\sim 100$ hits, clear neutrinos are the dominant (non-cosmic) classification. PFOS in the absorbed category primarily occur above $\sim 1000$ hits corresponding to cosmic rays that are sufficiently long to cross the पРС


Figure 5.3: Event displays showing examples of the different classifications of reconstructed particles that form the input to the CR-tagging algorithm. In each case, the hits in the event are colour coded to indicate if they are neutrino-induced (red/green) or cosmic-ray induced (blue/grey). Hits that belong to the reconstructed particle in question are red/blue, and other hits in the event are green/grey, and are included for context.


Figure 5.4: The number of particles of each classification as a function of the total number of hits (over all readout planes). Only events with a simulated neutrino interaction in the $\mathbb{E V}$ are included. The integrated fraction of particles with each classification is given in the legend.

### 5.2 Methods of identifying cosmic rays

This section describes the methods used by the CR-tagging algorithm to differentiate between neutrino-induced and cosmic-ray -induced activity. The specific manner in which each method is exploited to tag cosmic rays is described in Section 5.3.3.

### 5.2.1 Timing information

As discussed in Section [5.2.2, care must be taken in order to use the reconstructed drift coordinate of a $\mathbb{P F O}$. In general, the reconstructed coordinate, $X$, of a point along a particle's trajectory is displaced from the true point of deposition, $X_{0}$, by:

$$
\begin{equation*}
\Delta X=X-X_{0}=v_{d}\left(t_{0}-T\right) \tag{5.2}
\end{equation*}
$$

Here, $t_{0}$ is the time at which the particle deposited energy in the TPC, $T$ is the trigger time and $v_{d}$ is the drift velocity. Neutrino induced particles deposit energy at the trigger time and hence $\Delta X=0$. However, the $t_{0}$ of a cosmic ray is not known a priori. The result is an ambiguity in the reconstructed $X$ coordinate of cosmic rays.

This ambiguity can be exploited for CR-tagging. As described in Section [3.2.6], [PD data is read out for the interval $T-1.6 \mathrm{~ms} \rightarrow T+3.2 \mathrm{~ms}$ which (at the design field strength) corresponds to the spatial region $-L_{X}<X<2 L_{X}$, where $L_{X}=2.56 \mathrm{~m}$ is the length of the TPD in the drift direction. Consequently, and as a result of Equation [5.2, the charge deposited by a cosmic ray can be reconstructed at a position beyond the physical bounds of the IPD $\left(0<X<L_{X}\right)$, whereas the charge deposited by a neutrino interaction can not. In practice, MicroBooNE operates at a lower field strength and TPC data is truncated to the region $-50 \mathrm{~cm}<X<L_{X}+50 \mathrm{~cm}$ to reduce the volume of data stored.

A sliding fit is performed to the space-points associated with each PFO that is considered by the CR1-tagging algorithm. The distribution of the $X$ coordinate of the two fitted end points of each $\mathbb{P F (}$ is shown in Figure [.5. In particular, the end point closest to the anode (low X ) is shown separately to the end point closest to the cathode (high X ) however both plots contain the same reconstructed particles from the same events. The PFO , with a high neutrino purity are bound to the dimensions of the TPC, whereas the cosmic-dominant PFOS extend to the edges of the (truncated) readout window, and the mixed classification peaks at both boundaries.


Figure 5.5: The $X$ coordinate of the fitted end-points of the reconstructed particles that form the input to the CR1-tagging algorithm. The low- $X$ end is shown in the top plot and the high- $X$ end is shown in the bottom plot. The peaks at the detector boundaries $(0 \mathrm{~cm} \&$ $L_{X}=256 \mathrm{~cm}$ ) are due to neutrino-induced activity that escapes the detector at the anode (low- $X$ ) or cathode (high- $X$ ). The peaks at -50 cm and $L_{X}+50 \mathrm{~cm}$ are due to cosmic-induced activity at the edges of the truncated $\mathbb{P D}$ readout region. Statistical-only uncertainties are shown as semitransparent bands.

### 5.2.2 Through-going particles

Neutrino induced particles are produced within the पРС and are either contained or escape through one of the detector faces. Clear neutrino PFO are largely isotropic in the plane perpendicular to the beam direction (and so escape via the top/bottom and anode/cathode faces at an approximately equal rate) but on average point along the beam direction (and so escape via the downstream face more frequently than the upstream face). Conversely, cosmic rays are produced in the atmosphere and enter the IPD through one of the detector faces (primarily the top or side faces), and either stop in the TPD or are through-going.

As illustrated by Figure [.6], the ambiguity in the $X$ coordinate means it is non-trivial to exploit these differences. The black/green lines represent stopping cosmic rays that enter through the cathode/anode faces, whereas the blue/orange lines are through-going. As described in Section [2.2.], the black trajectory is unambiguously cosmogenic as it appears outside of the physical bounds of the पРС. The green and blue trajectories are geometrically equivalent to contained and escaping neutrino-induced particle trajectories respectively. However, the orange trajectory is unambiguously through-going.

Figure 5.6: A cartoon showing the differences between true (dashed) and reconstructed (solid) cosmic-ray trajectories as a result of the ambiguity in the drift coordinate. Those trajectories that are shifted left/right were deposited after/before the trigger time.


In principle, these ambiguities can be resolved by matching TPD and optical activity such that the $t_{0}$ of the cosmic rays can be estimated. Additionally, the direction of stopping particles can be determined by identifying a Bragg peak which can disambiguate between the trajectory illustrated in blue in Figure 5.6 and an escaping neutrino-induced particle. However, neither calorimetric nor optical information was available for use in Pandora at the time of the development of the CK-tagging algorithm. Consequently, only PFOS that cross the TPQ between the top, bottom, upstream or downstream faces can be identified as cosmic rays. Of the possible combinations, those that cross from top-to-bottom are most abundant. Figure $\sqrt{5} .7$ shows the fraction of $\mathbb{P F O}$ with reconstructed endpoints within 20 cm of the top and the bottom face, as a function of the number of hits in the $\mathbb{P F O}$. To determine the trajectory of the $\mathbb{P F O}$, a sliding linear fit is used following the procedure described in Section 4.8 .1 and at least 15 space-points are required to ensure the quality of the fit. The threshold of 20 cm allows for the spatial distortions introduced by $S C E D$, and the resolution of the 3D reconstruction.


Figure 5.7: The fraction of reconstructed particles with each classification with a trajectory from the top to the bottom of the TPD as a function of the total number of hits on all planes. In total $0.1 \%$ of clear neutrino $\mathbb{P F O S}$ travel from top-to-bottom. Statistical-only uncertainties are shown as semitransparent bands.

### 5.2.3 Contained particles

For PFOS that are reconstructed within the physical IPC volume in the drift direction, Figure $[.8$ shows the fraction whose end points are also at least 20 cm from the top, bottom, upstream and downstream faces as a function of the number of hits. Many of the clear cosmic-ray PFO s that are contained are those that enter through the anode or cathode faces (as illustrated by the green trajectory in Figure 5.6 ) or are due to isolated hit deposits (shown in Figure [.I2). The containment fraction of cosmic rays decreases with the number of hits, as the particles become more likely to reach the bottom, upstream or downstream faces. Although the containment of a $\mathbb{P F O}$ can not unambiguously differentiate between neutrino and CR-induced particles, it is used in conjunction with other features by the CR-tagging algorithm, as described in Section 5.3.


Figure 5.8: The fraction of PFOS reconstructed within the physical TPD volume in the drift direction that are contained within 20 cm of the $\mathbb{T P D}$ borders in the $Y-Z$ plane, as a function of the number of hits. The fragmented (green) and absorbed (cyan) classifications are truncated above and below 700 hits respectively due to limited statistics, as shown in Figure 5.4. Statistical-only uncertainties are shown as semitransparent bands.

### 5.2.4 Angular information

The angular distribution of PFO is another feature that distinguishes cosmic-ray and neutrino induced particles. Figure 5.0 shows the angle, $\alpha$, made between the reconstructed direction of a $\mathbb{P F O}$ and the vertical axis. This angle is always defined between $0<\alpha<\pi / 2$, as it is not known if a $\mathbb{P F O}$ is upwards or downwards going. As expected, clear cosmic-ray PFOS tend to point along the vertical direction, and the reverse is true for clear neutrino PFO .


Figure 5.9: The angle made by reconstructed particles to the vertical axis, broken down by their classification. Statistical-only uncertainties are shown as semitransparent bands.

### 5.2.5 Topological information

The CR-tagging algorithm also exploits the curvature, $C$, of a $\mathbb{P F O}$, defined by:

$$
\begin{equation*}
C=\frac{1}{N} \sum_{i=1}^{N}\left|\underline{n}_{i}-\frac{1}{N} \sum_{j=1}^{N} \underline{n}_{j}\right| . \tag{5.3}
\end{equation*}
$$

Here, $N$ is the number of positions at which the sliding linear fit to the reconstructed space-points in the $\mathbb{P F O}$ is calculated, and $\underline{n}_{i}$ is a unit vector pointing in the direction of the fit at each such position. This feature measures the average (local) deviation of the direction of the sliding linear fit from the (global) mean direction. In the special case where $C=0$, all of the space-points in a PFO lie along a straight line. Figure $[$ Id shows the distribution of this feature for each $\mathbb{P F O}$ classification. Fragmented PFOS, which typically represent small electromagnetic shower segments, tend to have a larger curvature. The distribution of clear cosmic-ray PFOS at high curvature are typically due to isolated hit deposits, whereas the PFOS in the peak of the clear cosmic rays are typically straight muon tracks. This feature also has sensitivity to cases in which clear neutrino $\mathbb{P F O}$ s represent multiple neutrino final-state particles $\left(S_{r}>1\right)$.


Figure 5.10: The curvature of reconstructed particles, broken down by their classification. Statistical-only uncertainties are shown as semitransparent bands.

### 5.2.6 Relationships between particles

The final method discussed in this section is the geometrical relationship between PFOS. In Figure [5.3, the fragmented and clear-neutrino examples show cases in which the PFO in question represents part of a neutrino interaction, and the other PFOS in the event point back to a common interaction vertex. The CR-tagging algorithm identifies that these PFO are related to others in the event using proximity and directional information. As described in Section [.3.3, groups of related PFOS are considered together to avoid tagging parts of a neutrino interaction (for example an escaping muon from a CD interaction), that might appear cosmogenic when considered in isolation.

Using this procedure, $4 \%$ of clear cosmic-ray PFOS are found to relate to another PFO in the event, of which $96 \%$ are also clear cosmic rays, and only $\sim 3 \%$ are clear neutrinos or neutrino fragments. Conversely, $43 \%$ of clear neutrino PFOS and $35 \%$ of neutrino fragments have a relation, of which $84 \%$ and $90 \%$ are also clear neutrinos or neutrino fragments respectively.

### 5.3 CR-tagging algorithm

### 5.3.1 Algorithm logic

The logic of the CR-tagging algorithm is summarised in Figure [.]. First, timing information is used to identify PFOS with an $X$ coordinate (shown in Figure 5.5 ) that extends more than 5 cm beyond the physical bounds of the $\mathbb{D P}$ as a cosmic ray. The next stage is to identify PFOS which are likely to be neutrino induced and protect them from CR1-tagging. A $\mathbb{P F O}$ is protected if it is near orthogonal to the vertical direction (with $\cos (\alpha)<0.2$, shown in Figure [.T), or is at least 20 cm from the पPD borders in the $Y-Z$ plane (shown in Figure [5]). As discussed in Section 5.2.6, relationships between PFOS are identified and the PFOS are organised into connected groups. If a group contains a $\mathbb{P F O}$ that has been protected from CRI-tagging, then all $\mathbb{P F O S}$ in the group are also protected. At this stage, $80 \%$ of clear neutrino PFOS and $49 \%$ of neutrino fragments are protected from CR1-tagging.

The unprotected PFO are then tagged as a cosmic ray if they are through-going from top-to-bottom. The final cut, shown in Figure [.].2, tags PFO that are vertical pointing $(\cos (\alpha)>0.6)$ and with low curvature $(C<0.04)$.


Figure 5.11: A flowchart showing the CR1-tagging algorithm logic. Each cut either tags a PFO as a cosmic ray (orange), or protects the PFO from being tagged (blue). PFOS following a black line have yet to be tagged or protected.

### 5.3.2 Algorithm performance

The performance of the CRI-tagging algorithm is summarised in Table $\sqrt[5]{2}$, and the impact of each cut on clear cosmic ray and clear neutrino $\mathbb{P F O S}$ is shown in Figure 5.13].

| Classification | Fraction CR-tagged |
| :---: | :---: |
| Clear cosmic ray | $45.8 \%$ |
| Absorbed | $81.8 \%$ |
| Mixed | $9.6 \%$ |
| Fragmented | $0.1 \%$ |
| Clear neutrino | $1.7 \%$ |

Table 5.2: The performance of the CR-tagging algorithm on each reconstructed particle classification.


Figure 5.12: The distribution of $\cos (\alpha)$ versus curvature for clear cosmic-ray PFOS (top) and clear neutrino PFOS (bottom). The solid line indicates the region in which PFOS are protected from CR2-tagging. The dashed line indicates the region in which otherwise unprotected PFOS are tagged as a cosmic ray.


Figure 5.13: The fraction of clear cosmic ray (top) and neutrino (bottom) reconstructed particles that are protected from CR1-tagging (blue) and are tagged as a cosmic ray (orange) by each of the selection cuts.

Figure 5.4 shows the fraction of PFO tagged as a function of the number of hits. The tagging rate of clear cosmic rays is lowest below $\sim 250$ hits over all planes (corresponding to an average track-length of $\sim 45 \mathrm{~cm}$ ) as short $\mathbb{P F O S}$ are more likely to be contained in $X$ and $Y-Z$. For longer PFOS, the tagging rate is $75 \%-90 \%$ and the increase above $\sim 1000$ hits is due to $\mathbb{P F O}$ that are sufficiently long to pierce the $\mathbb{T P C}$ from top-to-bottom, as shown in Figure [5.7. For clear neutrino PFO and neutrino fragments, the tagging rate is largely independent of the number of hits.


Figure 5.14: The CR-tagging rate of each reconstructed particle classification as a function of the number of hits in the PFO over all planes. The absorbed category is truncated at low numbers of hits due to limited statistics in this region. Statistical-only uncertainties are shown as semitransparent bands.

Figure 5.5 shows the CR -tagging rate as a function of the angle made by the PFO to the vertical. In the region $0<\cos (\alpha)<0.6$, the fraction of clear cosmic rays tagged increases with $\cos (\alpha)$. This is driven by the $Y-Z$ containment cut, as those cosmic rays that appear contained (shown in green in Figure 5.6) enter through the anode or cathode face, which is less likely for more vertically-pointing PFOS. The rate at which clear neutrino PFOS or neutrino fragments are tagged in this region is $\sim 0.1 \%$. The increase in the tagging rate for $\cos (\alpha)>0.6$ is directly due to the cut on the angle and curvature. Finally, the performance of the algorithm is shown visually for an example event in Figure 5.


Figure 5.15: The CR-tagging rate of each reconstructed particle classification as a function of reconstructed angle to the vertical. In order to reduce misreconstruction, the angle is only found for PFOS with at least 15 space-points. The absorbed category is truncated at low $\cos (\alpha)$ due to limited statistics in this region. Statistical-only uncertainties are shown as semitransparent bands.


Figure 5.16: An example event display showing the result of the CR-tagging algorithm. The grey points belong to reconstructed cosmic-ray particles that have been tagged, whereas blue and red points belong to untagged cosmic rays and neutrino induced activity respectively.

### 5.3.3 Comments and improvements

The CR-tagging algorithm described in this chapter is capable of removing a large fraction of the CR-induced activity in each event while preserving the majority of neutrinoinduced activity. The primary failure modes occur when neutrino-induced particles are merged with cosmogenic activity by Pandora's cosmic-ray algorithm chain. Additionally, the misidentification rate is dependent on the angle to the vertical, $\alpha$, as the CR-tagging algorithm is most aggressive for vertical-pointing particles.

Further improvements could be made by using calorimetric and optical information. In particular, calorimetric information could be utilised to identify stopping cosmic rays that enter through the top, upstream or downstream faces by searching for a Bragg-peak. Optical information could be used by matching activity in the प्य (which has superior spatial resolution) with the RVW responses (which have superior timing resolution). Any PFOS that are consistent with optical activity within the beam trigger window could be protected from CR1-tagging which would allow the subsequent cuts to be more aggressive.

Additionally, anode or cathode piercing cosmic rays could be identified using optical information. This could be done by considering the displacement, $\triangle X$, of the $\mathbb{P F O}$ trajectories in the drift direction that would cause the upper end-point of the $\mathbb{P F O}$ to touch the anode or cathode. The corresponding value of $t_{0}$ for this displacement could then be calculated using in Equation [5.2. If a $\mathbb{P F O}$ is truly an anode or cathode piercing cosmic ray, then there should be corresponding optical activity found at this time that is consistent with the PFO's trajectory in the $Y-Z$ plane. Finally, the use of SCE-corrected coordinates would allow for the spatial tagging thresholds to be reduced.

### 5.4 Neutrino slice identification

As discussed in Section [.6, after the CR1-tagging stage is complete, the remaining hits are grouped into slices which form the inputs to the neutrino identification stage. A slice is a topologically distinct group of hits within an event that is constructed to represent either a neutrino interaction (including all final-state particles and their secondary interactions) or a cosmic ray. Each slice is reconstructed using both the neutrino and cosmic-ray pattern-recognition algorithm chains and the outputs are available for analysis by the neutrino identification algorithm. The aim of the algorithm is to identify, for a given event, which slice (if any) represents a neutrino interaction. The result of the neutrino algorithm chain will be saved for the neutrino-identified slice and the result of the cosmicray chain will be stored for all other slices.

### 5.4.1 The topological score

In general, all of MicroBooNE 's detector subsystems ([PC), LCSD, and CRT) are valuable to the neutrino identification step. However, information from MicroBooNE's LCS and CRTI systems is currently inaccessible to a Pandora algorithm. Consequently, a TPC based neutrino identification algorithm was initially developed by the author of this thesis. This algorithm makes use of a SVM which uses various topological properties of the slices as input. These properties are sensitive to:

- The multiplicity of particles emerging from the vertex. A high-multiplicity vertex is commonly indicative of a neutrino interaction.
- The directions of the particles. Slices which are generally oriented along the beam direction are more likely to contain a neutrino interaction and slices oriented along the vertical are more likely to contain a cosmic ray.
- The proximity of the particles to the top and bottom faces. The details of the use of this information are discussed in Section [.2.2.

The output of the SVM] is a score which classifies each slice on a scale from 0 (CR2-like) to 1 (neutrino-like). Figure $\sqrt{5} \downarrow 1$ shows this score for slices that truly represent a cosmic ray (black) and those that represent a neutrino (coloured stack). The neutrino slices are broken down by the multiplicity of true final-state particles that are deemed "targets" of the reconstruction, as defined in Section 4.7 .1 . The separation is largest for slices containing neutrino interactions with a high-multiplicity (3+) of final-state particles that emerge from the interaction vertex, as these slices are topologically distinct from a typical cosmic ray. However, the single-particle neutrino final states (multiplicity 1) are poorly distinguished from cosmic rays using topological information.


Figure 5.17: The neutrino-vs-cosmic "topological score" of cosmic-ray and neutrino dominated slices, shown on a logarithmic vertical scale. Only events where the slicing procedure does not split the neutrino interaction into multiple slices and for which the slice containing the neutrino interaction is not contaminated by cosmic-ray activity are shown. For the former constraint, no more than $10 \%$ of the hits of a target neutrino final-state particle can be outside of the neutrino slice. For the latter constraint, at most $20 \%$ of the hits in the neutrino slice can be of cosmic origin. The neutrino slices are broken down by the multiplicity of target neutrino final-state particles in the event.

As cosmic-ray slices are not clearly isolated from low-multiplicity neutrino interactions, the initial $\mathbb{P C}$-based algorithm could not reject events in which no neutrino interaction is present. Instead the algorithm would simply identify a neutrino candidate in every event as the slice with the largest topological score.

The neutrino identification algorithm acts as a general-purpose pre-selection for all MicroBooNE analyses using Pandora. Consequently, it is important that any inefficiencies introduced by the algorithm minimally bias the selected neutrino interactions. In general, the use of topological information can introduce such selection biases (as illustrated by Figure $[. .7$ ) and must be used with caution. As a result, the TPC-based neutrino identification algorithm described in this section is insufficient for general-purpose use. However, the topological score is used on an analysis-by-analysis basis (including in Part $\mathbb{\|}$ of this thesis) where care can be taken to ensure no such biases are introduced.

### 5.4.2 Technical contributions

In order to develop a topology-agnostic neutrino identification algorithm, significant technical work was required to access information from the $\mathbb{L C S}$ and $\mathbb{C R}]$ subsystems, which was performed by the author of this thesis. Although this technical work constituted a significant time commitment, it is only discussed briefly as it is more closely related to software development than to physics research. Nevertheless, this work was necessary to produce MicrobooNE]'s Pandora-based physics.

Pandora is designed to be agnostic to many of the details of the experiments it serves. For LArTPD experiments, the input hit objects are abstractions of peaks in a wire waveform. In another detector technology, a hit might represent a "flash" observed by a PVD. Pandora also accepts static experiment-specific information (such as detector geometries or a list of wire-channels that are unresponsive). Otherwise, Pandora is designed to be independent of the wider software environments used by each experiment and can indeed operate as a stand-alone application.

In principle, Pandora could be extended to accept information from MicroBooNE's $\mathbb{L C S}$ and $\mathbb{C R T}$ systems. However, this approach was not appropriate as significant $\mathbb{L C S}$ and CRTI reconstruction developments had already been undertaken by MicroBooNE which were infeasible to be reimplemented within Pandora. Instead, the solution was to allow the wider software framework used by MicroBooNE (LArSoft) access to intermediate states of Pandora's EDDM. In particular, the results of the cosmic-ray and neutrino algorithm chains on each slice were exposed. In this way, the neutrino identification decision can be made outside of Pandora, where access to $\mathbb{L C S}$ and CRT information is available.

In addition, the final "event building" step (where CR1-tagged $\mathbb{P F O S}$ and cosmic-ray or neutrino identified slices are combined to form the final output) was reimplemented within LArSoft. This required a significant refactor of the code that implements the Pandora-LArSoft interface. Consequently, MicroBooNE analyses using Pandora could benefit from an improved topology-agnostic neutrino identification step (using $\mathbb{L C S}$ and $C R D$ information) with no code-changes required.

### 5.4.3 Topology-agnostic neutrino identification

With these technical developments made, the implementation of the topology-agnostic neutrino identification algorithm used in the remainder of this thesis (and by other MicroBooNE Pandora-based analyses) was performed in conjunction with other MicrobooNE collaborators. However, the physics logic of this algorithm [98] was not developed by the author of this thesis but is summarised below for completeness.

The analysis presented in Part [ll only uses data from BicroBooNE's first run for which CRT information is not available (as shown in Table [.2). Consequently, the neutrino identification algorithm used in this thesis primarily makes use of optical information from the LCSS.

First, the PVT responses are evaluated in the beam trigger window shown in Figure [3.2]. A coincident response of multiple with a sufficient number of Photoelectrons (PEs) measured over all PVUS. Initially, the beam flash is assumed to be due to a neutrino interaction. The consistency between the beam flash and each slice is then considered. To do this, the $\mathbb{P E}$-weighted distribution of the positions of the PWUS in the $Y-Z$ plane is parametrised by a Gaussian, with a mean position $(Y, Z)$ and standard deviation $\Delta Y$ and $\Delta Z$ in each direction. The chargeweighted distribution of the positions of the reconstructed space-points in each slice are also parametrised in the same way. Finally, the ratio of the total charge of each slice to the total $\mathbb{P}$ of the beam flash is evaluated. The consistency of these parameters is used to identify slices that are incompatible with the beam flash. These slices are assumed to be due to a cosmic ray and are no longer considered as candidate neutrino slices.

Additionally, the reconstructed particles from the cosmic-ray algorithm chain are analysed. The improvements to the CR-tagging algorithm described in Section 5.3 .3 that require optical information are implemented to identify slices that are likely to contain a cosmic ray and so should no longer be considered as a candidate neutrino slice. In particular, stopping and anode or cathode piercing cosmic rays are identified.

At this stage, any remaining slices are deemed consistent with the beam flash and do not contain a reconstructed particle consistent with CR-induced optical activity. Of events with a simulated neutrino interaction in the $\mathbb{E V}, \sim 16 \%$ have no remaining slice, $\sim 73 \%$ have exactly one slice remaining, and $\sim 11 \%$ have multiple slices remaining [ 98 ]. The fraction of events with no slices remaining represent the inefficiency of the neutrino identification algorithm ${ }^{\text {D. }}$. If multiple slices remain, further logic is applied to identify the best neutrino candidate. If the slice with the largest topological score of all slices remains ( $\sim 86 \%$ of cases [ $[88]$ ), then it is identified as the neutrino. Otherwise, a procedure called flash-matching is employed whereby the expected PVT responses for each reconstructed particle are estimated using the photon visibility map (described in Section [3.4) and the result is compared to the beam flash. A $\chi^{2}$ metric is used to measure the consistency between the slice and the beam flash, and the slice with the lowest $\chi^{2}$ is selected as the neutrino candidate.

The final stage of the neutrino identification algorithm aims to remove events where no neutrino interaction occurred and instead the beam flash was produced by a cose mic ray. To do this, the flash-match $\chi^{2}$ is calculated between the beam flash and all reconstructed particles that are tagged as a cosmic ray by the algorithm described in Section [5.3. The lowest such value, $\chi_{C R}^{2}$, is then found. Additionally, the flash-match $\chi^{2}$ is calculated between the beam flash and the selected candidate neutrino slice. If this value is significantly larger than $\chi_{C R}^{2}$ then the beam flash is assumed to be due to a cosmic ray and no slices are identified as a neutrino. The impact of this cut on the efficiency is $<1 \%$ [ 98$]$.

The slices that are selected by the neutrino identification algorithm form the input to all modern Pandora-based analyses of neutrino interactions with MicroBooNE - including the analysis presented in Part ШШ of this thesis. Together, the cosmic-ray tagging and neutrino identification algorithms (executed as part of Pandora's consolidated algorithm flow) provide a general purpose method of identifying neutrino interactions in dense cosmic-ray environments.
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## Part III

## Charged-current single charged pion muon-neutrino interactions

## Chapter 6

## Identification of $\mathrm{CC} 1 \pi^{ \pm}$interactions in MicroBooNE

### 6.1 Introduction

This chapter describes the methods by which muon-neutrino charged-current single charged pion interactions are identified in simulated and experimental MicroBooNE data. The selected events are used in Chapter $\square$ to extract forward-folded differential cross-sections, and the motivation for this measurement was presented in Section 2.4. This selection builds on the work presented in Part [ll of this thesis and uses particles reconstructed by Pandora that have been identified as neutrino-induced by the consolidated algorithm flow. The work presented in Part [1] of this thesis is currently under internal review by MicroBooNE and other collaborators are in the process of completing the required final steps (discussed in Section [T.5.3) before the analysis can be published.

This chapter begins by defining the aims and strategy of the analysis. Next, an overview of $\mathbb{M i c r o B o o N E}$ 's $\nu_{\mu}$ CCl-inclusive selection is presented in Section 6.2. This is used as a pre-selection. The methods developed to identify the species of Pandorareconstructed particles are discussed in Section 6.3]. Finally, Section [6.4 describes the selection criteria that are used to isolate $\mathrm{CC} 1 \pi^{\ddagger}$ interactions from cosmic rays and other neutrino-interaction backgrounds.

### 6.1.1 Signal definition

In general, the muon-neutrino charged-current single charged pion topology refers to muon neutrino interactions that result exclusively in a muon, a single charged pion, and any number of nucleons in the final state (including zero). The existing measurements of this topology (summarised in Section [2.4) each have subtleties in their signal definition. As the sign of the charge of a particle can not typically be determined in BicroBoonE, this analysis does not make a distinction between the $\pi^{+}$and $\pi^{-}$channels and similarly $\bar{\nu}_{\mu}$ interactions (which occur with a $\mu^{+}$) are included as part of the signal, although they form a small $(<1 \%)$ contribution. In addition to the topological definition $\left(1 \mu^{ \pm}+\right.$ $1 \pi^{ \pm}+N_{n} n+N_{p} p$, where $N_{n}, N_{p}$ can take any value including zero), the label of "signal" is restricted to events in which the true neutrino interaction vertex is within the $\mathbb{F V}$ shown in Figure [.I.3. In Chapter [], additional phase-space restrictions are applied to the signal definition to extract the cross-section but are not applied in this chapter.

### 6.1.2 Aims and analysis strategy

This analysis aims to measure the forward-folded flux-integrated $\nu_{\mu}$ CC1 $\pi^{\ddagger}$ differential cross-section on argon (defined formally in Chapter $\mathbb{\square}$ ). The cross-section is extracted with respect to the muon and pion momentum $\left(p_{\mu}, p_{\pi}\right)$, the angle made by these particles to the beam direction $\left(\theta_{\mu}, \theta_{\pi}\right)$, and muon-pion opening angle $\theta_{\mu \pi}$. Additionally, the total cross-section of the exclusive channels $N_{p}=0, N_{p}=1$ and $N_{p} \geq 2$ is also found. The measurements of $p_{\pi}$ (on argon) and $N_{p}$, when published, will constitute a world's first. Therefore it is necessary to be able to identify events with a muon, a charged pion and any number of protons, and reconstruct all of these particles accurately.

In order to measure the proton multiplicity, low detection thresholds and excellent spatial resolution are required - both of which are possible with BicroBooNE. The efficiency with which Pandora can reconstruct protons in events with the $\mathrm{CCl} \pi^{-1}$ topology was discussed in Section [.7.2. Figure 6.] shows the momentum of simulated protons in true $C C 1 \pi \nexists$ events passing the $C C 1 \pi^{ \pm}$selection used in this analysis (which is described in Section (6.4). The majority of protons with a momentum above $\sim 200 \mathrm{MeV} \mathrm{c}^{-1}$ produce hits, and are reconstructed above $\sim 300 \mathrm{MeV} \mathrm{c}^{-1}$. Consequently, a proton momentum threshold of $300 \mathrm{MeV} \mathrm{c}^{-1}$ is applied throughout when counting proton multiplicities.


Figure 6.1: The true proton momentum distribution in $\mathrm{CC} 1 \pi^{\boxplus}$ events (left), and the proton reconstruction efficiency (right) in events passing the generic $\mathbb{C C 1 \pi}$ I selection. The black line shows the fraction of protons for which a hit is reconstructed. The blue line shows the fraction of protons for which a reconstructed particle is matched.

Without the aid of a magnetic field, the pion momentum measurement is particularly challenging. Charged pions are prone to undergo secondary interactions on the argon. Consequently, the range of a pion's trajectory is (in general) not a good predictor of its momentum. During an inelastic secondary interaction, the pion transfers energy to the argon which may not result in an ionisation signal, and so a simple calorimetric sum of the deposited charge is also typically not a good predictor of $p_{\pi}$.

Figure [6.2 shows a schematic of the most common charged-pion secondary interactions, split broadly into in-flight (those that result in a charged pion in the final state, i.e. elastic and inelastic scattering), and end-states (those that don't result in a charged pion). In simulated $\overline{\mathrm{CC} 1 \pi^{ \pm}}$events (described in Section 3.4 ), the pion undergoes one or more scatters in $24 \%$ of events, with an even split between elastic and inelastic scatters. If a pion undergoes a scatter, it will in general lose energy in the process. A range-based momentum estimation method will not account for the energy lost in such a scatter, and so will tend to underestimate the true momentum. If a pion interacts inelastically with the argon and does not remain in the final state, then again the momentum of the particle (as tracked up to the point of the interaction) will be underestimated by the range-based method. However, the range-based method is applicable if the pion decays, provided that the decay occurs at rest. The most common charged pion decay mode is to a muon, which occurs at rest in $95 \%$ of cases in the simulation. Of the pions that come to rest, $99 \%$ decay to a muon.


Figure 6.2: Overview of the most common charged pion interactions in BicroBooNE. The top row shows in-flight interactions in which the charged pion remains in the final state. The bottom row shows the most common end-state interactions, and the fractions give their rates in $\mathrm{CC1} \pi^{\boxplus}$ events.

In this work, the pion momentum measurement is made on a subset of $\mathrm{CC1} \pi^{\boxplus}$ events that contain a golden pion. A golden pion is defined as one that is contained (with fitted end points at least 5 cm from all TPD faces), does not scatter on the argon, and comes to rest. Hence, the momentum of a golden pion can be found by range, as detailed in Section [6.6. The restriction of the momentum measurement to only golden pions is a trade-off between complexity in the momentum estimation and complexity in the selection. It is important to note that this restriction is not uniform over all pion momenta. As shown in Figure [6.3, golden pions are typically less energetic than their non-golden counterparts. This is primarily because the likelihood of an interaction with the argon increases with the distance travelled by the pion, which in turn depends on its initial momentum.

In this chapter, two complimentary $\mathrm{CC1} \pi^{\boxplus}$ selections are presented. The generic selection aims to extract a sample of events enriched with $\mathrm{CC} 1 \pi^{\sharp}$, but without any regard for the secondary interactions of the pion. This selection is used to extract the cross-section in terms of proton multiplicity $\left(N_{p}\right)$, the muon kinematics $\left(p_{\mu}, \theta_{\mu}\right)$, the pion angle $\left(\theta_{\pi}\right)$, and the muon-pion opening angle $\left(\theta_{\mu \pi}\right)$. Alternatively, the golden selection aims to extract a subset of these events that is enriched with golden pions. This selection is used to extract the cross-section in terms of the pion momentum $\left(p_{\pi}\right)$.


Figure 6.3: The true momentum of all pions (black) and golden pions (green) and non-golden pion (pink) produced in true $\mathrm{CC} 1 \pi$ 田 events.

## $6.2 \nu_{\mu}$ CC-inclusive pre-selection

MicrobooNE's flagship "low energy excess" search is performed as a blind analysis. Consequently, to access data for a different purpose (such as this work), one must demonstrate that their selection is not sensitive to low energy electron neutrinos. The $\nu_{\mu}$ CCD-inclusive selection presented in this section has been developed by the MicrobooNE collaboration [98] and meets these unblinding criteria. The selected events are used as a starting point for this analysis. The selection aims to identify muon-neutrino ChargedCurrent interactions, which have a muon in the final state. All other final-state particles are allowed, including those in the $\mathrm{CC} 1 \pi^{\boldsymbol{\exists}}$ topology.

### 6.2.1 Overview of the pre-selection

The CO -inclusive pre-selection is described in [98] and summarised here. The selection begins with Pandora's consolidated algorithm flow. Only the events for which a neutrino slice is identified are considered, as described in Section 5.4. To further reduce cosmicray backgrounds, the selection applies restrictions on the topological score (presented in Chapter (回), and the extent to which the observed optical activity is consistent with the reconstructed particles in the selected slice.

Contributions from $\mathbb{N C}$ and $\nu_{e}-C \mathbb{C D}$ backgrounds are reduced by determining if any of the reconstructed final-state particles are likely to be a muon. Muon candidates are distinguished from electromagnetic showers using the response of Pandora's track-vsshower SVWI classifier and calorimetric information is used to distinguish muons from protons. Events in which multiple particles are viable muon candidates typically include charged pions that pass the muon selection criteria. In these cases, the longest candidate is simply identified as the muon (which is correct in $83 \%$ of simulated CC1 ${ }^{\text {® }}$ passing the pre-selection). Any events without a muon candidate are rejected. Otherwise, the candidate is required to have a track-length of at least 20 cm to meet the unblinding criteria (corresponding to a momentum threshold of $\sim 150 \mathrm{MeV} / \mathrm{c}$ ). It is important to note, in this analysis, an alternate procedure is used to identify the muon in $\mathrm{CC} 1 \pi^{\boxplus}$ events to reduce the muon-pion confusion rate (described in Section [6.3).

Electron neutrino backgrounds are further reduced by insisting that the reconstructed final-state particle with the most hits is track-like (using the track-vs-shower SVNl score). Finally, the reconstructed neutrino interaction vertex must be within the FV shown in Figure (4.23, and the start position of each final-state particle must be at least 10 cm from all TPD borders.

### 6.2.2 Events passing the pre-selection

Table 6.1 shows a breakdown of the events passing the CO-inclusive pre-selection. In this analysis, only data from run-1 is used corresponding to an exposure of $1.455 \times 10^{20} \mathrm{POT}$. MicroBooNEl's run periods are shown in Figure B.4. Events in the "overlay" sample consist of a simulated neutrino interaction with overlaid beam off (cosmic) data, as described in Section [3.7]. The overlay sample is constructed so that every event contains a neutrino interaction. Consequently, events from EXT (beam-off) data are added to account for cases where the trigger would have fired but no neutrino interaction occurred. Additionally, simulated "dirt" events are added which account for cases where a neutrino from the $\operatorname{BNB}$ interacts with material outside of the $\mathbb{C D}$. The samples are normalised to the $\mathbb{P O T}$ of the beam-on $B N B$ data and the combination of overlays, dirt and beam-off data form the predicted event rate. In total $28,417 \mathrm{BNB}$ data events pass the preselection, which is under-predicted by the simulation. The data/prediction ratio of 1.07 after the CC-inclusive selection is known to be due to a mismodelling of optical information. At the time of writing, work is ongoing by the collaboration to correct this.

Of all predicted $\mathrm{CC} 1 \pi^{\text {I }}$ signal events, $54.0 \%$ pass the pre-selection and comprise $9.8 \%$ of the selected sample. The passing-rate of signal events is largely independent of the kinematic parameters of interest (listed in Section [.L.2). The main exceptions are in the region $p_{\mu}<150 \mathrm{MeV} / \mathrm{c}$ (due to the restriction on the muon candidate track-length), and for muon angles close to the vertical direction (as this is the region in which the CR-tagging is most aggressive).

| Sample | Events | Fraction of events |
| :--- | ---: | ---: |
| Signal (simulation) |  |  |
| Overlay: $1 \mu+1 \pi^{ \pm}+X p$ (non-golden) | 1545 | $5.84 \%$ |
| $1 \mu+1 \pi^{ \pm}+X p$ (golden) | 1057 | $3.99 \%$ |
|  |  |  |
| Backgrounds (simulation) |  |  |
| Overlay: $1 \mu+X p$ | 13120 | $49.57 \%$ |
| Non-fiducial | 1868 | $7.06 \%$ |
| $1 \mu+1 \pi^{0}+X p$ | 1077 | $4.07 \%$ |
| $1 \pi^{ \pm}+X p$ | 336 | $1.27 \%$ |
| $1 \mu+2 \pi^{ \pm}+X p$ | 334 | $1.26 \%$ |
| $1 \mu+1 \pi^{0}+1 \pi^{ \pm}+X p$ | 229 | $0.86 \%$ |
| $X p$ | 152 | $0.57 \%$ |
| $2 \pi^{ \pm}+X p$ | 75 | $0.28 \%$ |
| Other | 362 | $1.37 \%$ |
|  | 981 | $3.70 \%$ |
|  | 5335 | $20.16 \%$ |
| Dirt | 2602 | $9.83 \%$ |
| EXT data | 23868 | $90.17 \%$ |
| Total signal | 26470 |  |
| Total backgrounds | 28417 |  |
| Total simulation |  |  |

Table 6.1: The composition of events that pass the $\mathbb{C C}$-inclusive pre-selection. The overlay, dirt and EXT (beam-off) data have been normalised to the $\mathbb{P O T}$ of the BNB data. Here $X p$ refers to any number of protons including zero. Neutrons are not listed in the topology but their multiplicity may be non-zero. The right-most column refers to the fraction of selected events that are of the corresponding topology. In total, only $20 \%$ of simulated events in the overlay sample pass the pre-selection, however of those that are rejected, $79 \%$ are non-fiducial. The passing rate of $\overline{\mathrm{CC} 1 \pi^{\beth}}$ signal events is $54.0 \%$.

### 6.3 Identification of particle species

In order to identify $\mathrm{CC} 1 \pi^{ \pm}$events, it is necessary to distinguish between particle types. To achieve this task, this analysis uses three Boosted Decision Trees (BDTs) which are trained using the topological and calorimetric features described in this section. First, the muon $B D T$ is used to identify the reconstructed particle in each input event that is most likely to be a muon. Next, the proton $B D T]$ is used on the remaining particles to identify events in which exactly one is not consistent with a proton - this is assumed to be the pion candidate. Subsequent criteria are employed to remove background events for which this assumption does not hold. Finally, for the golden selection, the golden pion $B D]$ is used on the pion candidate to obtain a golden-enhanced sample of events. The full details of this selection are given in Section [.4.

The features used to distinguish between reconstructed particle types fall into one of two categories: the topological features make use of information regarding the spatial distribution of the hits and space-points assigned to each reconstructed particle; the calorimetric features make use of the charge associated with each particle, and how this charge is distributed along the particle's reconstructed trajectory.

### 6.3.1 The use of calorimetric information

MicroBoonE has developed a procedure to use calorimetric information for track-like particles, described in [85] and summarised here. First, a track-fit is applied to each reconstructed neutrino final-state particle (as described in Section [1.8), and the resulting trajectory is SCE-corrected. The hits assigned to the particle are ordered by their distance, $x$, from the start of the track (along the fitted trajectory) and are used to determine the rate of charge deposition $\frac{d Q}{d x}(x)$ along the trajectory. A calibration procedure (described in Section 4.8 .2 ) using anode-to-cathode crossing CR-muons from beam-off data is used to correct $\frac{d Q}{d x}(x)$ for any spatial and temporal non-uniformities (for example due to unresponsive wire regions, or changes in the argon purity over time). The rate of energy loss $\frac{d E}{d x}(x)$ is then calculated using the modified-box recombination model:

$$
\begin{equation*}
\frac{d E}{d x}=\frac{1}{\beta} \cdot \rho E_{D}\left[\exp \left(\beta \cdot \frac{W_{\text {ion }}}{\rho E_{D} C_{c a l}} \cdot \frac{d Q}{d x}\right)-\alpha\right] . \tag{6.1}
\end{equation*}
$$

Here, $\rho$ is the density of liquid argon, $E_{D}$ is the electric drift-field strength, $W_{\text {ion }}$ is the ionisation energy of argon, and $C_{c a l}$ is a calibration constant. The model has two free
parameters, $\alpha$ and $\beta$, whose values were measured by the ArgoNeuT experiment [سim], and used by $\operatorname{WicroBooNE}$. In general, the drift-field strength is non-uniform (for example due to SCEI), however these variations are assumed to be calibrated-out and so a constant field strength is used for $E_{D}$. The remaining variations of the drift field are covered by the systematic uncertainties described in Section [.3.6. The value of $C_{\text {cal }}$ is set by fitting the $\frac{d E}{d x}$ curve as calculated by Equation [6.], to the expected distribution for a sample of stopping muons from beam-on data [8.5]. MicroBooNE have also validated the free parameters in this model by tuning to a sample of protons from beam-on data. Any differences are used to motivate the uncertainties described in Chapter [].

In general, the reliability of calorimetric information on a given readout plane is dependent on the direction of the particle. In particular, if the projection of a particle's direction in the $Y-Z$ plane, $\theta_{Y Z}$, is near parallel to one of the wire directions, $\theta_{Y Z}^{P}$ (where $P=U, V, W)$, then all of the charge deposited by the particle will be read-out by a single (or very few) wires on that plane. In this case, the hit-finding procedure (which searches for Gaussian peaks in the wire waveforms, described in Section (1.2) will often poorly estimate the deposited charge as the wire responses are non-Gaussian, and the resulting calorimetric information is typically not reliable. Figure [.4 shows the distribution of one of the calorimetric features used to distinguish between particle species as calculated on each readout plane as a function of $\theta_{Y Z}$ for reconstructed particles passing the preselection. The regions close to $\theta_{Y Z}^{P}$ are indicated by dashed vertical lines. This feature is shown to illustrate the dependence of the reliability of calorimetric information on the particle direction but is discussed in Section 63.2.

In this analysis, a given calorimetric feature, $f_{P}$, (calculated using information from plane $P$ ) is deemed unreliable if:

$$
\begin{equation*}
\sin ^{2}\left(\theta_{Y Z}-\theta_{Y Z}^{P}\right) \equiv \sin ^{2}\left(\Delta \theta_{Y Z}^{P}\right)<0.175 \tag{6.2}
\end{equation*}
$$

This restriction corresponds to a minimum angle between the reconstructed particle and the wire of $\Delta \theta_{Y Z}^{P} \sim 25^{\circ}$, which is chosen to remove effectively all unreliable information while retaining as much reliable information as possible. The reliable information from all three planes is combined, $f\left(f_{U}, f_{V}, f_{W}\right)$, to ensure calorimetric information is available over the full range $-\pi<\theta_{Y Z}<+\pi$. If information from the collection plane is available (i.e. the particle is not in an unresponsive region) and deemed reliable, then it is used to calculate the feature: $f=f_{W}$. If the collection plane can not be used but reliable information is available on both induction planes, a hit-weighted average is used:
$f=w_{U} f_{U}+w_{V} f_{V}$, where $w_{U}=N_{U} /\left(N_{U}+N_{V}\right)=1-w_{V}$, and $N_{P}$ is the number of hits associated with the particle on plane $P$. Finally, if reliable information is only available on one of the induction planes, then it is used as: $f=f_{P}$, where $P=U, V$. Using this procedure, reliable calorimetric information is available for $98.4 \%$ of reconstructed particles passing the pre-selection for which a track can be fitted.


Figure 6.4: The proton-to-MIP Bragg likelihood ratio as a function of $\theta_{Y Z}$ for particles in simulated events passing the $\mathbb{C D}$-inclusive selection. The induction planes ( U and V ) are shown on the top left and right respectively, and the collection plane ( W ) is on the bottom left. The white vertical dashed lines are drawn either side of the readout wire angles at $\theta_{Y Z}^{P} \pm \Delta \theta_{Y Z}$. The regions indicated by horizontal white arrows are those in which the calorimetric information is deemed reliable. The regions without arrows are not used in the analysis. The bottom right plot shows the weighted average of the induction planes (described in the text). The upper horizontal band (with a log likelihood ratio of $\sim+2$ ) is dominated by protons, and the lower band (around $\sim-2$ ) is dominated by muons. The acceptance written on each figure is the fraction of reconstructed tracks in events passing the pre-selection for which reliable calorimetric information is available on the plane (or planes) indicated. In particular, the UV acceptance is the fraction of tracks with reliable calorimetric information on either (or both) of the U or V planes.

### 6.3.2 Features for particle identification

The first two calorimetric features used in this analysis are based on the Bragg-likelihood algorithm, developed by MicroBooNE [IT2]. The algorithm uses the energy loss curve, $\frac{d E}{d x}(x)$, over the last 30 cm of a reconstructed track to help distinguish between particle types. The shape of this curve is dependent on the particle species. In particular, the algorithm gives the likelihood, $L^{T}=P\left(\left.\frac{d E}{d x}(x) \right\rvert\, T\right)$, that a true particle of a given type, $T$, would produce the measured energy loss curve. For a given reconstructed particle of unknown type, this analysis considers the ratio of these likelihoods under different hypotheses (e.g. $R_{p / \mu}=L^{p} / L^{\mu}$ ) as a metric for which hypothesis is more probable.

In this analysis, information from all three planes is combined following the procedure described in Section 6.3.D. In particular, the likelihood under the proton, charged-pion and Minimum Ionising Particle (MIP) hypotheses are used. The proton-to-MUP ( $R_{p / M I P}$ ) and pion-to-MIP ( $R_{\pi / M I P}$ ) likelihood ratios were identified as input features to the particle identification BDDS , and are shown in Figure 6.5 and Figure 6.6 respectively.

For all features discussed in this section, the distribution of contained reconstructed neutrino final-state particles is shown for BNB data and simulated events passing the pre-selection. The uncertainties shown are statistical-only. Reconstructed particles from overlay events are broken down by the species of the simulated particle with which most hits are shared (where each hit is associated with the simulated particle which contributes most to its integrated charge). Additionally, the normalised distributions of each particle species are shown for true $\mathrm{CC} 1 \pi^{\boldsymbol{\exists}}$ events passing the pre-selection.


True $C$ C1 $\pi^{ \pm}$events


Figure 6.5: The 3-plane Bragg likelihood ratio under the proton and $\mathbb{M I P}$ hypotheses.


True $\mathrm{CC} 1 \pi^{\text {® }}$ events


Figure 6.6: The 3-plane Bragg likelihood ratio under the pion and MID hypotheses.

The feature, $R_{p / M I P}$ can separate protons from other particle species, whereas $R_{\pi / M I P}$ primarily provides separation power between muons and non-golden pions. Although the Bragg-peak shapes of muons and pions are very similar, the latter separation primarily occurs due to the presence of secondary interactions, as illustrated by Figure [.]. The left and right displays show a pion that comes to rest before decaying to produce a secondary electron shower. In the centre and right displays, the pion scatters on the argon and so is not "golden". In the left and centre displays, the secondary interaction is identified by Pandora and the interaction product is reconstructed as a daughter PFO , whereas the decay is missed in the right display. As the track-fit is only applied to reconstructed neutrino final-state particles (and not their daughters), the value of $R_{\pi / M I P}$ for the pion in the left display is large due to the existence of a Bragg-peak, whereas the pion in the central display appears $\mathbb{M D}$-like. In the right display, the hits from the decay electron are included in the track-fit and obscure the Bragg-peak, resulting in a low value of $R_{\pi / M I P}$.

$\ln \left(R_{\pi / M I P}\right)=0.97$

$\ln \left(R_{\pi / M I P}\right)=-0.49$

$\ln \left(R_{\pi / M I P}\right)=-0.43$

Figure 6.7: Event displays showing three CC1 $\pi^{\boldsymbol{\xi}}$ events. The value of $\ln \left(R_{\pi / M I P}\right)$ is shown for the pion in each event. The hits belonging to each reconstructed particle are assigned a colour which indicates the best-matched true particle species. Any hits that belong to a reconstructed daughter particle are shaded solid. In the rightmost figure the decay electron is not identified as a daughter of the pion produced in the neutrino interaction and instead both the pion and decay electron are merged into a single reconstructed particle.

Consequently, non-golden pions tend to be distributed at low $\ln \left(R_{\pi / M I P}\right) \lesssim 0$, whereas muons (which are less likely to undergo visible secondary interactions, and so have a reconstructed Bragg-peak) are primarily distributed at high $\ln \left(R_{\pi / M I P}\right) \gtrsim 0$. The pion-

IIIP likelihood ratio for golden pions is dependent on the existence of a visible decay electron, and whether the electron is reconstructed as a secondary daughter particle.

The next $\mathbb{B D} \boldsymbol{T}$ feature is the truncated mean $\boldsymbol{d} \boldsymbol{E} / \boldsymbol{d} \boldsymbol{x}$. This focusses on the average rate of energy loss at the start of the track. As the rate of energy loss is Landau distributed (which has an undefined mean), special care is taken to estimate the average. In each view separately, the $d E / d x$ of the hits in the first third of the track are collated (excluding the first 3 hits which often include charge from other particles near the neutrino interaction vertex). The median and standard deviation of these values are found, and any hits with a $d E / d x$ greater than one standard deviation away from the median are ignored (this reduces the impact of hits in the tails of the distribution). The mean of the $d E / d x$ of the remaining hits is calculated, and the results from all readout planes are combined according to the procedure described in Section [6.3.]. This feature is complementary to the Bragg likelihoods and provides further separation of protons from other particle types, as shown in Figure 6.8.

The remaining features used by the BD DS are topological. The number of descendants makes use of the reconstructed particle hierarchy identified by Pandora, by counting the number of descendants (daughters, granddaughters, etc.) of the reconstructed neutrino final-state particle. As shown in Figure [.7.7, this feature provides separation of pions from other particles as it is sensitive to their secondary interactions.

The track-vs-shower score is the outcome of the SVMI that runs within Pandora and is trained on topological features to distinguish between tracks and showers. As shown in Figure $\quad .0$, this feature provides strong separation of track-like particles from electromagnetic showers and additionally is sensitive to secondary interactions.

Finally, the wiggliness, $W$, is the standard deviation of the angular differences, $\Delta_{i}$, between the directions $\underline{n}_{i}$ at adjacent points along the trajectory of the fitted track:

$$
\begin{equation*}
W=\sqrt{\frac{1}{N-1} \sum_{i=1}^{N}\left(\Delta_{i}-\frac{1}{N} \sum_{j=1}^{N} \Delta_{j}\right)^{2}} \tag{6.3}
\end{equation*}
$$

where, $\Delta_{i} \equiv \cos ^{-1}\left(\underline{n}_{i} \cdot \underline{n}_{i-1}\right)$.
Again, this feature is sensitive to secondary interactions. As shown in Figure [.].], the distribution of golden pions has two peaks. As illustrated in Figure 6.]2, those in the high-wiggliness peak typically have a visible decay electron that is not identified as a secondary particle by the pattern recognition.


True $\boldsymbol{C C D}^{ \pm}$- events


Figure 6.8: The 3-plane truncated mean $d E / d x$ in the first third of the reconstructed particle track.



True $\overline{\mathrm{CC}} \boldsymbol{\pi}^{\boldsymbol{\pm}}$ events


Figure 6.9: The number of descendant reconstructed particles (e.g. daughters, granddaughters) in the particle-flow hierarchy produced by Pandora.

All events



## True $\mathrm{CC} 1 \pi^{\text {® }}$ events



Figure 6.10: The response of the track-vs-shower SVDI that runs in Pandora.


Figure 6.11: The standard deviation of the angular differences between the directions of adjacent points along the track trajectory.


Figure 6.12: Event displays showing two simulated $\overline{\mathrm{CC} 1 \pi^{\boxplus}}$ events with a golden pion from the overlay sample. The value of the wiggliness is shown for the pion in each event. In the left display the pion is in the high-wiggliness golden pion peak shown in Figure the pion in the right display is in the low-wiggliness peak. In the left display the decay of the pion is not reconstructed and so the pion and its decay products are merged into a single reconstructed particle, which has high wiggliness. In the right display, the decay is correctly identified and the decay product is reconstructed as a daughter particle of the pion. In this case the reconstructed pion has low wiggliness. In this way, the wiggliness feature is sensitive to the existence of secondary interactions that are missed by the pattern recognition.

### 6.3.3 BDT training and responses

The features described in Section [6.3.2], were selected from a larger set of potential features that had the ability to distinguish between particle species. In order to determine which features to include in each $\mathbb{B D} \mathbb{D}$, an $N-1$ study was performed ${ }^{\mathbb{M}}$. Each $\mathbb{B D} \mathbb{1}$ was trained with a list of $N$ features and re-trained with each feature removed in turn (such that $N-1$ features remain). The reduction in the performance of the $\mathbb{B D T D}$ that is caused by removing a feature can be interpreted as a measure of the importance of the feature removed. Importantly, this measure accounts for any possible correlations between features. In the process of this study, if one or more of the features were found to have a sufficiently small impact on the performance of the $\operatorname{BDD}$ (within the statistical uncertainty of the sample used), then the feature with the smallest impact was removed. This process was repeated for each $\mathbb{B D T}$ until every feature was found to make a significant impact. The remaining features for the muon, proton and golden-pion BDIS are those listed in Section $[6.3 .2$ but the number of descendants is not used for the proton BDTI.

In order to train the $\mathbb{B D}]$ S, reconstructed neutrino final-state particles from $\mathrm{CC} 1 \pi^{ \pm}$ events that pass the $\mathbf{C C}$-inclusive selection are used as training examples. Only contained particles which are at least 5 cm from all TPC faces are used. In total there are five categories of possible particle types: protons, muons, golden pions, non-golden pions, and cosmic rays. Each reconstructed particle is assigned one such label based on the type of true particle with which it shares most hits. The particles are also assigned a training weight based on the completeness of their truth-match. For cosmic rays from external data, a weight of unity is used. In this way, well-reconstructed particles are preferentially treated while training, but the $\mathbb{B D T D}$ still sees poorer cases of reconstruction to aid robustness. This method was found to perform better than applying a uniform weight for all training examples, or simply not training on particles with low completeness. The full set of simulated $\mathrm{CC} 1 \pi^{\sharp}$ events was randomly split into even training and testing datasets and the consistency between the $\mathbb{B D D}$ response to these datasets was checked in every case to ensure against overtraining.

[^22]Figure [.].3 shows the response of the muon $\mathbb{B D T ]}$ to all contained reconstructed particles passing the pre-selection. The most important features for separation between muons and protons are the proton-to- IDIP likelihood ratio, and the truncated mean $d E / d x$. All features contribute toward the separation of muons and pions, but the track score is the most important.


Figure 6.13: The response of the muon BDT for contained reconstructed particles in all events passing the $\mathbb{C C}$-inclusive pre-selection. The structure in the distribution at low $\mathbb{B D} \mathbf{T}$-response is due to the inclusion of the discrete number of descendants feature.

Figure 6.$]$ shows the response of the proton $\mathbb{B D T}$ to all contained reconstructed particles passing the pre-selection. The majority of the separation power between protons and other particles is due to the proton-to-[D] likelihood ratio.


Figure 6.14: The response of the proton $\mathbb{B D T}$ for contained reconstructed particles in all events passing the CC -inclusive pre-selection.

Figure 6.5 shows the response of the golden pion $\mathbb{B D T}$ to all contained reconstructed particles passing the pre-selection. Again, the separation between golden pions and protons is driven by the proton-to-WUD likelihood ratio, and the track-score contributes most to the separation between golden pions and muons. The separation between golden and non-golden pions (for which this $\mathbb{B D D I}$ is designed) has contributions from many features, of which the pion-to-MIP likelihood ratio is the most important for the reasons described in Section 6.3.2.


Figure 6.15: The response of the golden pion $\mathbb{B D D}$ for contained reconstructed particles in all events passing the CC -inclusive pre-selection.

### 6.4 Selection of $\mathrm{CC} 1 \pi^{ \pm}$events

This section describes the criteria used to identify $\overline{C C 1 \pi} \pi^{\text {I }}$ events, referred to as selection cuts. As described in Section [.]. two event selections are employed. The generic selection is optimized to select CC1 $\boldsymbol{}^{\boldsymbol{A}}$ events without any regard for the golden or nongolden nature of the pion. Events passing the generic selection are used in the extraction of the differential cross-sections in terms of $p_{\mu}, \theta_{\mu}, \theta_{\pi}, \theta_{\mu \pi}$, and the proton-exclusive crosssection measurement. The golden selection applies a further cut on top of the generic selection to enhance the fraction of selected events with golden pions and is used to extract the differential cross-section in terms of $p_{\pi}$.

The selection cuts were chosen to maximise the product of the efficiency, $\epsilon$, and purity, $\rho$, of the selection which are defined as:

$$
\begin{gather*}
\text { Efficiency }=\epsilon=\frac{\# \text { selected signal events }}{\# \text { generated signal events }},  \tag{6.4}\\
\text { Purity }=\rho=\frac{\# \text { selected signal events }}{\# \text { selected events }}
\end{gather*}
$$

For all figures in this section, only the statistical uncertainty on the data is shown.

### 6.4.1 Generic selection

After the CD-inclusive pre-selection, the first cut applied is on the track multiplicity. A track fit is applied to all reconstructed neutrino final-state particles (including those that represent true electromagnetic showers) but can fail if the particle has too few associated space-points. A minimum of two tracks is required (for the muon and the pion). Figure [.]6 shows the number of tracks per event and is broken down by the true origin of the events. $\mathrm{CC} 1 \pi^{ \pm}$events with and without a golden pion are shown in green and pink respectively. The dominant backgrounds after the CO-inclusive selection are $\mathbb{C D} 0 \pi(1 \mu+0 \pi+X p, X \geq 0)$ neutrino interactions, and external cosmic-ray backgrounds - shown in blue and dark grey respectively.

Track multiplicity cut


Figure 6.16: The number of tracks that were successfully fitted to the reconstructed particles in each event. Events to the left of the black line are rejected by the track multiplicity cut.

Next, a containment cut rejects events in which more than one particle leaves the CP . A particle is considered contained if its reconstructed (SCE-corrected) endpoints are at least 5 cm from all CPD faces. Figure CJ shows the number of uncontained particles per event. Following this cut, if a particle escapes, it is identified as the muon candidate (correct in $87.5 \%$ of $\mathrm{CC} 1 \pi^{\sharp}$ events). However, if all particles are contained then the one with the largest muon $\mathbb{B D D D}$ response is selected as the muon candidate (correct in $84.5 \%$ of $\mathrm{CC} 1 \pi^{ \pm}$events).


Figure 6.17: The number of reconstructed particles with a fitted track end-point closer than 5 cm to a $\mathbb{L P D}$ face. Events to the right of the black line are rejected by the containment cut.

With the muon found, the next step is to identify protons using the proton $\mathbb{B D D}$ responses of the remaining reconstructed particles, shown in Figure [6.I8. Any particles with a response greater than -0.06 (or for which the $\overline{B D D T}$ response is unavailable) are identified as protons ${ }^{\square \square}$. Figure $[\square]$ shows the distribution of the number of particles per event that are not identified as a proton. As expected, $\mathrm{CC} 1 \pi^{ \pm}$events primarily have two non-protons: the muon (already identified), and the pion. Events with zero or greater than two non-protons are rejected. In the remaining events, with exactly two non-protons, the particle whose species has yet to be identified is taken as the pion candidate. The proton identification $\mathbb{B D} \boldsymbol{T}$ cut was chosen to maximize the product of the $\mathrm{CC} 1 \pi^{\text { }}$ selection efficiency and purity after the cut.

At this point in the selection, all reconstructed particles have been assigned a type: muon, proton or charged-pion, the accuracy of which is given in Section 6.5.2. The directions of the muon and pion are found using the track fit at the endpoint closest to the reconstructed vertex. The next two cuts are designed to reject events for which this directional information is not reliable.

As described in Chapter 四, the space-points associated with a reconstructed particle are produced by applying a 2D sliding linear fit to the positions of the particle's hits in each view separately. For a hit in a given view, the corresponding positions in the remaining views are found by querying the 2D sliding linear fit results at the $x$ (time) coordinate of the hit, which is common to all views. These 2D positions should represent the projections of a 3D position that lies along the trajectory of the particle. If the 2D sliding linear fits could be applied in all three views, then the problem is overconstrained as four distinct parameters $\left(x, z_{U}\right),\left(x, z_{V}\right),\left(x, z_{W}\right)$ are available to identify the three coordinates $(X, Y, Z)$ of the space-point. An analytical minimisation procedure is used to find the 3D position that projects most closely to the desired 2D positions. However, if the particle lies in an unresponsive detector region in one view, the problem is only critically constrained. In this case, the positions of the space-points (and hence the direction of the muon and pion candidates) can become unreliable. The effect is compounded for particle trajectories near-parallel to the $Y-Z$ plane ( $\phi \approx \pm \pi / 2$ ). In this case, all hits occur at or near the same $x$ coordinate. This degeneracy means that multiple $z_{P}$ positions (wire-coordinate, $\left.P \in U, V, W\right)$ correspond to a single $x$ position, and so it is problematic to match between views.

[^23]

Figure 6.18: The proton $\mathbb{B D D}$ response for all contained reconstructed particles that have not already been identified as the muon candidate. Particles to the right of the black line are identified as proton candidates.

To ensure good direction reconstruction, events are only selected if at least one hit is associated with the muon and pion in all three readout planes. Figure $\sqrt[6.20]]{ }$ shows the reconstructed pion azimuth, $\phi_{\pi}$ (defined in Section [2.4.2), before and after the application of the pion gap cut. The efficiencies of these cuts are flat over the true muon and pion directions.


Figure 6.19: The number of reconstructed particles that have not been identified as a proton. Events outside of the black lines are rejected by the "two non-protons" cut.


Figure 6.20: The azimuthal angle of the pion-candidate reconstructed particle before (top) and after (bottom) the pion gap cut. The excess of events around $\phi_{\pi}= \pm \pi / 2$ (before the cut) are due to reconstruction failures when the pion is in an unresponsive detector region and are removed by the cut.

After the muon and pion candidates are selected, the major neutrino-induced backgrounds are events with $1 \mu+0 \pi+X p$ (where $X \geq 0$ ). In the case where $X=0$, (or $X>0$ but the protons have low energy and so produce few hits), the single-muon topology can be mistaken by the reconstruction as two back-to-back particles emerging from a common vertex, especially if the muon undergoes a scatter. This failure mode is also present for cosmic-ray muons. When this occurs, the true muon is reconstructed as two separate particles which are typically identified as the muon and pion candidates by this selection. For events with particle multiplicities greater than one (such as $\mathrm{CC1} \pi^{\boxplus}$ ), this failure mode is significantly less prevalent as the position of the neutrino interaction vertex is more readily visible. Consequently, events in which the reconstructed muon-pion opening angle is large are background-dominated, as is shown in Figure 6.21.

In order to increase the purity of the selection, an opening angle cut is applied and events with $\theta_{\mu \pi}>2.65 \mathrm{rad}$ are rejected (chosen to maximise the product of efficiency and
 is restricted in accordance with this cut. However, this restriction is not made in this chapter.

The next cut uses the topological score for neutrino identification, discussed in Chapter 0 and shown in Figure 6.27 . The cut value of 0.67 is chosen to maximise the product of efficiency and purity. This cut removes many of the remaining cosmic-ray backgrounds.

Finally, all reconstructed particles are required to start within 9.5 cm of the reconstructed neutrino interaction vertex. Figure 6.23 shows the "track-start to vertex distance" for all reconstructed particles in events passing the cuts up to this point in the selection. As expected, photons and external backgrounds are most commonly separated by a significant distance from the vertex. Figure 6.24 shows the furthest track-start to vertex distance of all reconstructed particles in each event at this point in the selection, broken down by the true origin of the event. The start near vertex cut primarily removes $1 \mu+0 \pi+X p$ and $1 \mu+1 \pi^{0}+X p$ backgrounds, and was chosen to maximise the product of efficiency and purity.

Opening angle cut



Figure 6.21: The opening angle between the muon and pion candidate reconstructed particles. Events to the right of the black line are rejected by the opening angle cut.

Topological score cut


Figure 6.22: The response of the topology-based neutrino identification SVII that runs within Pandora. Events to the left of the black line are rejected by the topological score cut. Here, no events have a topological score below 0.06 as these have already been removed by the CO-inclusive selection.



Figure 6.23: The distance from the reconstructed vertex to the start-point of each reconstructed particle track. Events with one or more particles to the right of the black line are rejected by the "start near vertex" cut.


Figure 6.24: The distance from the reconstructed vertex to the start-point of the furthest reconstructed particle track. Events to the right of the black line are rejected by the "start near vertex" cut.

### 6.4.2 Golden selection

The golden selection begins with the generic selection and includes an extra cut on the golden-pion $\mathbb{B D} \boldsymbol{T}$ response of the pion candidate at -0.03 , shown in Figure 6.25 . This cut enhances the fraction of selected events that truly contain a golden pion.

## Likely golden pion cut



Figure 6.25: The response of the golden pion $\mathbb{B D D}$ for the pion-candidate reconstructed particle. Events to the left of the black line are rejected by the likely golden pion cut.

### 6.5 Performance

### 6.5.1 Event selection performance

Table 6.2 shows the impact of each of the selection cuts on the efficiency and purity and Table [.3 shows the breakdown of events passing the generic selection. In the former table the golden-fraction, $f_{G}$, is defined as:

$$
\begin{equation*}
f_{G}=\frac{\# \text { selected signal events with golden pion }}{\# \text { selected signal events }} \tag{6.5}
\end{equation*}
$$

| Cut | $\boldsymbol{\epsilon}$ | $\boldsymbol{\rho}$ | $\boldsymbol{\epsilon} \times \boldsymbol{\rho}$ | Signal | $\boldsymbol{f}_{\boldsymbol{G}}$ | Data | Data/【WC |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CC-inclusive | $54.0 \%$ | $9.8 \%$ | 0.053 | 2601.8 | $40.6 \%$ | 28417 | 1.07 |
| Generic selection |  |  |  |  |  |  |  |
| Track multiplicity | $52.7 \%$ | $11.6 \%$ | 0.061 | 2539.5 | $40.6 \%$ | 23089 | 1.06 |
| Containment | $48.8 \%$ | $11.7 \%$ | 0.057 | 2354.2 | $42.4 \%$ | 21341 | 1.06 |
| Two non-protons | $31.9 \%$ | $18.9 \%$ | 0.060 | 1539.4 | $41.3 \%$ | 8548 | 1.05 |
| Pion not in gap | $25.6 \%$ | $21.6 \%$ | 0.055 | 1232.0 | $40.0 \%$ | 6236 | 1.10 |
| Muon not in gap | $24.3 \%$ | $22.6 \%$ | 0.055 | 1171.9 | $40.3 \%$ | 5776 | 1.12 |
| Opening angle | $23.4 \%$ | $25.7 \%$ | 0.060 | 1127.5 | $39.8 \%$ | 4923 | 1.12 |
| Topological score | $19.5 \%$ | $40.6 \%$ | 0.079 | 941.0 | $39.5 \%$ | 2643 | 1.14 |
| Start near vertex | $17.5 \%$ | $52.4 \%$ | 0.092 | 844.7 | $39.7 \%$ | 1857 | 1.15 |
| Golden selection |  |  |  |  |  |  |  |
| Likely golden pion | $9.3 \%$ | $48.6 \%$ | 0.045 | 449.9 | $65.5 \%$ | 1109 | 1.20 |

Table 6.2: Breakdown of the efficiency, $\epsilon$ and purity, $\rho$, of the $\mathrm{CC} 1 \pi^{\boxplus}$ event selection cuts. The "signal" column shows the number of selected signal events in the overlay sample when scaled to the $\mathbb{P O T}$ of the BNB data used. The "data" column gives the total number of BNB data events selected. The fraction of selected signal events that contain a golden pion, $f_{G}$, is also shown. Finally, the "data/[MC" column gives the ratio of the total number of selected $\operatorname{BNB}$ data events to the total number of selected simulated events including both signal and backgrounds ( $\mathbb{M C}=$ Signal $/ \rho$ ).

| Sample | Events | Fraction | Fraction removed |
| :--- | ---: | ---: | ---: |
| Signal (simulation) |  |  |  |
| Overlay: $1 \mu+1 \pi^{ \pm}+X p$ (non-golden) | 509.6 | $31.6 \%$ | $67.0 \%$ |
| $1 \mu+1 \pi^{ \pm}+X p$ (golden) | 335.2 | $20.8 \%$ | $68.3 \%$ |
|  |  |  |  |
| Backgrounds (simulation) |  |  |  |
| Overlay: $1 \mu+X p$ | 370.2 | $23.0 \%$ | $97.2 \%$ |
| $1 \mu+1 \pi^{0}+X p$ | 82.0 | $5.1 \%$ | $92.4 \%$ |
| Non-fiducial | 58.7 | $3.6 \%$ | $96.9 \%$ |
| $1 \mu+2 \pi^{ \pm}+X p$ | 50.9 | $3.2 \%$ | $84.9 \%$ |
| $1 \pi^{ \pm}+X p$ | 25.1 | $1.6 \%$ | $92.5 \%$ |
| $2 \pi^{ \pm}+X p$ | 19.4 | $1.2 \%$ | $73.8 \%$ |
| $1 \mu+1 \pi^{0}+1 \pi^{ \pm}+X p$ | 11.9 | $0.7 \%$ | $94.8 \%$ |
| $X p$ | 3.7 | $0.2 \%$ | $97.8 \%$ |
| Other | 19.5 | $1.2 \%$ | $94.6 \%$ |
|  | 15.6 | $1.0 \%$ | $98.4 \%$ |
|  | 109.6 | $6.8 \%$ | $98.0 \%$ |
| Dirt | 844.8 | $52.4 \%$ | $67.5 \%$ |
| EXT data | 766.6 | $47.6 \%$ | $96.8 \%$ |
| Total signal | 1611.4 |  | $93.9 \%$ |
| Total backgrounds | 1857 |  | $93.5 \%$ |
| Total simulation |  |  |  |

Table 6.3: The composition of events that pass the $\mathrm{CC} 1 \pi \nexists$ generic selection. The overlay, dirt and EXT data have been normalised to the POT of the BNB data. The fraction column refers to the fraction of the selected events that are of the corresponding topology. The fraction removed column gives the fraction of events that pass the $\mathbb{C D}$-inclusive selection that are removed by the CC1 $\pi^{\text { }}$ selection.

Of the events passing the C（D－inclusive selection， $32.5 \%$ of signal events pass the generic selection whereas only $3.2 \%$ of background events remain．Consequently，the signal－to－background ratio is increased by a factor of $\sim 10$ ．Importantly，the rate at which signal events pass the generic selection is largely independent of the kinematic parameters of interest．The main exceptions are listed below and the selection efficiency as a function of each parameter is shown in Appendix $⿴ 囗 十 ⺝$ ．
－The selection efficiency reduces at muon and pion momentum below $\sim 150 \mathrm{MeV} \mathrm{c}^{-1}$ ． This occurs as particles with lower momenta produce fewer hits and so are less likely to be reconstructable．
－The selection efficiency drops in the region $\theta_{\mu \pi}>2.65$ due to the opening angle cut． Additionally，the efficiency is reduced for small $\theta_{\mu \pi}$ as the muon and pion begin to overlap and are likely to be merged in the reconstruction．
－The selection preferentially rejects muon angles that are close to the vertical．This effect is primarily introduced by the CR1－tagging algorithm．

## 6．5．2 Particle identification performance

Table $[6.4$ and Table 6.5 show the performance of the particle identification for true $C C 1 \pi^{ \pm}$events passing the generic and golden selections respectively．Reconstructed particles are labelled by the species of the simulated particle with which most hits are shared．Each reconstructed particle is matched to exactly one simulated particle（or is deemed as a cosmic ray from beam－off overlaid data）．However，each simulated particle may have zero，one or many matched reconstructed particles．Unlike the matching pro－ cedure described in Section $\boxed{T .7}$ ，no thresholds are applied to the purity of completeness of these matches．The true muons and pions are misidentified as each other in $\sim 11 \%$ and $\sim 8 \%$ of events passing the generic and golden selections respectively．

| Best true match | Muon candidate | Pion candidate | Proton candidate |
| :--- | :--- | :--- | :--- |
| Muon | $88.7 \%$ | $10.9 \%$ | $5.0 \%$ |
| Charged pion | $10.6 \%$ | $87.7 \%$ | $11.3 \%$ |
| Proton | $0.7 \%$ | $1.4 \%$ | $83.7 \%$ |
| EXT (cosmic) | $0.0 \%$ | $0.0 \%$ | $0.1 \%$ |

Table 6.4: Particle identification performance for true $\mathrm{CC} 1 \pi^{\boxplus}$ events passing the generic selection.

| Best true match | Muon candidate | Pion candidate | Proton candidate |
| :--- | :--- | :--- | :--- |
| Muon | $92.1 \%$ | $7.8 \%$ | $4.3 \%$ |
| Charged pion | $7.6 \%$ | $90.2 \%$ | $13.0 \%$ |
| Proton | $0.4 \%$ | $2.0 \%$ | $82.6 \%$ |
| EXT (cosmic) | $0.0 \%$ | $0.0 \%$ | $0.2 \%$ |

Table 6.5: Particle identification performance for true $\mathrm{CC} 1 \pi^{\boxplus}$ events passing the golden selection.

Table [6.6] shows the performance of the particle identification for all events (signal + background) passing the generic selection. The leading backgrounds are BNB neutrino interactions with the $1 \mu+X p$ topology which primarily pass the selection when a proton is mistakenly identified as a charged pion.

| Best true match | Muon candidate | Pion candidate | Proton candidate |
| :--- | :--- | :--- | :--- |
| Muon | $74.1 \%$ | $16.5 \%$ | $5.4 \%$ |
| Charged pion | $9.2 \%$ | $52.8 \%$ | $11.3 \%$ |
| Proton | $8.2 \%$ | $16.7 \%$ | $77.6 \%$ |
| EXT (cosmic) | $8.1 \%$ | $8.5 \%$ | $4.0 \%$ |
| Other | $0.5 \%$ | $5.5 \%$ | $1.8 \%$ |

Table 6.6: Particle identification performance for all events passing the generic selection. The other category includes all other particle types, but is primarily photons from the decay of neutral pions.

### 6.6 Estimation of particle momenta

### 6.6.1 Overview of energy estimation methods

In order to extract the desired differential cross-sections, this analysis needs to be able to measure the momentum of muons and pions. The simplest approach is to estimate the momentum using the range of the particle. Consider a particle with some initial kinetic energy $T(x=0)=T_{0}$, that loses energy according to $d T / d x(x)$. Given that the particle stops (reaches $T(R)=0$ ) after a distance $R$, one can determine $T_{0}$ by integration:

$$
\begin{equation*}
T_{0}=\int_{0}^{R} \frac{d T}{d x}(x) d x \tag{6.6}
\end{equation*}
$$

The initial kinetic energy can then be converted to momentum via $p=\sqrt{T_{0}{ }^{2}+2 m T_{0}}$. In this analysis, this integral is not computed analytically. Instead, an empirical fit is applied directly to the true momenta of simulated muons and pions, as a function of the range of their corresponding reconstructed particle. The details of this process are given in Section 6.6.2.

It is important to note that this range-based method is only applicable for stopping particles and so is not appropriate for particles that escape the detector. Another approach (detailed in [ [104]) is to use the energy dependence of Multiple Coulomb Scattering (MCS) to estimate the momentum of the particle. This MCS-based method applies to both contained and escaping particles but has only been so far implemented in MicroBooNE for muons. This method is discussed in Section 6.6 .3 .

### 6.6.2 Momentum estimation by range

Figure 6.26 shows the aforementioned momentum-range curve for simulated muons from true $C C 1 \pi^{\boxplus}$ events. The range is calculated from the track fitted to the reconstructed particle that matches to the muon. Only reconstructed particles that contain at least half of the hits of the simulated particle are used (i.e. truth-match completeness $>50 \%$ ). Additionally, the reconstructed particle must be contained (at least 5 cm from all TPD faces). The range is calculated as the sum of the SCE corrected distances between all
consecutive trajectory points from the track. A function with form,

$$
\begin{equation*}
p(R)=a+b R-c R^{-d} \tag{6.7}
\end{equation*}
$$

is fitted by allowing the positive-definite parameters $a, b, c$, and $d$ to vary. This functional form is empirical and was chosen for its simplicity and its ability to capture the shape of the distribution (but was not derived from the underlying energy-loss process). Qualitatively, it does possess the desirable property that as $R \rightarrow \infty, p(R) \rightarrow a+b R$. This linear dependence at high $R$ is driven by the rate of energy loss of MIPs, for which $\langle d E / d x(x)\rangle=$ const. The function was fitted to the most probable momentum in each range bin and the result is the red line in Figure [6.26].


Figure 6.26: The true momentum of simulated muons against the range of their best matched reconstructed particle. The fitted line is shown in red.

Figure [.2] shows the fractional fit error, $\eta \equiv\left(p_{\text {reco }}-p_{\text {true }}\right) / p_{\text {true }}$ for contained and escaping reconstructed muons with no restriction applied to the completeness of the truth-match. This illustrates explicitly that the range-based method is only applicable for contained muons. The contained reconstructed particles in the tail of the distribution are primarily low-completeness matches.


Figure 6.27: The fractional error, (reconstructed - truth)/truth, of the range-based momentum of reconstructed particles which match to true muons in CC1 $\ddagger$ I events. Shown in black are all such particles, and in blue are those that are contained within the detector boundaries.

This procedure was repeated for pions. Figure 6.28 shows the true momentum versus range distribution for reconstructed particles that match to charged pions, along with the fitted curve. As for the muons, only contained reconstructed particles with a truthmatch completeness of $>50 \%$ were used for the fit. Figure 6.29 shows $\eta$ for all pions (with no restriction on the completeness of the truth-match) and illustrates the successive impact of each of the restrictions made to define a golden pion.


Figure 6.28: The true momentum of simulated pions against the range of their best matched reconstructed particle. The fitted line is shown in red.


Figure 6.29: The fractional error, (reconstructed - truth)/truth, of the range-based momentum of reconstructed particles which match to true pions in $\mathrm{CC} 1 \pi^{\text {® }}$ events. The line colours show the impact of each of the conditions which define a golden pion. Shown in black are all pions, in blue are those that are contained within the detector boundaries, in orange are those that also come to rest, and in green are those that also undergo no scatters. The conditions for the green line are the definition of a golden pion.

### 6.6.3 Muon momentum estimation by MCS

As illustrated by Figure 6.27, the range-based momentum estimation method is only applicable for contained muons. Consequently, for escaping muons, the MCS method is instead used. $\mathbb{M C S}$ is the process by which a charged particle traversing a medium (in this case argon) repeatedly scatters off atomic nuclei resulting in a trajectory described by a stochastic random walk. After travelling a distance, $l$, through the medium, the direction of the particle will in general differ from its initial direction, as described by a scattering angle. This angle can be modelled as a random variable, distributed according to a Gaussian function with a mean of zero, and standard deviation, $\sigma_{M C S}$, given by the Highland formula [104]:

$$
\begin{equation*}
\sigma_{M C S}=\frac{S_{2} z}{p \beta c} \sqrt{\frac{l}{X_{0}}}\left[1+\epsilon \ln \left(\frac{l}{X_{0}}\right)\right] . \tag{6.8}
\end{equation*}
$$

Here, $p, \beta c$ and $z$ are the momentum, velocity and absolute charge of the particle respectively and $X_{0}$ is the radiation length of the target material ( 14 cm for LAR [114]). Finally, $S_{2}$ and $\epsilon$ are empirical parameters of the model. As $\sigma_{M C S}$ is dependent on $p$, the momentum of a charged particle can be estimated by the distribution of the angles through which it scatters. In particular, MicroBooNE considers the angular deviations between successive segments of a reconstructed track, using a segment length of $l=X_{0}$. In this special case, $\sigma_{M C S}$ simplifies to:

$$
\begin{equation*}
\left.\sigma_{M C S}\right|_{l=X_{0}}=\frac{S_{2} z}{p \beta c} . \tag{6.9}
\end{equation*}
$$

Here, the only relevant model parameter is $S_{2}$. As the Highland formula was initially developed for relativistic particles $(\beta \approx 1)$, MicroboovE has studied its applicability in the region $\beta<1$ (relevant for the experiment) using a sample of muons simulated with Geant4 [89]. To describe the simulated data, the constant $S_{2}$ must be replaced by a factor, $\kappa(p)$, that is dependent on the particle's momentum in the $p<1 \mathrm{GeV} \mathrm{c}^{-1}$ region and asymptotically approaches a constant value at high momentum (equivalent to $S_{2}$ in the relativistic case) [104].

For an assumed initial particle momentum, $p_{0}$, MicroBonNE determines the likelihood that the measured angular deviations between successive reconstructed track segments would occur using the aforementioned modified Highland formula. In addition, this likelihood accounts for the expected energy loss due to ionisation between each track
segment by assuming the particle is a muon. In order to estimate the momentum of a reconstructed particle via $\mathbb{M C S}$, the value of $p_{0}$ that maximises this likelihood is found.

The performance of this method is shown in Figure [6.30, and typically results in a poorer resolution than the range-based method, but crucially is applicable to uncontained muons.


Figure 6.30: The fractional error, (reconstructed - truth)/truth, of the MCS-based momentum estimation of reconstructed particles which match to true muons in $\mathrm{CC} 1 \pi^{\boldsymbol{\exists}}$ events. Shown in black are all such particles, and in blue are those that are contained within the detector boundaries.

## Chapter 7

## CC1 $\pi^{ \pm}$cross-section measurement

### 7.1 Cross-section definition

This chapter begins by defining the flux-integrated forward-folded differential crosssection, as measured in this analysis, and details the motivation for these definitions. The methods by which statistical and systematic uncertainties are assessed are discussed in Section [K. $]$ and the sources of uncertainty are given in Section [ [.3]. Finally, the results of the cross-section extraction are presented in Section [r.4].

### 7.1.1 Flux-integrated cross-section

The cross-section governs the probability that a neutrino will interact with a target particle. In the case of MicroBooNED, the targets are argon nuclei (as $\mathrm{O}_{2}$ and $\mathrm{N}_{2} \mathrm{im}$ purities are below the 100 ppt and 2 ppm levels respectively [4]). The rate of neutrino interactions, $r(E)$, is given by:

$$
\begin{equation*}
r(E)=\phi(E) \times \sigma(E) \times T, \tag{7.1}
\end{equation*}
$$

and depends on:

- The neutrino energy, $E$,
- The flux (rate of neutrinos per unit area reaching the detector), $\phi(E)$,
- The number of target particles, $T$, with which the neutrinos might interact,
- The cross-section, $\sigma(E)$, for the neutrino-target interactions.

In general, any estimation of $E$ can only be derived from the final-state particles that exit the nucleus. Consequently, a naive estimation will typically underestimate the true value, as energy can be transferred to the nucleus during $\mathbb{E S}$ S] and some subset of the exiting particles may not be visible to the detector. In principle, the extent to which this estimation is biased can be estimated and removed. However, such a correction would introduce a dependence on the models used to estimate the bias. In general, a measurement of the cross-section should be as independent of the models used in the simulation as is feasibly possible. In this analysis, to avoid such difficulties the fluxintegrated cross-section, $\sigma^{\text {F.II. }}$, is instead calculated:

$$
\begin{align*}
\sigma^{F . I} & \equiv \frac{1}{\Phi} \int_{0}^{\infty}[\phi(E) \times \sigma(E)] d E,  \tag{7.2}\\
\Phi & \equiv \int_{0}^{\infty} \phi(E) d E
\end{align*}
$$

where $\Phi$ is the integrated flux. A measurement of $\sigma^{F . I .}$ is typically simpler and less model-dependent than a measurement of $\sigma(E)$. However, these advantages come at the cost of a measurement that is dependent on the flux shape $(\phi(E) / \Phi)$. Consequently, two flux-integrated measurements (made with different neutrino beam fluxes) can not be compared directly. Instead, a prediction for the cross section (typically derived from a generator as a function of the neutrino energy) can be averaged over the fluxes of each experiment (using Equation [.2) and compared to each measurement to see if both are mutually consistent (or inconsistent) with the prediction. For the sake of notational brevity, the label F.I. is dropped for the remainder of this chapter.

### 7.1.2 Accounting for inefficiencies and imperfect resolution

This analysis aims to measure the dependence of the $\mathrm{CCl} \pi^{ \pm}$interaction rate on the kinematic quantities of interest defined in Section [6.L.2. This rate is governed by the differential cross-section, $d \sigma / d X$, which is dependent on a kinematic quantity, $X \in$ $\left\{p_{\mu}, \cos \left(\theta_{\mu}\right), \ldots\right\}$. To measure the dependence of $d \sigma / d X$ on $X$, the range of possible values of $X$ is divided into discrete regions, $X_{t} \rightarrow X_{t+1}$, called bins labelled by the index $t$. The choice of bin edges, $\left\{X_{t}\right\}$, is discussed in Section [.4.0. The discrete fluxintegrated differential cross-section, $(d \sigma / d X)_{t}$, is defined as the average of the continuous differential cross-section, $d \sigma / d X$, over the bin $t$ :

$$
\begin{equation*}
\left(\frac{d \sigma}{d X}\right)_{t}=\frac{1}{\Delta X_{t}} \int_{X_{t}}^{X_{t+1}}\left[\frac{d \sigma}{d X}(X)\right] d X . \tag{7.3}
\end{equation*}
$$

Here, $\Delta X_{t}=X_{t+1}-X_{t}$ is the width of bin $t$. Let $S_{t}$ be the number of $\mathrm{CC} 1 \pi^{\sharp}$ interactions that occur in the $\mathbb{E V}$ with $X$ in bin $t$ over an exposure $P$ (measured in POT) of the detector to the beam. In this case, $S_{t}$ is related to $(d \sigma / d X)_{t}$ via:

$$
\begin{equation*}
S_{t}=\Delta X_{t} \times P \times T \times \Phi \times\left(\frac{d \sigma}{d X}\right)_{t} \tag{7.4}
\end{equation*}
$$

In practice, $S_{t}$ can not be counted directly from the data for three reasons:

1. Efficiency. The number of interactions that can be measured will be fewer than the number that occurred in reality, due to inefficiencies in the detection, reconstruction and selection of $\mathrm{CC} 1 \pi^{\ddagger}$ events. The number of $\mathrm{CC} 1 \pi^{\boxplus}$ interactions, $s_{t}$, with $X$ in bin $t$ that pass the selection, is related to $S_{t}$ via Equation [.].5, where $\epsilon_{t}$ is the efficiency of the selection in $\operatorname{bin} t$.

$$
\begin{equation*}
s_{t}=S_{t} \times \epsilon_{t} \tag{7.5}
\end{equation*}
$$

2. Resolution. The true kinematic quantity $X$ can only ever be estimated using the reconstruction. The estimated value $X^{\prime}$ will have an imperfect resolution and hence a given event may have $X^{\prime}$ in bin $r$, but $X$ in bin $t$, where $r \neq t$. To account for this, let $M_{r t}$ be the elements of the smearing matrix, $M$. Each element, $M_{r t}$, gives the conditional probability that a selected $\mathrm{CC} 1 \pi^{\text {® }}$ event with $X$ in bin $t$ will be reconstructed with $X^{\prime}$ in bin $r$. The number of selected $\mathrm{CC} 1 \pi^{\sharp}$ events, $s_{r}^{\prime}$, with $X^{\prime}$ in bin $r$ is related to $s_{t}$ via:

$$
\begin{align*}
s_{r}^{\prime} & =\sum_{t} M_{r t} s_{t}  \tag{7.6}\\
\text { where, } M_{r t} & =P\left(X^{\prime} \text { in } r \mid X \text { in } t\right) .
\end{align*}
$$

3. Backgrounds. The selected events will not all, in truth, correspond to the $\mathrm{CC} 1 \pi^{ \pm}$ topology due to inefficiencies in the reconstruction and particle identification. The number of events, $n_{r}^{\prime}$, that pass the selection (with $X^{\prime}$ in bin $r$ ) is related to $s_{r}^{\prime}$ via Equation [.]. where $b_{r}^{\prime}$ is the number of selected background events with $X^{\prime}$ in bin $r$.

$$
\begin{equation*}
n_{r}^{\prime}=s_{r}^{\prime}+b_{r}^{\prime} \tag{7.7}
\end{equation*}
$$

Hence, $S_{t}$ (the total number of CC1 $\pi^{\boxplus}$ interactions with $X$ in bin $t$ ), is related to $n_{r}^{\prime}$ (the number of selected events with $X^{\prime}$ in bin $r$ ) via:

$$
\begin{equation*}
n_{r}^{\prime}-b_{r}^{\prime}=s_{r}^{\prime}=\sum_{t} M_{r t} \epsilon_{t} S_{t} \tag{7.8}
\end{equation*}
$$

The quantity $n_{r}^{\prime}$ is counted from data, whereas the values of $b_{r}^{\prime}, M_{r t}$ and $\epsilon_{t}$ must be estimated from the simulation.

### 7.1.3 Forward-folding versus unfolding

Broadly, two options are available to account for the complications listed in Section [.L.2 such that the cross-section can be compared to a theoretical prediction.

1. Present the cross-section in "reconstructed-space" (also known as reco-space, denoted by primes), according to:

$$
\begin{equation*}
\left(\frac{d \sigma}{d X}\right)_{r}^{\prime} \equiv \frac{n_{r}^{\prime}-b_{r}^{\prime}}{\Delta X_{r} \times P \times T \times \Phi} \tag{7.9}
\end{equation*}
$$

This quantity includes a correction term, $b_{r}^{\prime}$, for the selected background prediction, but does not include any corrections for the efficiency or smearing effects. A crosssection prediction, $(d \sigma / d X)_{t}^{\text {pred }}$, (made in truth-space) must be "forward-folded", via Equation [.]U, to be compared to a reco-space measurement. To achieve this, the forward-folding matrix, $\xi$, must be calculated and presented along with the cross-section. A result presented in reco-space is known as a forward-folded measurement.

$$
\begin{align*}
\left(\frac{d \sigma}{d X}\right)_{r}^{\prime p r e d} & =\frac{1}{\Delta X_{r}} \sum_{t} \xi_{r t} \Delta X_{t}\left(\frac{d \sigma}{d X}\right)_{t}^{p r e d}  \tag{7.10}\\
\text { where, } \xi_{r t} & =M_{r t} \epsilon_{t}
\end{align*}
$$

2. Present the cross-section in "truth-space", according to Equation $\square.]_{\text {, where }} M^{-1}$ is the inverse of the smearing matrix, $M$.

$$
\begin{equation*}
\left(\frac{d \sigma}{d X}\right)_{t}=\frac{\sum_{r} M_{t r}^{-1}\left(n_{r}^{\prime}-b_{r}^{\prime}\right)}{\Delta X_{t} \times P \times T \times \Phi \times \epsilon_{t}} \tag{7.11}
\end{equation*}
$$

This quantity has been corrected for backgrounds, efficiency and smearing. A result presented in truth-space is known as an unfolded measurement.

Unfolded measurements are advantageous in that they can be compared directly to a (flux integrated) theoretical prediction, and are typically easier for a human to comprehend as the effects listed in Section $\square . .2$ have been removed. However, the process of unfolding is a challenging statistical inverse problem that can be (and often is) illposed [105]. In particular, there can be multiple distributions in truth-space that, when forward-folded, are equally consistent with the measured data in reco-space based on its statistical uncertainties. Typically, some form of regularisation is employed to add information to the system such that the unfolded solution is unique. In doing this, care must be taken that any statistical tests performed using the unfolded measurement give the same results as in reco-space.

To avoid these complications, the results produced in this analysis are presented in reco-space (according to Equation [.. ${ }^{(1)}$ ). In this case, the problem is well-posed. It is important to note that multiple forward-folding techniques are possible. For example, previous results [ [106] from MicroBooNE have utilised a forward-folding approach similar to Equation $[\mathbb{T} .9$ but have included an effective reco-space efficiency correction term. Other forward-folding approaches [[107] opt to present the data ( $n_{r}^{\prime}$ ) as-is and instead supply a background prediction along with the forward-folding matrix. As noted by Koch in [107]:

It might seem like a shortcut for lazy experimental physicists to simply publish the raw data and response matrix to leave the rest to the model builders. This is not the case though, since the construction of the response matrix requires exactly the same understanding of the detector and care to cover all systematics as a classical, unfolding analysis.

### 7.1.4 Total and proton-exclusive cross-sections

In addition to the differential cross-section, $(d \sigma / d X)_{r}^{\prime}$, this analysis includes a measurement of the total cross-section for the proton-inclusive and exclusive channels with proton multiplicities $N_{p}=0,1$ and $N_{p} \geq 2$. In the inclusive case, the forward-folded flux-integrated cross-section is calculated in reco-space as:

$$
\begin{equation*}
\sigma^{\prime d a t a} \equiv \frac{n^{\prime}-b^{\prime}}{P \times T \times \Phi} \tag{7.12}
\end{equation*}
$$

Here, $n^{\prime}$ is the number of $\operatorname{BNB}$ data events that pass the selection, and $b^{\prime}$ is the predicted number of selected background events. In this case, the forward-folding matrix, $\xi$, is simply the efficiency, $\epsilon$. Hence, by analogy to Equation [ITD, a truth-space flux-integrated cross-section prediction, $\sigma^{\text {pred }}$, can be "forward-folded" and compared to the data by applying an efficiency correction:

$$
\begin{equation*}
\sigma^{\prime \text { pred }}=\epsilon \times \sigma^{\text {pred }} \tag{7.13}
\end{equation*}
$$

In this case, the unfolding problem is trivial (and well posed), hence an efficiency correction of $1 / \epsilon$ could equally be applied to $\sigma^{\prime d a t a}$. For consistency with the differential measurements, this analysis applies the efficiency correction to the prediction following Equation [T.[3]. However, the unfolded total cross-section is also presented for completeness.

In principle, the proton-exclusive total cross-section measurements could be calculated via Equation [[.[2]. For example, in the $N_{p}=0$ case, $b^{\prime}$ would include any selected $C C 1 \pi \pm$ events with a true proton multiplicity, $N_{p} \neq 0$. However this method would introduce model-dependence as the wrong-multiplicity backgrounds must be estimated from the simulation. Instead, this analysis follows a forward-folding procedure whereby $N_{p}$ is treated like a kinematic parameter, $X$. The proton-exclusive total cross-section is calculated in reco-space as:

$$
\begin{align*}
\left(\sigma_{N_{p}}^{\text {data }}\right)_{r}^{\prime} & =\frac{n_{r}^{\prime}-b_{r}^{\prime}}{P \times T \times \Phi}, \\
\left(\sigma_{N_{p}}^{\text {pred }}\right)_{r}^{\prime} & =\sum_{t} \xi_{r t}\left(\sigma_{N_{p}}^{\text {pred }}\right)_{t},  \tag{7.14}\\
\text { where, } \xi_{r t} & =M_{r t} \epsilon_{t} .
\end{align*}
$$

Here, $b_{r}^{\prime}$ does not include wrong-multiplicity events. Instead, this effect is encoded in the smearing matrix, $M_{r t}=P\left(N_{p}^{\prime}\right.$ in $r \mid N_{p}$ in $\left.t\right)$.

### 7.2 Treatment of uncertainties

### 7.2.1 Multivariate Gaussian parametrisation

In this analysis, all quantities are assigned uncertainties that are parametrised according to a multivariate Gaussian Probability Density Function (PDF), given generally by Equation [.].5.

$$
\begin{align*}
x_{i} & =x_{i}^{n o m}+\delta_{i} & & \text { Random variable } \\
\mu_{i} & =\left\langle x_{i}\right\rangle & & \text { Mean } \\
b_{i} & =\mu_{i}-x_{i}^{\text {nom }} & & \text { Bias }  \tag{7.15}\\
V_{i j} & =\left\langle\left(x_{i}-\mu_{i}\right)\left(x_{j}-\mu_{j}\right)\right\rangle & & \text { Covariance matrix } \\
f(\underline{\delta} ; \underline{b}, V) & =\frac{1}{\sqrt{(2 \pi)^{N}|V|}} \exp \left[-\frac{1}{2}(\underline{\delta}-\underline{b})^{T} V^{-1}(\underline{\delta}-\underline{b})\right] & & \text { PDF }
\end{align*}
$$

Here $\underline{x}^{\text {nom }}$ is the nominal (quoted) value of the quantity in question, such as a total or differential cross-section or forward-folding matrix. $\underline{x}$ is a random variable that is distributed according to $f(\underline{\delta} ; \underline{b}, V)$, where $\underline{\delta}$ is the deviation of the random variable from the nominal value. The bias, $\underline{b}$, is the deviation of the mean, $\mu$, from the nominal value, and the covariance matrix $V$ sets the scale of the deviations around the mean. The index, $i$, labels the bins and $N$ is the number of bins.

Most sources of uncertainties in this analysis are unbiased $(\underline{b}=\underline{0})$. In this case, the uncertainty is parametrised by the covariance matrix alone. In the cases where the bias is non-zero, an approximation is made - given by Equation [.]6.

$$
\begin{align*}
E_{i j} & =\left\langle\left(x_{i}-x_{i}^{n o m}\right)\left(x_{j}-x_{j}^{n o m}\right)\right\rangle=V_{i j}+b_{i} b_{j} & & \text { Error matrix }  \tag{7.16}\\
g(\underline{\delta} ; E) & =f(\underline{\delta} ; \underline{0}, E) \approx f(\underline{\delta} ; \underline{b}, V) & & \text { Unbiased PDF }
\end{align*}
$$

Here the error matrix describes the scale of the deviations around the nominal value. The elements, $E_{i j}$, are composed of a true covariance term $V_{i j}$, and a bias term $\left(b_{i} b_{j}\right)$. The biased $\mathbb{P D E}, f(\underline{\delta} ; \underline{b}, V)$, is then approximated by an unbiased function, $g(\underline{\delta} ; E)$. In this way, all sources of uncertainty are parametrised by an error matrix, $E$, and are interpreted as unbiased Gaussian deviations around the nominal value. This approximation is useful as the total $\mathbb{P D F}$ for a set of uncorrelated and unbiased Gaussian variations, parametrised by error matrices, $E^{n}$, is itself an unbiased multivariate Gaussian distribu-
tion, parametrised by the error matrix $E^{t o t}$, where:

$$
\begin{equation*}
E_{i j}^{t o t}=\sum_{n}^{\text {sources }} E_{i j}^{n}=E_{i j}^{\text {stat }}+E_{i j}^{f l u x}+\cdots . \tag{7.17}
\end{equation*}
$$

### 7.2.2 Quantities presented by this analysis

As described in Section [C.L.3], this analysis presents forward-folded cross-section results. As such, the following quantities are required:

- $\left(\frac{d \sigma}{d X}\right)_{r}^{\text {data }}$ - the $\widetilde{\mathrm{CC} 1 \pi^{\boxplus}}$ forward-folded flux-integrated differential cross-section with respect to the kinematic quantity, $X$. This quantity has $N$ bins.
- $E_{r s}^{\prime d a t a}$ - the $N \times N$ error matrix for $\left(\frac{d \sigma}{d X}\right)_{r}^{\text {ddata }}$, combining all sources of uncertainty.
- $\xi_{r t}$ - the $N \times N$ forward-folding matrix that transforms a predicted cross-section from truth-space to reco-space.
- $E_{i j}^{\xi}$ - the $N^{2} \times N^{2}$ error matrix for the flattened $N^{2} \times 1$ smearing matrix, $\xi_{i}^{f l a t}$.

Note that $\xi^{\text {flat }}$ is the $N^{2} \times 1$ column-vector form of the $N \times N$ forward-folding matrix, $\xi$, and is constructed via:

$$
\begin{align*}
\xi_{i}^{f l a t} & =\xi_{(i / N)(i \% N)} \\
/ & \Rightarrow \text { integer division }  \tag{7.18}\\
\% & \Rightarrow \text { modulo operator }
\end{align*}
$$

For the remainder of this thesis $\left(\frac{d \sigma}{d X}\right)_{r}^{\text {data }}$ and $\xi^{f l a t}$ will be known collectively as "quantities of interest" to this analysis.

### 7.2.3 Comparing a prediction to data

Consider a CC1 $\pi^{\boxplus}$ flux-integrated differential cross-section prediction in truth-space, $(d \sigma / d X)_{t}^{\text {pred }}$, with an associated error matrix, $E_{t u}^{p r e d}$. In order to be compared to the data, $(d \sigma / d X)_{r}^{\prime d a t a}$, this prediction must be forward-folded using Equation $\quad .10$. The result is a prediction in reco-space, $(d \sigma / d X)_{r}^{\text {pred }}$, with an error matrix $E_{r s}^{\prime p r e d}$ that contains the uncertainties on both the truth-space prediction, $E_{t u}^{\text {pred }}$, and the forward-folding matrix $E_{i j}^{\xi}$. Here, $s$ and $u$ are bin labels in reco-space and truth-space respectively.

For Gaussian uncertainties, the quantity $Z$ (given in Equation $\mathbb{C . I T})$ can be used as a test statistic to measure the extent to which the prediction matches the data. $Z$ is distributed according to a $\chi_{N}^{2}$ distribution with $N$ degrees of freedom [108], where $N$ is also the number of bins of the measured cross-section.

$$
\begin{equation*}
Z=\sum_{r, s}^{N}\left[\left(\frac{d \sigma}{d X}\right)_{r}^{\prime d a t a}-\left(\frac{d \sigma}{d X}\right)_{r}^{\prime \text { pred }}\right]\left(E^{\prime t o t}\right)_{r s}^{-1}\left[\left(\frac{d \sigma}{d X}\right)_{s}^{\text {'data }}-\left(\frac{d \sigma}{d X}\right)_{s}^{\prime p r e d}\right] \tag{7.19}
\end{equation*}
$$

The total error matrix, $E^{\prime t o t}=E^{\prime d a t a}+E^{\prime p r e d}$ combines the error matrices for the data and prediction in reco-space.

A multisim technique is used to determine $E^{\prime \text { pred }}$, this process is described more formally in Section $[.2 .4$ and summarised here. A number of "universes" are generated in which $(d \sigma / d X)_{t}^{\text {pred }}$ and $\xi_{r t}$ are simultaneously varied to a random value with a probability given by their $\mathbb{P D F}$ (given by Equation [IT6, and parametrised by the error matrices $E_{t u}^{\text {pred }}$ and $E_{i j}^{\xi}$ respectively). The resulting variation of $(d \sigma / d X)_{r}^{\prime \text { pred }}$ over these universes is used to define $E_{r s}^{\prime p r e d}$, via Equation $\mathbb{T} \cdot 2 \mathbb{\square}$ with $M=10,000$ universes.

$$
\begin{equation*}
E_{r s}^{\prime \text { pred }}=\frac{1}{M} \sum_{u}^{M}\left[\left(\frac{d \sigma}{d X}\right)_{r}^{\text {pred,u }}-\left(\frac{d \sigma}{d X}\right)_{r}^{\text {pred,nom }}\right]\left[\left(\frac{d \sigma}{d X}\right)_{s}^{\text {pred,u }}-\left(\frac{d \sigma}{d X}\right)_{s}^{\text {pred,nom }}\right] \tag{7.20}
\end{equation*}
$$

Here, $u$ labels the universes and $u=n o m$ is the nominal universe in which $(d \sigma / d X)_{t}^{\text {pred }}$ and $\xi_{r t}$ are not varied. The inverse matrix, $\left(E^{\prime t o t}\right)^{-1}$ is calculated using an eigendecomposition. Since $E^{\prime t o t}$ is a real symmetric matrix (as can be inferred from Equation [...6), it can be expressed as:

$$
\begin{equation*}
E^{\prime t o t}=Q D Q^{T} \tag{7.21}
\end{equation*}
$$

where $Q$ is an orthogonal matrix whose columns are the (orthonormal) eigenvectors of $E^{\prime t o t}$, and $D$ is a diagonal matrix whose entries are the eigenvalues of $E^{\prime t o t}$. Hence the inverse matrix is calculable via:

$$
\begin{equation*}
\left(E^{\prime t o t}\right)^{-1}=Q D^{-1} Q^{T}, \tag{7.22}
\end{equation*}
$$

as for an orthogonal matrix, $Q^{-1}=Q^{T}$. The inverse matrix, $D^{-1}$, is also diagonal with entries given by the reciprocal of the eigenvalues of $E^{\prime t o t}$. The matrices $Q$ and $D$ are calculated using the Jacobi eigenvalue algorithm [世10]], to floating point precision.

### 7.2.4 Techniques for assessing systematic uncertainties

As described in Section [T.L.3], in order for the measured event rate, $n_{r}^{\prime}$, to be compared to a prediction, an estimate of the flux, $\phi(E)$, selected background rate, $b_{r}^{\prime}$, and forwardfolding matrix $\xi_{r t}$ are required. These estimates are made using a simulation of the experiment, and so any uncertainties on the inputs to the simulation must be included. Broadly, the sources of uncertainty in the simulation fall into the following categories: statistical (due to the finite number of simulated events used), flux, cross-section, detector, other backgrounds (e.g. dirt), and scaling factors (exposure $P$, and number of targets $T$ ). The impact of these uncertainties on the quantities of interest to the analysis (listed in Section $\left[\frac{2.2}{}\right.$ ) is either estimated using the unisim or multisim techniques (described in [■]], and summarised below)

## The unisim technique

Consider a quantity of interest, $\underline{x}$, with nominal bin values, $x_{i}^{\text {nom }}$. The unisim technique is used to estimate the uncertainty due to a set of input parameters by considering the change in $\underline{x}$ when each input parameter is varied in turn by one standard deviation from its nominal value according to its PDF . This is achieved by running the simulation multiple times to produce a set of unisim variation samples. Each sample corresponds to a single parameter which is varied and all other parameters are set to their nominal values. A special Central-Value (CV) sample is also produced in which no parameters are varied. If the set of unisim samples are identical in all but the parameters varied (i.e. no random numbers are reseeded), then any differences in $\underline{x}$ are assumed to be entirely as a result of the parameter variation and not statistical in nature. If the variations are independent then the fractional error matrix, $F$, is given by: [凹]].

$$
\begin{equation*}
F_{i j}=\sum_{n}^{\text {params }}\left(\frac{x_{i}^{n}-x_{i}^{C V}}{x_{i}^{C V}}\right)\left(\frac{x_{j}^{n}-x_{j}^{C V}}{x_{j}^{C V}}\right) . \tag{7.23}
\end{equation*}
$$

Here, $x_{i}^{n}$ is the value of $i$ th bin of the quantity of interest, calculated using the unisim sample in which the $n$th input parameter was varied. Similarly, $x_{i}^{C V}$ is the value in the $i$ th bin calculated using the sample. This fractional error matrix, is then applied to the nominal bin values to obtain the total error matrix for the set of unisim parameters:

$$
\begin{equation*}
E_{i j}=x_{i}^{n o m} F_{i j} x_{j}^{n o m} . \tag{7.24}
\end{equation*}
$$

In general, the nominal and samples are not necessarily the same. For the detector uncertainties considered in this analysis, the nominal sample could not be used as the CV sample due to the computational cost of re-running the simulation with each parameter varied. Instead, the $C D$ sample used contains fewer events.

## The multisim technique

Alternatively, the multisim technique is used to estimate the uncertainty on $\underline{x}$ due to a set of input parameters by considering the distribution of $\underline{x}$ over multiple variations of the nominal simulation in which all input parameters are simultaneously varied to a random value with a probability given by their $\mathbb{P D H}$. Each variation is known as a universe. Unlike the unisim technique (in which the full simulation is typically re-run for each parameter variation), the value of $\underline{x}$ in each universe is often obtained by reweighting each event of the nominal simulation. These weights can be pre-computed by repeating the part of the simulation that is relevant for the parameters in question (e.g. just the flux simulation, or just the generator for cross-section parameters), which can be significantly less computationally intensive than re-running the full simulation. However, this re-weighting procedure is only applicable if input parameters modify the likelihood that a given event will occur, and not the contents of that event. Conceptually, and indeed as is used for the flux and cross-section uncertainties in this analysis, the weight that should be applied to a given event in a given universe is defined by:

$$
\begin{equation*}
w\left(\underline{p}^{u}, \underline{X}\right)=\frac{r\left(\underline{p}^{u}, \underline{X}\right)}{r\left(\underline{p}^{C V}, \underline{X}\right)} . \tag{7.25}
\end{equation*}
$$

Here, $\underline{p}$ is a vector whose elements are the input parameters. The label $u$ indicates the values of the parameters in the universe in question, and $C V$ indicates the central values. $\underline{X}$, is a vector whose elements are a set of physics parameters (e.g. the neutrino energy) that vary from event-to-event and depend on $\underline{p}$. Finally, $r(\underline{p}, \underline{X})$ gives the simulated rate of events at the supplied values of $\underline{p}$ and $\underline{X}$. The rate, $r$, can be computed for a wide range of values of $p$ and $\underline{X}$, by re-running the relevant part of the simulation. If the dependence of the rate on $\underline{X}$ can be parametrised for each value of $\underline{p}$, (or simply binned and interpolated at intermediate values), then the relevant weight for a novel event in a given universe can simply be looked-up. Note that any correlations between the parameters, $p_{m}$, are accounted for as all parameters are varied simultaneously.

The bias vector, covariance matrix, and error matrix for $\underline{x}$ for a given set of multisim parameters with $M$ universes are given by Equation $\mathbb{L} 266$.

$$
\begin{align*}
\mu_{i} & =\frac{1}{M} \sum_{u}^{M} x_{i}^{u} \\
b_{i} & =\mu_{i}-x_{i}^{n o m} \\
V_{i j} & =\frac{1}{M} \sum_{u}^{M}\left(x_{i}^{u}-\mu_{i}\right)\left(x_{j}^{u}-\mu_{j}\right)  \tag{7.26}\\
E_{i j} & =\frac{1}{M} \sum_{u}^{M}\left(x_{i}^{u}-x_{i}^{n o m}\right)\left(x_{j}^{u}-x_{j}^{n o m}\right)=V_{i j}+b_{i} b_{j}
\end{align*}
$$

Here, $x_{i}^{u}$ is the value of the $i$ th bin, calculated using re-weighted events in universe $u$. Similarly, $x_{i}^{\text {nom }}$ is the value as calculated using unweighted events.

### 7.3 Sources of uncertainty

### 7.3.1 Statistical uncertainties on data

The cross-section is assigned a statistical uncertainty due to the finite number of events, $n_{r}^{\prime}$, that pass the selection. The counts $n_{r}^{\prime}$ are considered as random variables drawn from an underlying Poisson distribution (where $n_{r}^{\prime}$ is taken as the best estimate of the mean of this distribution). In the limit where $n_{r}^{\prime}$ is large, this is well-estimated by a multivariate Gaussian distribution with zero bias, and a covariance matrix with elements, $V_{r s}=\delta_{r s} n_{r}^{\prime}$. The uncertainty on $n_{r}^{\prime}$ is propagated to the measured cross-section, and the corresponding error matrix is given by:

$$
\begin{equation*}
E_{r s}^{s t a t}=\delta_{r s}\left[\frac{\sqrt{n_{r}^{\prime}}}{\Delta X_{r} \times P \times T \times \Phi}\right]^{2} \tag{7.27}
\end{equation*}
$$

### 7.3.2 Statistical uncertainties on the simulation

The bootstrap method [ШI] is used to account for the statistical uncertainty that results from the finite number of simulated events. In this case, it is non-trivial to derive an analytic form for the elements of the error matrix as the uncertainty enters through somewhat complex objects (such as the forward-folding matrix, $\xi$ ). Instead, the statistical uncertainty on the simulation is treated as a multisim systematic variation. In
each universe, each event is assigned a random weight drawn from a unit-mean Poisson distribution. The weight takes integer values such that each event is counted $0,1,2$, etc. times, and the total weight (summed over of all events) is approximately equal to the number of events simulated (provided the number of events is large). In this way, a given universe is approximately equivalent to a set of events that have been randomly sampled from the events in the nominal simulation with replacement. The variation of a quantity of interest, $\underline{x}$, over a large number of universes gives a measure of the statistical uncertainty on $\underline{x}[\amalg \mathbb{\square}$. In this analysis, $M=1000$, universes are used.

### 7.3.3 Flux uncertainties

The uncertainties due to the flux simulation (discussed in Section [3.4) are detailed in $[77,86]$ and summarised here.

The first set of uncertainties relate to the hadron production rates ( $\pi^{ \pm}, K^{ \pm}, K_{L}^{0}$ ) in collisions between Booster protons and the BNB]'s beryllium target. As discussed in Section B.4, the flux simulation uses the Sanford-Wang [87] parametrisation for the $\pi^{ \pm}$production cross-sections which has been fit to data from the HARP experiment [ 88$]$. The uncertainties on the HARP data are propagated to the flux using a multisim approach. In each universe, the HARP data points are varied to a random value within their uncertainties and are fit using a cubic spline. At each pion momentum and angle, the ratio of the flux as calculated using the spline fit to that as using the SW (centralvalue) fit is used to define a weight. In total, 1000 universes were produced. These weights are used to propagate the flux uncertainty to the quantities of interest to this analysis using Equation $\boxed{\boxed{2}} \mathbf{2 6 ]}$.

The second set of flux uncertainties arise from the interaction cross-sections of nucleons and pions on beryllium (in the target) and aluminium (in the horn). In each case, the total cross-section, $\sigma_{t o t}$, is broken down as:

$$
\begin{align*}
\sigma_{\text {tot }} & =\sigma_{e l}+\sigma_{\text {in }}  \tag{7.28}\\
\sigma_{\text {in }} & =\sigma_{Q E}+\sigma_{\text {had }}+\sigma_{\text {other }},
\end{align*}
$$

where $\sigma_{e l}$ and $\sigma_{i n}$ are the cross-sections for the elastic and inelastic interaction modes, $\sigma_{Q E}$ is the quasi-elastic cross-section, $\sigma_{h a d}$ is the hadron production cross-section (described above) and $\sigma_{\text {other }}$ includes all other inelastic interaction modes. Here, elastic scattering is the process by which the incident hadron (nucleon, or pion) scatters co-
herently off the nucleus (beryllium or aluminium) as a whole. All other interactions fall under the inelastic category. In particular, quasi-elastic scattering is the process by which the incident hadron interacts with nucleons in the nucleus as if they were free. For protons, the breakdown of the total cross-section into each mode defines the fraction that scatter out of the target before they can interact to produce a hadron. For pions (produced in such proton-beryllium collisions), the cross-section breakdown defines the rate of absorption within the target or horn [ [77]. In the simulation, $\sigma_{h a d}, \sigma_{t o t}, \sigma_{i n}$ and $\sigma_{Q E}$ are modelled explicitly. The remaining cross-sections (for elastic scattering and other interactions) are set implicitly via Equation $\mathbb{K} .28$. The uncertainties on the total, inelastic, and quasi-elastic cross-sections (for nucleon and pion interactions) are propagated to the flux using the unisim technique. The beam simulation is repeated with each cross-section varied by one standard deviation, and the corresponding variation of the flux is used to define an error matrix. In order to propagate these flux uncertainties to the quantities of interest to this analysis, a set of random weights are generated for each event using the unisim error matrices. These weights are treated by this analysis as the universes of a single-parameter multisim and are propagated using Equation [.266. Again, 1000 universes are used.

The final set of flux uncertainties considered relate to the horn magnetic field. The uncertainty on the current through the horn (as quoted by the manufacturer of the current transformer) is propagated to the flux using the unisim method described above. In order to propagate the flux uncertainty to the quantities of interest to this analysis, the resulting error matrix on the flux is used to generate event weights in 1000 universes. The final source of uncertainty considered is in the modelling of the skin effect which governs the distribution of the current within the conductor [ [77]. A unisim approach is taken in which the flux simulation is repeated with skin effect enabled (nominal) and disabled (corresponding to a $100 \%$ variation), and the corresponding event weights are produced using 1000 universes.

### 7.3.4 POT counting uncertainties

The $\mathbb{P D T}$ (which sets the exposure, $P$ ) is measured by the intensity of the Booster proton beam. Two toroids monitor the rate of protons upstream of the target, and the reading from the toroid closest to the target is used to count the $\mathbb{P O T}$. The readings from the toroids are found to agree within $2 \%$ [ [77], and this value is taken to be the uncertainty on the exposure. This is propagated to the cross-section measured in this
analysis as an overall normalisation uncertainty, via Equation [r.24, where $\sqrt{F_{i j}}=0.02$ for all $i, j$.

### 7.3.5 Neutrino interaction cross-section uncertainties

This analysis makes use of the GENIE neutrino generator [90] to simulate neutrino interactions. Each model parameter used by GENIE has an associated uncertainty, which must be propagated to the quantities of interest for this analysis. For the majority of parameters, a multisim approach is taken with 100 universes and the uncertainties applied to each parameter are listed in [49]. For those parameters modified by MicroBooNE's tune (described in Section [3.4), the uncertainties are estimated during the fitting procedure. For all other parameters, the uncertainties recommended by the GENIE collaboration are used. A number of additional parameters, given in [47], are not reweightable in GENIE by default and so aren't included in the multisim. Instead, a unisim approach is taken in which these parameters are considered uncorrelated.

### 7.3.6 Detector uncertainties

All uncertainties relating to the detector simulation are handled as unisims and are listed in Table [.]. In each case, a $C D$ sample is varied and the corresponding change in the quantities of interest is used to define a fractional error matrix, via Equation [T.23].

| Variation | Description |
| :--- | :--- |
| Wire modifications | Data-driven modification to wire response simulation |
| Space-Charge Effect | Alternate data-driven SCE displacement map |
| Recombination | Variation of recombination model parameter |
| Light-Yield reduction | $25 \%$ reduction in Light-Yield |
| Rayleigh scattering | Double Rayleigh-scattering length |

Table 7.1: A summary of systematic detector variations considered.

## Wire modifications

The response of the readout wires to charge deposited in the detector depends on a number of effects that are modelled by the simulation (such as recombination, diffusion, electron lifetime, non-responsive wires, etc.). In order to assess the uncertainty on the simulated wire responses, this analysis uses a data-driven approach described in [94]
and summarised here. This approach is advantageous as it accounts for the modelling uncertainties in a manner that is agnostic to the models employed.

A sample of anode/cathode piercing cosmic rays is selected in beam-off data, and an analogous sample is generated using CORSIKA [Ш2] and propagated through the detector simulation. The differences between the data and simulation are assessed in terms of the widths, $\Delta x$, and charges, $Q$, of the reconstructed hits from these samples. In particular, the dependence of the most probable value of these quantities on the position $X, Y Z$, and direction $\theta_{X Z}, \theta_{Y Z}$ of the hits (as calculated from the particle's reconstructed trajectory) is evaluated. Here, $X$ is the drift coordinate, $Y Z$ is the 2Dcoordinate in the plane perpendicular to the drift direction, and $\theta_{X Z}$ and $\theta_{Y Z}$ are the angles between the reconstructed particle direction and the drift and wire directions respectively. Data/simulation ratio functions are produced that describe the factor by which the simulated $\Delta x$ and $Q$ should be scaled to match the data as a function of $X, Y Z, \theta_{X Z}, \theta_{Y Z}$ for all readout planes.

In order to produce a detector variation sample, the nominal detector simulation is first executed. A process similar to hit reconstruction looks to identify Gaussian peaks in the wire waveforms, and produces one hit per peak. The width, $\Delta x$, is the standard deviation of the Gaussian that best fits the peak, and the charge, $Q$, is the integral. Next, the widths and charges of Gaussian peaks that originate from a simulated neutrino interaction are weighted by the appropriate factor from the aforementioned ratio functions. Finally, a time-dependent weight is applied to the simulated wire waveforms such that they are consistent with the modified Gaussian peaks. These modified waveforms form the input to the standard reconstruction chain (including hit finding) which proceeds in the same manner as the nominal simulation.

## Space-Charge Effect

The Space-Charge Effect is modelled by distortion and correction displacement maps, discussed in Section [3.3]. These maps allows for the conversion between the true point at which charge is deposited and the reconstructed position. MicrobooNE has measured these displacement maps using through-going cosmic rays [ $[99]$, and the laser calibration system [100]. The results of these approaches have been combined such that the full IPD volume is covered, but in general the cosmic-ray measurement takes precedence. The distortion map is used in the simulation, and the correction map is used on data (and simulated data) to remove the distortions during reconstruction.

Laser calibration data is used to estimate the residual uncertainty due to the SCE]. This process is described in [99] and summarised here. The laser calibration system is used to produce known (straight-line) ionisation deposits. At each point along a reconstructed laser trajectory, the SCE-correction vector is found by querying the combined (cosmic-ray + laser) displacement map. If the map is accurate, this vector should point from the reconstructed (distorted) trajectory point to the corresponding (undistorted) point along the true laser trajectory. As the laser trajectory is known, the accuracy of this SCE-correction can be calculated. By considering many laser trajectory points, an estimation of the bias of the SCE-correction is produced. This is done for all regions of the $\mathbb{\square P}$ volume covered by the laser data and is extrapolated elsewhere. This bias arises from differences in the $5 C \pm$ correction derived using cosmic rays and the laser calibration data, and is taken as an estimate of the uncertainty. A detector variation sample is produced in which the combined SCE displacement maps are modified such that the estimates of the laser trajectories are unbiased.

## Recombination

As described in Section h.3.1, MicroBooNE uses the modified box recombination model to estimate the rate of energy loss $d E / d x$ along a particle's trajectory from the rate of charge deposition, $d Q / d x$. This model is given by Equation [.]. and reproduced below:

$$
\begin{equation*}
\frac{d E}{d x}=\frac{1}{\beta} \cdot \rho E_{D}\left[\exp \left(\beta \cdot \frac{W_{\text {ion }}}{\rho E_{D} C_{c a l}} \cdot \frac{d Q}{d x}\right)-\alpha\right] . \tag{7.29}
\end{equation*}
$$

The nominal simulation uses the model parameters ( $\alpha$ and $\beta$ ) derived by ArgoNeuT [ITI]]. However, MicroBooNE have also fit the model to a sample of protons from beam-on data [85]. To asses the uncertainties due to recombination, a detector variation sample is produced in which the parameters are modified to cover the values found from the fit.

## Light-Yield \& Rayleigh scattering length

The final two detector variations relate to the optical simulation. The Light-Yield (LY) defines the number of scintillation photons produced per unit of energy absorbed by the argon due to excitation by a charged particle. This quantity is modelled by the optical simulation, and sets the overall scale of the simulated PVTl responses to activity in the detector. In general the $\mathbb{P D}$ responses also depend on the simulation of the transport of the scintillation photons, which includes effects such as reflections,
scattering, attenuation etc. This is modelled by the photon visibility map, described in Section [3.4.

In a similar manner to other detector calibration techniques employed by MicroBooNE, anode and cathode piercing cosmic rays are used to estimate the uncertainty on the photon visibility map used by the simulation. These particles are typically minimally-ionising and so their expected $d E / d x$ distribution is constant along the particle's trajectory. Hence, the total energy deposited is assumed to be proportional to the reconstructed length of the particle track. For each particle, the corresponding total $\mathbb{P E}$ count over all $\mathbb{P M W}$ channels is divided by the track length and used as a metric for the average visibility along the particle's trajectory. The distribution of this metric was found separately for anode-piercing and cathode-piercing tracks as a function of the midpoint of the track in the drift direction in both data and simulation. The simulation was found to uniformly overestimate this metric by $\sim 25 \%$ when compared to data. As a result, a detector variation sample was produced in which the $\mathbb{D}$ was reduced by this amount. In this way the varied simulation more accurately represents the data in the $\mathbb{E E}$ per track-length metric.

In addition to the overall scale factor, an additional detector variation sample was produced in which the simulated Rayleigh scattering length was modified. This length defines the mean free path through which a photon will travel before scattering and is not well constrained by existing data. Consequently, a $100 \%$ uncertainty was assigned and a detector variation sample was produced in which the scattering length is doubled from 60 cm (nominal) to 120 cm (variation) and the photon visibility map was recalculated.

## Dirt uncertainties

The rate of dirt interactions is difficult to simulate as the geometry and composition of the पРС surroundings (e.g. the detector hall and pit) are not well modelled. A $100 \%$ uncertainty is assigned to the dirt background, which is handled as a single-parameter 2 -universe multisim. The quantities of interest are measured three times; once using the nominal dirt simulation, and in two universes where the dirt events are weighted by a factor of 0 (no dirt) and 2 (double dirt). The error matrix is calculated via Equation [:.26], and the variations were found to be symmetric around the nominal. In the nominal simulation, dirt events make up $1 \%$ of the events passing the generic selection and in the majority of cases the reconstructed particles are truly cosmic rays.

### 7.4 Cross-section measurement

### 7.4.1 Binning choice

Appendix $\triangle$ details the choice of bins, $X_{t}$, in which the differential cross-sections are extracted, and the overall strategy is summarised here. The number of possible bins is limited by the available statistics and the resolution with which the kinematic parameter $X$ can be estimated. In general, the bins were chosen such that each contains $\gtrsim 100$ selected events (as predicted by the simulation), and such that the smearing matrix is mostly diagonal.

Additionally, regions of the phase-space in which the selection has very low efficiency are excluded and treated as background. In particular, the signal region of the phasespace is restricted to:

- Muon momentum, $p_{\mu}>150 \mathrm{MeV} \mathrm{c}^{-1}$.
- Muon-pion opening angle, $\theta_{\mu \pi}<2.65 \mathrm{rad}$.

Given the important challenge for MicroBooNE to address the excess of low energy electrons observed by $\operatorname{BiniBoOND}$, and in order to avoid biases in analyses, data that might contain such particles is blinded until an agreement within the whole collaboration has been reached. Therefore, analyses not pursuing the understanding of such low energy electrons need to incorporate a cut to ensure they are not contained in their selections when using data. The restriction on $p_{\mu}$ in this analysis is due to the requirement that the reconstructed muon candidate of the CO-inclusive pre-selection has a track length of at least 20 cm to meet the criteria to un-blind the data. The restriction on $\theta_{\mu \pi}$ is due to the opening-angle cut which removes reconstruction failures. For the measurement of the proton multiplicity (as illustrated by Figure [.]), a threshold proton momentum of $300 \mathrm{MeV} \mathrm{c}^{-1}$ is applied.

The choice of binning for pion momentum (shown in Appendix $\mathbb{A}$ ) is particularly noteworthy and so is reproduced in Figure $\pi$ and described below. The solid black lines in the figure indicate the edges of the bins in which the cross-section is measured.

Very few pion candidates are reconstructed with a momentum below $\sim 100 \mathrm{MeV} \mathrm{c}^{-1}$. This threshold corresponds to a reconstructed range of $\sim 3 \mathrm{~cm}$ or an average of 6 hits per view. Reconstructed particles below these values are not selected as the pion candidate as a result of the conditions required to calculate the features used by the particle
identification BDTS. In particular, the Bragg likelihood method excludes the first and last hits in the fitted track trajectory. Similarly, the truncated mean $d E / d x$ method excludes the first three hits, and any additional hits with $d E / d x$ greater than one standard deviation from the mean $d E / d x$. Additionally, both methods only consider hits for which a reconstructed space-point was produced.

The events for which the reconstructed pion momentum is larger than the true pion momentum $\left(p_{\pi}^{\prime}>p_{\pi}\right)$ primarily occur at low $p_{\pi}$. In this region, the pion candidate particle most often matches to a true golden pion, as shown in Figure [.2. The dominant failure mode that causes the pion momentum to be incorrectly estimated is illustrated by Figure [.3.3. Low momentum pions typically travel a short distance and produce few hits before stopping and decaying. The resulting decay electron (produced by a shortlived intermediate muon) can itself ionise the argon and produce additional hits. If the pattern recognition does not correctly identify the pion and decay electron as separate particles, then the range of the combined particle is used to calculate the reconstructed pion momentum which hence overestimates the true value. This effect becomes most prevalent at low true pion momentum as the initial pion is typically short and more difficult to distinguish from the decay products.

As a result of these effects, both the generic and golden selections accept events with true pion momenta below the reconstruction threshold of $\sim 100 \mathrm{MeV} \mathrm{c}^{-1}$, but the estimation of the pion momentum in these events is inaccurate. Consequently, the crosssection is not presented in this region. These low true momentum events are not taken as background (as in the muon case), as the need to subtract them from higher-momentum bins in reconstructed space would introduce model dependence. Instead, the events are included as an underflow bin in the smearing matrix.

The events for which $p_{\pi}^{\prime}<p_{\pi}$ primarily contain non-golden pions for which the range-based momentum estimation is not applicable (as illustrated in Figure [.20). As intended, these entries are largely removed by the golden selection.


Figure 7.1: The distribution of events passing the golden selection (top), the reconstructed versus true pion momentum for golden-selected signal events (middle), and the efficiency of the generic and golden selections (bottom). The black lines indicate the edges of the bins in which the cross-section is extracted.


Figure 7.2: The true pion momentum in $\mathrm{CC} 1 \pi^{\ddagger}$ events passing the golden selection. The colours indicate the true origin of the reconstructed pion candidate. The black lines indicate the edges of the bins in which the cross-section is extracted.


Figure 7.3: Event display showing a common failure mode of the pion momentum estimation.

### 7.4.2 Total cross-section extraction

The number of target nucleons, $T$, is given by:

$$
\begin{array}{rlrl}
T & = & 4.15128 \times 10^{31} & {[\text { nucleons }]} \\
& =N_{\text {nuc }} & 40 & {[\text { nucleons } / \text { atom }]} \\
& \times N_{A} & 6.0221 \times 10^{23} & {[\text { atoms } / \mathrm{mol}]}  \tag{7.30}\\
& \times 1 / m_{\text {mol }} & 1 / 39.948 & {[\mathrm{~mol} / \mathrm{g}]} \\
& \times \rho_{\mathrm{LAr}} & 1.40 & {\left[\mathrm{~g} / \mathrm{cm}^{3}\right]} \\
& \times V & 4.91746 \times 10^{7} . & {\left[\mathrm{cm}^{3}\right]}
\end{array}
$$

Here, $N_{\text {nuc }}$ is the number of nucleons per argon atom, $N_{A}$ is Avogadro's constant, $m_{\text {mol }}$ is the molar mass of argon, $\rho_{\mathrm{LAr}}$ is the density of liquid argon, and $V$ is the fiducial volume. It is important to note that in the literature some cross-section measurements are presented per target atom, and others are presented per target nucleon - the latter is used in this analysis. The neutrino flux prediction is shown in Figure [.4, and the integrated $\nu_{\mu}+\bar{\nu}_{\mu}$ flux is $\Phi=7.83 \times 10^{-10} \mathrm{~cm}^{-2} /$ POT] [86]. The $\bar{\nu}_{\mu}$ flux $\left.\left(4.56 \times 10^{-11} \mathrm{~cm}^{-2} / \mathrm{PO}\right)^{2}\right)$ is included as the signal definition does not distinguish between the $\mu^{+}$and $\mu^{-}$channels. Finally, the total exposure is $P=1.455 \times 10^{20} \mathrm{PO}$.

Table $[\boxed{2} \mathbf{2}]$ summarises the performance of the generic and golden selections after the application of the phase-space restrictions described in Section [.4.7.

| Selection | Selected Events |  | Selected <br> Backgrounds | Efficiency |
| :--- | :--- | :--- | :--- | :--- |
|  | Data | Simulation |  |  |
| Generic | 1828 | 1581.4 | 769.8 | $(18.8 \pm 1.3) \%$ |
| Golden | 1106 | 920.4 | 490.7 | $(10.0 \pm 0.7) \%$ |

Table 7.2: Summary of the generic and golden $\mathrm{CC} 1 \pi^{\boxplus}$ selections in the restricted phase-space described in Section [.4.d. The simulated events have been scaled to the $\mathbb{P O T}$ of the BNB data. The uncertainty quoted on the efficiency includes all systematic uncertainties discussed in



Figure 7.4: The neutrino flux prediction at WicroBooN\# averaged over the full TPC volume [区6]. This analysis includes the $\nu_{\mu}$ and $\bar{\nu}_{\mu}$ (black) fluxes in the cross-section calculation. The $\nu_{e}$ and $\bar{\nu}_{e}$ (blue) fluxes are included in the simulation and contribute to the background prediction.

Table $\mathbb{T} .3$ gives the total $\mathrm{CCl} \pi^{\ddagger}$ flux-integrated forward-folded cross-section as found using each selection. It is important to note that, as shown in Equation [..IV, $\sigma^{\prime \text { data }}$ does not include an efficiency correction and so the result of the golden and generic selections can not be compared directly. However, $\sigma^{\text {/pred }}$ is forward-folded and so can be compared to $\sigma^{\prime d a t a}$ from the relevant selection. The $\chi^{2}$ test statistic has been calculated to compare the MicroBooNE data and GENIE prediction for both selections. In addition, the pvalue has been calculated. Under the assumption that the GENIE prediction is true, the p-value gives the probability that a measurement at least as unlikely as the observed data would be observed due to random fluctuations within the assigned uncertainties. Commonly in particle physics, the data needs to be at least 3 standard deviations from the predicted value to provide evidence that the prediction is inconsistent with the data: this corresponds to a p-value of 0.003 or less. Although it is beyond the scope of this analysis to assess the consistency of various models with the data, by this metric MicroBooNEd data does not rule out the GENIE prediction.

| Selection | $\boldsymbol{\sigma}^{\text {data }} / \mathbf{1 0}^{-\mathbf{4 1}} \mathbf{c m}^{\mathbf{2}}$ | $\boldsymbol{\sigma}^{\text {pred }} / \mathbf{1 0}^{-\mathbf{4 1}} \mathbf{c m}^{\mathbf{2}}$ | $\chi^{\mathbf{2}}$ | p－value |
| :--- | :--- | :--- | :--- | :--- |
| Generic | $22.4 \pm 5.3$ | $17.2 \pm 1.3$ | 0.935 | 0.33 |
| Golden | $13.0 \pm 3.2$ | $9.1 \pm 0.4$ | 1.557 | 0.21 |

Table 7．3：The forward－folded flux－integrated $\mathrm{CC} 1 \pi$ 丑 total cross－section as measured in BicroBooNE data and predicted by GENIE．The uncertainties on the data include all statistical and systematic sources，and are detailed in Table selection）．The uncertainties on the prediction include the prior（（WC）statistical）uncertainty and the uncertainties propagated from the selection efficiency．The $\chi^{2}$ test statistic is calculated according to Equation $\mathbb{T I T}$ and the associated p－value is calculated using this statistic with 1 degree of freedom．

For completeness，Table $\left[.4\right.$ gives the total $\mathrm{CCl} \pi^{\text {』 }}$ flux－integrated unfolded cross－ section，$\sigma^{\text {data }}=\sigma^{\prime d a t a} / \epsilon$ ，where the efficiency correction（shown in Equation［I．．3］）is instead applied to $\sigma^{\text {data }}$ such that it can be compared directly to the truth－space predic－ tion $\sigma^{\text {pred }}$ ．

| Selection | $\boldsymbol{\sigma}^{\text {data }} / \mathbf{1 0}^{-\mathbf{4 1}} \mathbf{c m}^{\mathbf{2}}$ | $\boldsymbol{\sigma}^{\text {pred }} / \mathbf{1 0}^{-\mathbf{4 1}} \mathbf{c m}^{\mathbf{2}}$ | $\chi^{\mathbf{2}}$ | p－value |
| :--- | :--- | :--- | :--- | :--- |
| Generic | $119 \pm 28$ | $91.1 \pm 0.5$ | 0.961 | 0.33 |
| Golden | $130 \pm 31$ | $91.1 \pm 0.5$ | 1.585 | 0.21 |

Table 7．4：The unfolded flux－integrated $\mathrm{CC} 1 \pi^{\boxplus}$ total cross－section as measured in Micro－ BoonE data and predicted by GENIE．The uncertainties on the data include all statistical and systematic sources．The uncertainties on the prediction include only the $\mathbb{M C}$ statistical uncertainty．
 golden selections respectively．In both cases，the leading source of uncertainty（ $\sim 17 \%$ ） on $\sigma^{\prime d a t a}$ relates to the modelling of neutrino－nucleus interactions by GENIE which enter primarily through the background prediction．The flux uncertainty（ $\sim 14 \%$ ）is the next most dominant and enters through flux itself and the background prediction．The largest contribution to the detector modelling uncertainty（ $\sim 7 \%$ ）relates to uncertainties on the recombination model．This enters the analysis through the calorimetric features that are used by the particle－identification BDTS．The leading source of uncertainty on the efficiency $(\sim 6 \%)$ is due to the detector modelling．As expected，the efficiency is largely insensitive to the flux uncertainties as the variations generally impact the overall event rate（hence the numerator and denominator of the efficiency typically vary by the same amount），and the selection efficiencies are mostly flat as a function of the neutrino energy． The impact of GENIE uncertainties on the total selection efficiency is a consequence of any selection biases－which are shown in Appendix 因 by non－uniformities in the selection
efficiency as a function of the kinematic quantities of interest. The golden selection has a stronger dependence ( $4.7 \%$ uncertainty) on GENIE than the generic selection (2.7\% uncertainty). This is driven by the inherent bias of golden pions toward lower momenta, shown in Figure 6.3], which manifests as a dependence of the efficiency on the simulated pion momentum distribution.

| Source | Fractional uncertainty |  |
| :--- | :--- | :--- |
|  | Cross-section | Efficiency |
| Data statistics | $4.0 \%$ | - |
| MC statistics | $1.2 \%$ | $1.1 \%$ |
| Flux | $14.0 \%$ | $0.4 \%$ |
| POT | $2.0 \%$ | - |
| GENIE | $16.8 \%$ | $2.7 \%$ |
| Dirt | $1.5 \%$ | - |
| Detector | $7.2 \%$ | $6.0 \%$ |
| Total | $23.6 \%$ | $6.7 \%$ |

Table 7.5: A breakdown of the uncertainties on the measured cross-section, $\sigma^{\prime d a t a}$, and the efficiency prediction for the generic selection.

| Source | Fractional uncertainty |  |
| :--- | :--- | :--- |
|  | Cross-section | Efficiency |
| Data statistics | $5.4 \%$ | - |
| MC statistics | $1.8 \%$ | $1.6 \%$ |
| Flux | $12.9 \%$ | $0.9 \%$ |
| POT | $2.0 \%$ | - |
| GENIE | $16.8 \%$ | $4.7 \%$ |
| Dirt | $2.5 \%$ | - |
| Detector | $6.4 \%$ | $5.0 \%$ |
| Total | $23.0 \%$ | $7.1 \%$ |

Table 7.6: A breakdown of the uncertainties on the measured cross-section, $\sigma^{\prime d a t a}$, and the efficiency prediction for the golden selection.

### 7.4.3 Proton-exclusive, and differential cross-sections

Figure [7. shows the total $\mathrm{CCl} \pi^{ \pm}$flux-integrated forward-folded cross-sections in each proton multiplicity bin. As discussed in Section $\sqrt{4.1}$ a momentum threshold of $300 \mathrm{MeV} \mathrm{c}^{-1}$ is applied when counting protons in truth-space. The remaining figures in this section show the differential cross-sections as a function of each kinematic variable. In every case, the total uncertainty on the data is presented as a fractional error matrix:

$$
\begin{equation*}
F_{i j}^{\prime \text { data }}=\frac{E_{i j}^{\prime d a t a}}{\sigma_{i}^{\text {data }} \sigma_{j}^{\text {data }}}, \tag{7.31}
\end{equation*}
$$

where $\sigma_{i}^{\text {data }}$ is the cross-section (total or differential) in bin $i$. The diagonals of the error matrix are shown as the error bars of the $\mathbb{B N B}$ data. The inner error bars show the statistical-only uncertainty and the outer error bars show the total uncertainty. Additionally, the forward-folding matrix is shown for each cross-section. The GENIE prediction has been forward-folded using Equation $[\mathbb{I}]$ and is shown for comparison with the data. The uncertainties on the forward-folding matrix have been propagated to the GENIE prediction and the diagonals of the resulting error matrix are shown as an error band. The test-statistic, given by Equation [ITM, has been calculated for each cross-section measurement using the full error matrices and is given in Table [\%.].

| Measurement | Selection | Figure | $\chi^{2}$ | $\nu$ | $\chi^{2} / \nu$ | p-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Proton multiplicity, $N_{p}$ | Generic | [5.5 | 0.935 | 3 | 0.312 | 0.817 |
| Muon momentum, $p_{\mu}$ | Generic | [76] | 2.587 | 5 | 0.517 | 0.763 |
| Muon angle, $\cos \left(\theta_{\mu}\right)$ | Generic | 17.7 | 4.123 | 11 | 0.375 | 0.966 |
| Pion momentum, $p_{\pi}$ | Golden | 8.8 | 3.600 | 4 | 0.900 | 0.463 |
| Pion angle, $\cos \left(\theta_{\pi}\right)$ | Generic | 4.9 | 2.755 | 7 | 0.394 | 0.907 |
| Muon-pion angle, $\theta_{\mu \pi}$ | Generic | T.10) | 2.183 | 7 | 0.312 | 0.949 |

Table 7.7: Comparisons between the measured BNB data cross-sections and the forwardfolded GENIE predictions. For each cross-section measurement, the $\chi^{2}$ test statistic is calculated and the number of degrees of freedom $\nu$ are supplied. The generic selection is primarily used as it offers higher statistics and fewer selection biases than the golden selection. However, the golden selection is superior for the pion momentum measurement as the momentum of non-golden pions can not be accurately measured by the methods used in this analysis.

Proton multiplicity - Generic selection


Figure 7.5: The total forward-folded flux-integrated cross-section for the proton-exclusive channels, $N_{p}=0,1$ and $N_{p}>1$ (shown top). The black data points show the cross-section extracted using BNB data. The inner error bars indicate the statistical uncertainty, and the outer show the total uncertainty from the diagonals of the error matrix (shown bottom-left). The blue line shows the GENIE prediction that has been forward folded using the bottomright matrix. The blue bands indicate the uncertainty on the prediction, which includes the uncertainties on the forward-folding matrix.

Muon momentum - Generic selection



Figure 7.6: The forward-folded flux-integrated differential cross-section with respect to the muon momentum. The black data points show the cross-section extracted using BNB data. The inner error bars indicate the statistical uncertainty, and the outer show the total uncertainty from the diagonals of the error matrix (shown bottom-left). The blue line shows the GENIE prediction that has been forward folded using the bottom-right matrix. The blue bands indicate the uncertainty on the prediction, which includes the uncertainties on the forward-folding matrix.

Muon $\cos \theta$ - Generic selection


Figure 7.7: The forward-folded flux-integrated differential cross-section with respect to the muon $\cos \theta$. The black data points show the cross-section extracted using BNB data. The inner error bars indicate the statistical uncertainty, and the outer show the total uncertainty from the diagonals of the error matrix (shown bottom-left). The blue line shows the GENIE prediction that has been forward folded using the bottom-right matrix. The blue bands indicate the uncertainty on the prediction, which includes the uncertainties on the forward-folding matrix.

Pion momentum - Golden selection



Figure 7.8: The forward-folded flux-integrated differential cross-section with respect to the pion momentum. The black data points show the cross-section extracted using BNB data. The inner error bars indicate the statistical uncertainty, and the outer show the total uncertainty from the diagonals of the error matrix (shown bottom-left). The blue line shows the GENIE prediction that has been forward folded using the bottom-right matrix. The blue bands indicate the uncertainty on the prediction, which includes the uncertainties on the forward-folding matrix.

Pion $\cos \theta$ - Generic selection



Figure 7.9: The forward-folded flux-integrated differential cross-section with respect to the pion $\cos \theta$. The black data points show the cross-section extracted using BNB data. The inner error bars indicate the statistical uncertainty, and the outer show the total uncertainty from the diagonals of the error matrix (shown bottom-left). The blue line shows the GENIE prediction that has been forward folded using the bottom-right matrix. The blue bands indicate the uncertainty on the prediction, which includes the uncertainties on the forward-folding matrix.

Muon-pion angle, $\theta_{\mu \pi}$ - Generic selection


Figure 7.10: The forward-folded flux-integrated differential cross-section with respect to the muon-pion angle, $\theta_{\mu \pi}$. The black data points show the cross-section extracted using BNB data. The inner error bars indicate the statistical uncertainty, and the outer show the total uncertainty from the diagonals of the error matrix (shown bottom-left). The blue line shows the GENIE prediction that has been forward folded using the bottom-right matrix. The blue bands indicate the uncertainty on the prediction, which includes the uncertainties on the forward-folding matrix.

### 7.5 Summary and discussion

### 7.5.1 Total cross-section

To summarise, the total $\mathrm{CCl} \pi^{ \pm}$flux-integrated forward-folded cross-section has been found using data from MicroBooNE's first run and is measured to be:

$$
\begin{array}{ll}
\text { Cross-section: } & \sigma^{\prime \text { data }}=[22.4 \pm 0.9(\text { stat. }) \pm 5.2(\text { syst. })] \times 10^{-41} \mathrm{~cm}^{2}, \\
\text { Efficiency: } & \epsilon=[18.8 \pm 1.3] \%
\end{array}
$$

This result is consistent with the forward-folded GENIE prediction of:

$$
\text { GENIE: } \quad \sigma^{\prime \text { pred }}=[17.2 \pm 1.3] \times 10^{-41} \mathrm{~cm}^{2} .
$$

The leading source of uncertainty ( $16.8 \%$ ) on the measured cross-section, $\sigma^{\text {rdata }}$, is due to the rate of predicted backgrounds. These backgrounds are estimated to constitute $\sim 49 \%$ of the selected sample and are primarily neutrino interactions with the $1 \mu+X p$ topology $(X \geq 0)$ where a proton is misidentified. Additionally, the uncertainty due to the flux prediction ( $14 \%$ ) is of a similar magnitude which is primarily due to uncertainties on the rate of hadron production in proton-beryllium collisions. The uncertainties on the efficiency, $\epsilon$, have been propagated to the forward-folded GENIE prediction and are primarily due to detector modelling. The leading sources are due to recombination and the Space-Charge Effect, which distort the topological and calorimetric features used by the particle-identification BDTS.

In addition to this proton-inclusive measurement, Figure $\$ .5$ shows the world's first measurement of the proton-exclusive CC1 $\pi^{\text {® }}$ flux-integrated forward-folded cross-section for proton multiplicities, $N_{p}^{\prime}=0,1$ and $N_{p}^{\prime}>1$, with momenta above $300 \mathrm{MeV} \mathrm{c}^{-1}$. This result is possible due to MicroBooNE's high spatial resolution and the reconstruction capabilities of the Pandora pattern-recognition software package. The estimated selection efficiency is not strongly dependent on the true proton multiplicity at $\sim 19 \%$ ( $N_{p}=0,1$ ), and $\sim 15 \%\left(N_{p}>1\right)$ - shown explicitly in Figure A.9. Additionally, the reconstructed and true proton multiplicities are equal in $\sim 75 \%$ of events (as indicated by the forward-folding matrix: $\xi_{t t} / \sum_{r} \xi_{r t}$ ). As in the proton-inclusive case, the leading source of uncertainty is due to the predicted background rate which is largest in the $N_{p}^{\prime}=0$ bin where $1 \mu+1 p$ is mistaken for the $1 \mu+1 \pi^{ \pm}$topology. Again, this result is consistent with the forward-folded GENIE prediction.

### 7.5.2 Differential cross-sections

The $\mathrm{CC} 1 \pi$ 田 flux-integrated forward-folded differential cross-sections have been extracted with respect to:

- The muon and pion momenta, $p_{\mu} \& p_{\pi}$, shown in Figure [.6] and Figure [.]. Note that the region $p_{\mu}<150 \mathrm{MeV} \mathrm{c}^{-1}$ is excluded from the signal definition.
- The angle between the beam direction and the directions of the muon and pion, $\theta_{\mu} \& \theta_{\pi}$, shown in Figure $\mathbb{Z . 7}$ and Figure $\mathbb{K} .9$.
- The muon-pion opening angle, $\theta_{\mu \pi}$, shown in Figure [.]D. Note that the region $\theta_{\mu \pi}>2.65 \mathrm{rad}$ is excluded from the signal definition.

The generic selection is used for all measurements other than the pion momentum (discussed below) for which the golden selection is used. Other than in the regions excluded from the signal definition, the efficiency of the generic selection is largely independent of the momenta and directions of the final-state particles ${ }^{\mathbb{W}}$, with a slight selection preference toward forward-going $(\cos (\theta)>0.5)$ particles. The angular variables, $\cos \left(\theta_{\mu}\right), \cos \left(\theta_{\pi}\right)$ and $\theta_{\mu \pi}$ are well-estimated and have small off-diagonal smearing matrix elements. The angular bins were selected such that the standard deviation of the reconstructed values within a given true bin is at most half the bin width. The resolution of the muon momentum reconstruction is greatest at higher momenta.

The measurement of the differential cross-section with respect to the pion momentum, shown in Figure [.]. , is a world's first using argon as the nuclear target. This measurement is challenging as the pion commonly undergoes secondary interactions in which energy is lost. To mitigate these effects, the golden selection is utilised which aims to enhance the fraction of selected events with a pion that stops in the detector without scattering. The momentum of these golden pions can be estimated by the distance travelled before stopping. The independence of the efficiency of the golden selection with respect to the momenta and directions of the final-state particles largely follows that of the generic selection. However, as the likelihood of a secondary interaction increases with the pion's momentum, this selection (by construction) preferentially selects pions with low-momenta ( $\lesssim 300 \mathrm{MeV} \mathrm{c}^{-1}$ ) which tend to be less forward-going.

[^24]The resolution with which the pion momentum can be measured is limited by the efficacy of the golden selection. The fraction of selected events with a non-golden pion is estimated to be $\sim 35 \%$. In these cases, the range-based pion momentum measurement is not accurate leading to the off-diagonal elements of the forward-folding matrix shown in Figure [T. 8 . Additionally, the entries in the lowest reconstructed pion momentum bin $\left(100 \mathrm{MeV} \mathrm{c}{ }^{-1}<p_{\pi}^{\prime}<160 \mathrm{MeV} \mathrm{c}^{-1}\right.$ ) have significant contributions from events with a true pion momentum below $100 \mathrm{MeV} \mathrm{c}^{-1}$ for the reasons illustrated by Figure [..3.

### 7.5.3 Future improvements

In future iterations of this analysis, the uncertainties on the data can be reduced in the following ways:

- The statistical uncertainty can be reduced by including other runs of MicroBooNE data. As shown in Figure [.4, MicroBooNE has taken data for five run periods. However, due to availability at the time of analysis, only run- 1 data was included in this thesis.
- The primary source of systematic uncertainty is due to the background prediction which can be reduced by including a side-band measurement. In particular, the leading $1 \mu+X p$ background can be isolated by selecting events with one "nonproton", as shown in Figure 6.$]^{\square}$. A measurement of these events can be used to constrain the uncertainties on the background prediction.

The uncertainties on the smearing matrices are primarily due to the detector modelling. However, in future iterations of this analysis, the uncertainty due to the GENIE model prediction could be further reduced by employing a different binning scheme in truthspace and reco-space. The binning presented in this analysis is the same in both spaces and is driven by the available data statistics and the resolution of the reconstruction. However, one could in principle choose finer bins in truth-space (giving a non-square forward-folding matrix), or indeed profile the smearing and efficiency over multiple true kinematic variables. The choice of binning in truth-space is ultimately limited by the available $\mathbb{M C}$ statistics. This approach is discussed in [IIT]].

[^25]It is the opinion of the author that future improvements to the resolution of the pion momentum measurement would most likely arise from advancements in the reconstruction of secondary interactions. As illustrated by Figure [.], the signal for a golden pion is a straight particle track with a Bragg-peak followed by a low-energy electron shower (produced in the decay of the pion, $\pi \rightarrow \mu \rightarrow e$, where neutrinos are not shown) ${ }^{[3]}$. If this signal was reliably identified by the reconstruction then the identification of golden pions could be improved.

At present, secondary interactions (such as the scattering or decay of the pion) are commonly missed by Pandora's pattern-recognition algorithms. One reason this can occur is if the primary pion track is mistaken as a shower spine, in which case the secondary particles would be merged as shower branches. Alternately, scatters of the primary pion track through small angles may be insufficient to cause Pandora to split a cluster. If a pion decay is missed, the fitted track trajectory will encompass both the primary pion and the decay electron. The resulting reconstructed energy-loss curve will typically not have the expected Bragg-peak signature of a stopping pion. In this analysis, the calorimetric variables used by the golden-pion BDD are sensitive to the differences between golden and non-golden pions when the end-state secondary interaction (e.g. decay, absorption, charge-exchange) is correctly identified, whereas the topological variables are sensitive to secondary interactions that may be missed by the pattern-recognition. Improved identification of secondary interactions during the pattern-recognition stage would improve the performance of the calorimetric features at the analysis-level. This should allow for a better separation between golden and non-golden pions and hence a better pion momentum resolution. Dedicated work on secondary interaction vertex finding would benefit this and other analyses and is under consideration by Pandora developers.

[^26]
## Chapter 8

## Conclusions

In the 91 years since Pauli's letter [ 8$]$, proposing the existence of an elusive new particle, neutrinos from a wide range of sources have been measured by numerous experiments around the globe. The unexpected observation of neutrino flavour oscillations implies that these particles have mass, in contrast to the assumptions of the StandardModel. In general, these observations are well-explained by oscillations between the three known active neutrino flavours, $\nu_{e}, \nu_{\mu}, \nu_{\tau}$. Many of the parameters that govern these oscillations have been identified and the measurement of the remaining parameters is one of the primary goals of the next generation of neutrino oscillation experiments. However, existing anomalous results [3] from the LSND and $\operatorname{BiniBooNE}$ experiments are in tension with this three-neutrino paradigm and are currently being confronted by the MicrobooNE experiment.

The focus of this thesis is MicroboonEl's capacity to probe the complex interactions of neutrinos on large nuclear targets. It is critical for the success of future neutrino oscillation experiments that these interactions are well understood. As discussed in Chapter [ [], neutrino-nucleus interactions can occur via a wide range of processes and result in numerous final state topologies. Although various theoretical models of these interaction processes exist, more experimental data is required to validate, tune, and constrain their uncertainties. The MicroBooNE detector is a Liquid Argon Time Projection Chamber which is capable of imaging neutrino interactions with millimetre-scale resolution, as described in Chapter [3] Consequently, it is ideally suited to measure neutrino-nucleus interactions. This technology will also be used by future short and long-baseline neutrino oscillation experiments, which will build upon many of the analysis procedures developed by MicroBooNE.

One key component of any such analysis is pattern recognition. The Pandora project [95], described in Chapter [4, was developed to facilitate the development and deployment of pattern-recognition algorithms and those created for $\operatorname{BicroBooNE}$ [96] will also serve future LArTPC experiments. In particular, Pandora's consolidated approach (developed in part by the author of this thesis) allows for neutrino interactions to be reconstructed in dense cosmic-ray environments. Pandora's cosmic-ray tagging algorithm was developed by the author of this thesis and is described in Chapter Cosmic rays are the primary background to neutrino interactions for surface-based LArTPC experiments and so this stage is critical to the success of Pandora-based analyses using MicroBooNE and other detectors. The approach presented in this thesis is capable of identifying $45.8 \%$ of reconstructed particles that represent cosmic rays, with a neutrino-induced particle misidentification rate of $1.7 \%$.

The primary research work presented in this thesis regards the measurement of neutrino-argon interactions in MicroBooNE that result in the CC1 $\pi^{\boldsymbol{1}}$ topology: $1 \mu^{ \pm}+1 \pi^{ \pm}+N_{p} p+N_{n} n$, where the nucleon multiplicities $N_{p}$ and $N_{n}$ can take any value including zero. This topology is of particular importance for future neutrino oscillation experiments and limited neutrino-argon data is currently available. A Pandora-based selection of these interactions is presented in Chapter which is built upon a CC-inclusive pre-selection developed by MicroBooNE that makes use of the aforementioned CR -tagging algorithm. The $\mathrm{CC} 1 \pi \pm$ selection is capable of removing $96.8 \%$ of backgrounds that pass the pre-selection leaving a sample of 1857 events from MicroBooNE's first run with an exposure of $1.455 \times 10^{20} \mathrm{POTD}$. Of the events selected, $52.4 \%$ are predicted to have the $\mathrm{CCl} \pi^{\boxplus}$ topology. In addition, a sub-sample of these events is identified which has an enhanced fraction ( $65.5 \%$ ) of golden pions that stop in the detector without undergoing any secondary interactions.

Using this sample of events, the $\mathrm{CC} 1 \pi^{\sharp}$ flux-integrated forward-folded cross-section on argon was measured and is presented in Chapter [. The total forward-folded cross-section was found to be $[22.4 \pm 0.9$ (stat.) $\pm 5.2$ ( syst.) $] \times 10^{-41} \mathrm{~cm}^{2}$, with an efficiency $[18.8 \pm 1.3] \%$ and is consistent with the forward-folded GENIE [ 80$]$ prediction of $[17.2 \pm 1.3] \times 10^{-41} \mathrm{~cm}^{2}$ with a p-value of 0.33 . In addition the proton-exclusive total cross-section was found for proton multiplicities of $N_{p}=0,1$ and $N_{p}>1$ with momenta above $300 \mathrm{MeV} \mathrm{c}^{-1}$, constituting a world's first.

Finally, the CC1 $\pi^{\boxplus}$ differential cross-section was measured with respect to the momenta and directions of the muon and pion. The measurement with respect to the pion momentum on argon is also a world's first and was facilitated by the aforementioned
golden-enhanced sub-sample. These measurements are important for neutrino oscillation experiments as cross section modelling is, at present, one of their dominant sources of systematic uncertainty [28]. New cross section data for specific exclusive topologies, such as the measurements presented in this thesis, will be used to constrain these uncertainties and help to determine if existing simulations of neutrino interactions are sufficiently well modelled, or if major changes are required for future analyses. In particular, the DUNE experiment will measure neutrinos with energies where the $\mathrm{CC} 1 \pi^{ \pm}$topology is common [ [28]. Given the difficulty to differentiate muons and pions in LArTPC detectors, the techniques developed in this thesis can be used by future experiments to successfully identify $\overline{\mathrm{CCl} \pi^{ \pm}}$using this technology.

Further improvements to this analysis that were not possible to complete on the timescale of this thesis are already underway by other $\operatorname{MicroBooNE}$ collaborators. In particular, a $1 \mu+X p$ background control sample will be employed to constrain the primary source of uncertainty and data from other runs will be added before the measurement is published. In addition, MicroBooNE data will be compared against predictions made by multiple generators (in addition to GENIE) and made available for these generators to tune their models.

## Colophon

This thesis was made in $\mathrm{LT}_{\mathrm{E}} \mathrm{X}$ using the "hepthesis" class [113].
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## Appendix A

## CC1 $\pi^{ \pm}$cross-section binning selection

## A. 1 Muon kinematics

Table A.D and Figure A.D show the binning scheme used for the muon momentum. A threshold momentum of $150 \mathrm{MeV} \mathrm{c}^{-1}$ is applied to the signal definition - which corresponds to the 20 cm muon-length cut in the CO-inclusive selection. Any events with a reconstructed muon momentum below this threshold are not considered in the crosssection calculation, and any events with a true muon momentum below the threshold are considered as background. The cross-section is not extracted for events with a reconstructed muon momentum above the uppermost bin-edge ( $1.5 \mathrm{GeV} \mathrm{c}^{-1}$ ), but these events are still considered signal and do contribute as an overflow bin in the smearing matrix. Of the true CC1 $\ddagger$ events passing the generic selection, $1.3 \%$ are taken as background on account of their muon momentum. Table A.2, Figure A.2, Table A.3 and Figure A.3 show the binning scheme used for the muon $\cos (\theta)$ and $\phi$ respectively. No phase-space restrictions are explicitly made on the muon angles.

| Bin | Edges $/ \mathrm{GeV} \mathrm{c}^{-1}$ |  |  |
| :---: | ---: | :--- | :--- |
| Background | 0 | $\rightarrow$ | 0.15 |
| 0 | 0.15 | $\rightarrow$ | 0.23 |
| 1 | 0.23 | $\rightarrow$ | 0.32 |
| 2 | 0.32 | $\rightarrow$ | 0.45 |
| 3 | 0.45 | $\rightarrow$ | 0.66 |
| 4 | 0.66 | $\rightarrow$ | 1.5 |
| Overflow | 1.5 | $\rightarrow$ | $\infty$ |

Table A.1: The muon momentum bin edges

| Bin | Edges |  | Bin | Edges |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | -1.00 | $\rightarrow$ | -0.27 | 6 | 0.77 | $\rightarrow$ | 0.82 |
| 1 | -0.27 | $\rightarrow$ | 0.29 | 7 | 0.82 | $\rightarrow$ | 0.88 |
| 2 | 0.29 | $\rightarrow$ | 0.46 | 8 | 0.88 | $\rightarrow$ | 0.93 |
| 3 | 0.46 | $\rightarrow$ | 0.58 | 9 | 0.93 | $\rightarrow$ | 0.97 |
| 4 | 0.58 | $\rightarrow$ | 0.67 | 10 | 0.97 | $\rightarrow$ | 1.00 |
| 5 | 0.67 | $\rightarrow$ | 0.77 |  |  |  |  |

Table A.2: The muon $\cos (\theta)$ bin edges

| Bin | Edges $/ \mathrm{rad}$ |  |  |
| :---: | :---: | :---: | :---: |
| 0 | -3.14 | $\rightarrow$ | -2.72 |
| $\vdots$ |  |  |  |
| $i$ | $\left(\frac{2 i}{15}-1\right) \pi$ | $\rightarrow$ | $\left(\frac{2(i+1)}{15}-1\right) \pi$ |
| $\vdots$ |  |  |  |
| 14 | 2.72 | $\rightarrow$ | 3.14 |

Table A.3: The muon $\phi$ bin edges

(a) The reconstructed $p_{\mu}$ for all events passing the generic selection.

(b) The reconstructed versus true $p_{\mu}$ for all $\mathrm{CCl} \pi^{\boxplus}$ events passing the generic selection.

(c) The selection efficiency as a function of the true $p_{\mu}$. The statistical uncertainty is indicated by the semitransparent bands.

Figure A.1: The edges of the muon momentum bins in which the cross-section is extracted, shown as solid black lines.

## Generic selection - all events


(a) The reconstructed $\cos \left(\theta_{\mu}\right)$ for all events passing the generic selection.

(b) The reconstructed versus true $\cos \left(\theta_{\mu}\right)$ for all $[C C 1 \pi \nexists$ events passing the generic selection.

(c) The selection efficiency as a function of the true $\cos \left(\theta_{\mu}\right)$. The statistical uncertainty is indicated by the semitransparent bands.

Figure A.2: The edges of the muon $\cos (\theta)$ bins in which the cross-section is extracted, shown as solid black lines.

Generic selection - all events

(a) The reconstructed $\phi_{\mu}$ for all events passing the generic selection.


True $\phi_{\mu} / \mathrm{rad}$
(b) The reconstructed versus true $\phi_{\mu}$ for all $[C 1 \pi \nexists$ events passing the generic selection.

(c) The selection efficiency as a function of the true $\phi_{\mu}$. The statistical uncertainty is indicated by the semitransparent bands.

Figure A.3: The edges of the muon $\phi$ bins in which the cross-section is extracted, shown as solid black lines.

## A. 2 Pion kinematics

Table A.4, Figure A. 4 and Figure A. 5 show the binning scheme used for the pion momentum. The cross-section is not extracted for events with a reconstructed pion momentum below $100 \mathrm{MeV} \mathrm{c}^{-1}$ or above $600 \mathrm{MeV} \mathrm{c}^{-1}$ however these events are still considered as signal and contribute as underflow and overflows bin in the smearing matrix. The differences between Figure $\overline{\text { A. }}$ (generic selection) and Figure $\mathrm{A.5}$ (golden selection) show that, as desired, the golden selection acts to remove events with a non-golden pion for which the momentum reconstruction is inaccurate $\left(p_{\pi}^{\prime}<p_{\pi}\right)$. The off-diagonal entries below $\sim 150 \mathrm{MeV} \mathrm{c}^{-1}$ (for which $p_{\pi}^{\prime}>p_{\pi}$ ), are explained in Section [.4.d.

Table A.5, Figure A.6, Table A.6] and Figure | . 7 show the binning scheme used for |
| :---: | the pion $\cos (\theta)$ and $\phi$ respectively. No phase-space restrictions are explicitly made on the pion angles.

| Bin | Edges $/ \mathrm{GeV} \mathrm{c}^{-1}$ |  |  |
| :---: | ---: | :--- | :--- |
| Underflow | 0 | $\rightarrow$ | 0.10 |
| 0 | 0.10 | $\rightarrow$ | 0.16 |
| 1 | 0.16 | $\rightarrow$ | 0.19 |
| 2 | 0.19 | $\rightarrow$ | 0.22 |
| 3 | 0.22 | $\rightarrow$ | 0.60 |
| Overflow | 0.60 | $\rightarrow$ | $\infty$ |

Table A.4: The pion momentum bin edges

| Bin | Edges |  |  |
| :---: | :---: | :---: | :---: |
| 0 | -1.00 | $\rightarrow$ | -0.47 |
| 1 | -0.47 | $\rightarrow$ | 0.00 |
| 2 | 0.00 | $\rightarrow$ | 0.39 |
| 3 | 0.39 | $\rightarrow$ | 0.65 |
| 4 | 0.65 | $\rightarrow$ | 0.84 |
| 5 | 0.84 | $\rightarrow$ | 0.93 |
| 6 | 0.93 | $\rightarrow$ | 1.00 |

Table A.5: The pion $\cos (\theta)$ bin edges

| Bin | Edges $/ \mathrm{rad}$ |  |
| :---: | :---: | :---: |
| 0 | -3.14 | $\rightarrow$ |
| -2.51 |  |  |
| $\vdots$ |  |  |
| $i$ | $\left(\frac{2 i}{10}-1\right) \pi$ | $\rightarrow$ |
| $\vdots$ |  | $\left(\frac{2(i+1)}{10}-1\right) \pi$ |
| 9 | 2.51 | $\rightarrow$ |

Table A.6: The pion $\phi$ bin edges

(a) The reconstructed $p_{\pi}$ for all events passing the generic selection.

(b) The reconstructed versus true $p_{\pi}$ for all $\mathrm{CC} 1 \pi^{\rrbracket}$ events passing the generic selection.

(c) The selection efficiency as a function of the true $p_{\pi}$. The statistical uncertainty is indicated by the semitransparent bands.

Figure A.4: The edges of the pion momentum bins in which the cross-section is extracted, shown as solid black lines.


Figure A.5: The edges of the pion momentum bins in which the cross-section is extracted, shown as solid black lines.

(a) The reconstructed $\cos \left(\theta_{\pi}\right)$ for all events passing the generic selection.

(b) The reconstructed versus true $\cos \left(\theta_{\pi}\right)$ for all $\left[C C 1 \pi^{\boxplus}\right.$ events passing the generic selection.

(c) The selection efficiency as a function of the true $\cos \left(\theta_{\pi}\right)$. The statistical uncertainty is indicated by the semitransparent bands.

Figure A.6: The edges of the pion $\cos (\theta)$ bins in which the cross-section is extracted, shown as solid black lines.

## Generic selection - all events


(a) The reconstructed $\phi_{\pi}$ for all events passing the generic selection.

(b) The reconstructed versus true $\phi_{\pi}$ for all $\mathrm{CC} 1 \pi$ 妇 events passing the generic selection.

(c) The selection efficiency as a function of the true $\phi_{\pi}$. The statistical uncertainty is indicated by the semitransparent bands.

Figure A.7: The edges of the pion $\phi$ bins in which the cross-section is extracted, shown as solid black lines.

## A. 3 Muon-pion opening angle

Figure $A .8$ shows the binning scheme used for the muon-pion opening angle, $\theta_{\mu \pi}$. Events in which a reconstructed $\theta_{\mu \pi}^{\prime}>2.65$ are explicitly rejected by the opening angle cut, and so the cross-section is not extracted in this region. Any events with a true opening angle $\theta_{\mu \pi}>2.65$ that pass the selection are considered as a background. Of the true CC1 $\boldsymbol{m}^{ \pm}$ events passing the generic selection, $1.3 \%$ are taken as background on account of their opening angle.

| Bin | Edges $/ \mathrm{rad}$ |  |  |
| :---: | :---: | :---: | :---: |
| 0 | 0.00 | $\rightarrow$ | 0.49 |
| 1 | 0.49 | $\rightarrow$ | 0.93 |
| 2 | 0.93 | $\rightarrow$ | 1.26 |
| 3 | 1.26 | $\rightarrow$ | 1.57 |
| 4 | 1.57 | $\rightarrow$ | 1.88 |
| 5 | 1.88 | $\rightarrow$ | 2.21 |
| 6 | 2.21 | $\rightarrow$ | 2.65 |
| Background | 2.65 | $\rightarrow$ | 3.14 |

Table A.7: The muon-pion opening angle, $\theta_{\mu \pi}$, bin edges

## A. 4 Proton multiplicity

Figure 4.9 shows the binning scheme used for the proton multiplicity, $N_{p}$. As described in Section [T.L.4, the proton-exclusive cross-sections are extracted in reconstructed-space in a similar fashion to the continuous kinematic variables. A true momentum threshold of $300 \mathrm{MeV} \mathrm{c}^{-1}$ is applied when counting the true proton multiplicity $N_{p}$.

| Bin | Value(s) |
| :---: | :---: |
| 0 | 0 |
| 1 | 1 |
| 2 | $\geq 2$ |

Table A.8: The proton multiplicity bin edges

## Generic selection - all events


(a) The reconstructed $\theta_{\mu \pi}$ for all events passing the generic selection.

(b) The reconstructed versus true $\theta_{\mu \pi}$ for all $C C 1 \pi^{\sharp}$ events passing the generic selection.

(c) The selection efficiency as a function of the true $\theta_{\mu \pi}$. The statistical uncertainty is indicated by the semitransparent bands.

Figure A.8: The edges of the muon-pion angle bins in which the cross-section is extracted, shown as solid black lines.

Generic selection - all events

(a) The reconstructed proton multiplicity for all events passing the generic selection.

(b) The reconstructed versus true $N_{p}$ for all $\overline{\mathrm{CC} 1 \pi^{\boxplus}}$ events passing the generic selection.

(c) The selection efficiency as a function of the true $N_{p}$. The statistical uncertainty is indicated by the semitransparent bands.

Figure A.9: The edges of the pion $\cos (\theta)$ bins in which the cross-section is extracted, shown as solid black lines.


[^0]:    ${ }^{1}$ Some undergraduate physics courses still have students analyse these images in this way to learn about particle interactions - and to appreciate the advancements made in the last $\sim 50$ years!

[^1]:    ${ }^{1}$ The antineutrino and the positron are the antiparticles of the neutrino and electron respectively. Antiparticles behave very similarly to their particle counterparts but have opposite physical charges.
    ${ }^{2} \mathrm{~A}$ muon, $\mu$, is a fundamental particle that is nearly identical to an electron, $e$, but with a larger mass. There also exists the tau particle, $\tau$, which is of the same type with a yet higher mass. Collectively, these particles are known as the charged leptons.

[^2]:    ${ }^{3}$ Each neutrino flavour, $\nu_{e}, \nu_{\mu}, \nu_{\tau}$ has an associated antineutrino, $\bar{\nu}_{e}, \bar{\nu}_{\mu}, \bar{\nu}_{\tau}$.
    ${ }^{4}$ The other primary goals in the field are to determine the absolute neutrino masses (as currently only the squared mass differences are known) and to determine if neutrinos and antineutrinos are equivalent (known as Majorana particles) or distinct (known as Dirac particles). However, these questions can not be answered by studying neutrino oscillations and so are not described in detail.

[^3]:    ${ }^{5} U^{\dagger}$ denotes the Hermitian conjugate and $U^{-1}$ denotes the matrix inverse.

[^4]:    ${ }^{6}$ Both charge and parity are required as Standard Modell neutrinos are left-chiral whereas antineutrinos are right-chiral.

[^5]:    ${ }^{7}$ Two additional parameters are in principle observable via non-oscillatory phenomena, but are not considered here. Namely, if neutrinos are Majorana fermions (a particle that is its own antiparticle) then two phases can not be absorbed into the neutrino field [30].

[^6]:    ${ }^{8}$ The Sun-Earth distance is $\sim 150 \times 10^{6} \mathrm{~km}$ [33]. Using the parameters in Table [..], the first oscillation maxima for $E=10 \mathrm{MeV}$ neutrinos occur at $\sim 10 \mathrm{~km}$ (for $\Delta m_{12}^{2}$ ) and $\sim 300 \mathrm{~km}$ (for $\left|\Delta m_{31}^{2}\right| \approx\left|\Delta m_{32}^{2}\right|$ ).
    ${ }^{9} \mathrm{By}$ convention the mass state with the largest $\nu_{e}$ component is chosen to be $\nu_{1}$.

[^7]:    ${ }^{10}$ Although CP-violation has been observed in the quark-sector, the amount is insufficient to explain the matter-antimatter asymmetry observed [ [2.5].

[^8]:    ${ }^{11}$ In practice, the exposure of the detector to the source, the resolution with which the neutrino energy can be reconstructed, and any backgrounds need to be accounted for.

[^9]:    ${ }^{12}$ In particular, emphasis is given to the neutrino interaction models used by the GENIE generator, discussed in Section [.3.6]

[^10]:    ${ }^{13}$ The following bilinear covariants are the possible combinations of Dirac spinors and gamma matrices of the form, $\bar{u} \Gamma u$, that transform as a tensor: $\Gamma=1$ (scalar), $\gamma^{5}$ (pseudo-scalar), $\gamma^{\mu}$ (vector), $\gamma^{\mu} \gamma^{5}$ (axial-vector) and $\sigma^{\mu \nu}=\frac{i}{2}\left[\gamma^{\mu}, \gamma^{\nu}\right]$ (second-rank tensor) [ [29]. The most general linearly independent terms in $V^{\mu}$ have the form $\gamma^{\mu}$ (Dirac), $\sigma^{\mu \nu} q_{\nu}$ (Pauli) and $q^{\mu}$ (scalar), where $q=p_{p}-p_{n}$. The terms in $A^{\mu}$ have the form $\gamma^{\mu} \gamma^{5}$ (axial), $\sigma^{\mu \nu} q_{\nu} \gamma^{5}$ (tensor), and $q^{\mu} \gamma^{5}$ (pseudo-scalar) [32].

[^11]:    ${ }^{14}$ Strange final states are those involving a strange quark.

[^12]:    ${ }^{15}$ Heavier sea quarks can also contribute to the $D$ D/S process, but are not included in this discussion.

[^13]:    ${ }^{16}$ In the quark-parton model the momentum is evaluated in the infinite momentum frame where $p_{N}=$ $\left(E_{N}, \underline{p}_{N}\right), \underline{p}_{N}=\left(0,0, E_{N}\right)$ and $E_{N}$ is the nucleon energy.

[^14]:    ${ }^{17}$ GENIE predicts that the CCD-Coh process contributes only $\sim 1 \%$ of the charged current single pion final states at MicroboonE.
    ${ }^{18}$ The GENIE AGKY hadronisation model [44] is used in this thesis.

[^15]:    ${ }^{19}$ This thesis uses the GENIE hA (2018) ESTI simulation [44].

[^16]:    ${ }^{20}$ The flux of the Booster Neutrino Beam used by WicroBoont is shown in Figure [3].
    ${ }^{21}$ In this case the neutrino masses are negligible.

[^17]:    ${ }^{22} \mathrm{MINER} \nu \mathrm{A}$ is also capable of measuring neutrino interactions on other target material, however the results for the $\mathrm{CC} 1 \pi \pm$ topology use CH .
    ${ }^{23}$ Both FGD1 and FGD2 are composed of scintillator (polystyrene) bars organised in layers. FGD1 is comprised of active scintillator layers only whereas FGD2 incorporates active scintillator and inactive water layers [67]

[^18]:    ${ }^{1}$ The MicroBooNE tune is based off the GENIE v3 G18_10a_02_11a configuration

[^19]:    ${ }^{2} \mathrm{~A}$ voxel is the 3 D analogue of a (2D) pixel.

[^20]:    ${ }^{1}$ All of the steps in Pandora's full algorithm flow are shown later in Figure 4.0.l.

[^21]:    ${ }^{1}$ Strictly, this is the convolution of pattern recognition, slicing and neutrino identification losses.

[^22]:    ${ }^{1}$ The technical details of this study are not presented in this thesis but are given in [103].

[^23]:    ${ }^{2}$ The $\mathbb{B D D T}$ response is unavailable when a reconstructed particle has too few 3 D space-points for a track fit to be possible or for the calorimetric features to be calculated - this primarily occurs for lowenergy protons. Such particles can not be considered by the $\mathbb{B D}]^{\prime}$ s but are included when counting proton multiplicity.

[^24]:    ${ }^{1}$ The efficiency is indicated by the sum of the columns of the forward-folding matrix, $\epsilon_{t}=\sum_{r} \xi_{r t}$, and is given explicitly in Appendix 因.

[^25]:    ${ }^{2}$ Specifically, it is desirable to obtain a sample of $1 \mu+X p$ whose distribution (with respect to the kinematics of the muon and proton) is very similar to that of the $1 \mu+X p$ backgrounds of the generic CC1 $\pi^{ \pm}$selection. Recent studies by another MicroBooNE member have shown that such a sample can be obtained by restricting the events with one "non-proton" to those where a proton candidate has an appropriately low proton- $[B D]$ response. In this case, the selected $1 \mu+X p$ events would have a "pion-like" proton of the kind likely to pass the $\mathrm{CC1} \pi^{ \pm}$selection.

[^26]:    ${ }^{3}$ This signal also arises for muons that decay at rest, however this background is largely irreducible.

