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Abstract

Carbon nanotubes (CNTs) possess exceptional mechanical, electrical and thermal properties
by virtue of their unique physical structures. In recent decades, continued efforts have been
made to develop techniques for producing CNTs on an industrial scale. The floating catalyst
chemical vapour deposition (FCCVD) method has been widely accepted as a promising
technique for mass production of CNTs. Despite the recent progress in improving the
technique, a lack of fundamental understanding of the limiting factors and the underlying
mechanisms of CNT synthesis makes it difficult to scale up the production to meet the ever-
growing industrial demands. The present study aims to develop numerical and experimental
approaches to extend our understanding of CNT synthesis, and ultimately help develop
methods for mass production of CNTs.

A multi-phase thermodynamic equilibrium model consisting of C, H, O, Fe and S
elements, at stoichiometries and temperatures consistent with CNT synthesis using the
FCCVD method was developed. The effects of variable amounts of the different elements, as
well as inert species (Ar and N2) on the species and phase distributions were investigated
as a function of temperature at atmospheric pressure. The results reveal that the threshold
formation temperature for graphitic carbon products, C(s), increases with the H/C molar
ratio. The addition of sulphur into synthesis suppresses the formation of α-Fe(s) in favour of
FeS(s). Solid iron carbide Fe3C(s) takes up all Fe atoms beyond 700 ◦C, which then turns into
liquid phase or dissociates into vapourised Fe(g) beyond 1250 ◦C. The effect of the estimated
bulk Gibbs free energies for different types of CNTs in lieu of C(s) show little change to
the overall species and phase distributions within the estimated uncertainties. The effect
of inert gases Ar and N2 relative to H2 as a carrier gas is found to be a lowered threshold
formation temperature for C(s), from ~700 ◦C in H2 down to ~100 ◦C. The formation of C(s)
is significantly affected O/C molar ratios where no C(s) shall be formed at O/C > 1.0.

Carbon nanotubes were produced using a premixed laminar flat flame burner where a
H2/air flame was used to provide heat, while feedstocks containing various proportions of
carbon and catalyst precursors (ethanol, ferrocene and thiophene) were injected through
a central tube to the post flame region. The as-produced nanomaterials were collected
at downstream of the post-flame region at a height above burner of 230 mm. Various
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techniques were used to characterise the collected samples including Raman spectroscopy,
energy-dispersive X-ray spectroscopy (EDX), scanning electron microscopy (SEM) and
transmission electron microscopy (TEM). A formation window in the equivalence ratio range
φ = 1.05− 1.20 was identified, and the flame temperature was found to be the dominant
limiting factor for the inception of CNTs. CNTs bundles were formed and the diameter
of individual CNTs were observed to be lower than 5 nm. The formation of CNTs was
accompanied by a production of highly crystalline nanoparticles of a size between 20 nm
and 100 nm. These nanoparticles were identified as iron oxides and/or elemental iron
nanoparticles by EDX. We studied the role of thiophene in flame synthesis of CNTs for
the first time, and found the number density and the overall length of CNTs were markedly
improved by adding thiophene to the precursor mixture. The optimum range of the mass
ratios of sulphur to iron elements in the catalyst precursors was determined to be 0.1–2.0.

A 2-D diffusion model was developed to assist the understanding of the flame method.
The spatial distributions of mixture fraction, local temperature, and axial velocity of flows
were obtained. This model serves as a pivotal that links all the numerical methods developed
in the thesis, and has the capability of estimating a spatially-resolved species distribution for
the flame synthesis. The present project both numerically and experimentally studied CNT
synthesis, and extended our understanding of the fundamental mechanisms, shedding light
into possible routes for mass production of CNTs.
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Chapter 1

Introduction

Carbon nanotubes (CNTs) were first discovered by Iijima in 1991 whilst using an arc
discharge evaporation method for producing fullerene [1]. He reported the formation of
"needle-like" cylindrical carbon structures consisting of a few concentric graphitic tubes,
ranging in number from a couple up to a few tens. These hollow-shaped CNTs typically
consist of a single or multiple walls of graphene layers, and their diameters can range
from a few to several tens of nanometres. These unique physical structures, including
curved graphitic arrangements, small diameters and high aspect ratios, result in exceptional
mechanical, thermal and electrical properties of CNTs, and hence they are widely regarded
as one of the most promising and advanced functional materials in the twenty-first century.
Since the discovery of CNTs, the past few decades have witnessed a fast expansion of the
scientific community of CNT research and their commercial applications. According to the
report by Volder et.al [2] , the global production capacity of CNTs has experienced more
than a 10-fold increase in the annual productivity since 2004. Meanwhile the annual number
of publications and related patents in the field are growing at a steady rate.

1.1 Overview of CNTs

1.1.1 Structure and morphology

A CNT can be visualised by wrapping a 2-D graphene sheet into a cylindrical hollow-shaped
tube without having their edges overlapped on its surface. The curled graphene sheet consists
of numerous hexagonally arranged carbon atoms that constitute the tube. The direction of
wrapping the graphene sheet can be taken almost arbitrarily, which results in many possible
CNT structures [3]. In Fig.1.1.(a), three main classifications of CNT structures are illustrated,
and their featured periodic atomic arrangements that distinguish themselves from the others
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are indicated in red. The classification of the CNT structures is primarily performed based
on their symmetry: achiral (symmetric) and chiral(non-symmetric) [3]. From Fig.1.1.(a),
the armchair and zigzag CNTs are categorised as achiral nanotubes, and the other belongs
to chiral nanotubes. As indicated by the red lines shown Fig.1.1.(a), the names of the two
different achiral tubes originate from the cross-sectional morphology of the tubes, while a
chiral tube does not exhibit such periodic morphology at the cross section, only showing a
spiral symmetry.

A widely acknowledged method to precisely describe the atomic structure of a CNT is
the use of the tube chiral vector, C⃗h, and the chiral angle, θ (0◦ ≤ |θ | ≤ 30◦ ) [4]. According
to Fig.1.1, the two dotted lines represents the boundaries of the graphene sheet to be wrapped
into a CNT, while C⃗h indicates the direction of wrapping, or the circumference of the tube.
Hence the chiral can be described as:

C⃗h = n⃗a1 +ma⃗2 (1.1)

where (n,m) is a pair of integers indicating the number of steps along the zigzag C-C
bonds in the hexagonal lattice, and a⃗1 and a⃗2 are unit vectors, illustrated in Fig.1.1.(b). As
indicated in the figure, the angle between the chiral vector C⃗h and the unit vector a⃗1 is defined
as the chiral angle θ , which indicates the level of "twist" of the tube. Zigzag and armchair
CNTs have chiral angles θ = 0◦ and 30◦, respectively, while those of chiral tubes reside in
between. Hence, the chiral indices for zigzag and armchair tubes follow the specific formats
as (n = 0 or m = 0) and (n = m), respectively, while the rest of combinations are deemed to
be chiral tubes. Given a specific pair of chiral indices (n,m) of a CNT, one shall be able to
estimate its diameter as the C-C bond distance in graphene is known as 1.42 Å.

The knowledge of the chirality of CNTs is crucial for investigation of their material
properties. Based on the chirality, single-walled carbon nanotubes (SWCNTs) can be
categorised into two main types: metallic and semiconducting CNTs. All armchair SWCNTs
are metallic tubes while all others tubes are semiconductors tubes with a band gap [5]. It
is important to understand which type(s) of CNTs is(are) formed during the synthesis as
their potential applications are determined by the intrinsic properties, although most of
the current techniques produce them simultaneously. While there exist some cases where
preferential synthesis of either metallic (> 90%) [6] or semiconducting (> 95%)[7] CNTs has
been achieved.

Carbon nanotubes may comprise different number of concentric graphene shells, ranging
from a single to multiple layers as shown in Fig.1.1.(c). The average diameter of a SWCNT
is typically between 1-2 nm, while a further reduction to 0.4 nm can also be attained
[8]. Electrical superconductivity has been realised using these extremely thin SWCNTs [9],
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which provides a possible direction for its future applications. Multi-walled carbon nanotubes
(MWCNTs) can be orders of magnitude larger than SWCNTs depending on their number of
walls. The distance between two graphene layers, or wall-to-wall distance, is measured as
~0.4 nm [10].

(a) (b)

(c)

Fig. 1.1 Schematic of structures of carbon nanotubes. (a) Classification of carbon nanotubes
(left to right): armchair, zigzag, and chiral nanotubes (figure adapted with permission from
Fig.2 in Ref.[11]). (b) Schematic of a single-walled and a multi-walled carbon nanotubes
(figure adapted with permission from Fig.1 in Ref.[12]). (c). Schematic of an unwrapped
graphene sheet constituting a SWCNT (figure adapted with permission from Fig.1 in Ref.[4]).

1.1.2 Properties of CNTs

According theoretical calculations [13, 14], a defect-free SWCNT typically has a Young’s
modulus value of ~1 TPa, a tensile strength over 100 GPa and a failure strain of 15-30%, if
only considering cross-sectional area of CNT walls. Direct measurements on MWCNTs show



1.1 Overview of CNTs 4

that the actual strength of the nanomaterials can reach ~80% of the theoretical estimation,
which is orders of magnitude higher than any of the current industrial fibres [13], and 10-100
times of the strongest steel [4]. MWCNTs have a capability to carry high current densities
(> 109 A/cm2) without causing any observable damage to the structures [15]. The thermal
conductivity of individual SWCNTs is found close to 3500 W m−1 K−1) at room temperature,
around twice as much as natural diamonds and nearly nine times of copper.

1.1.3 Applications of CNTs

Due to the unique structures of CNTs, which render them exceptional chemical and physical
properties, these nanomaterials have been widely studied and applied in many areas. We
here introduce some major fields that CNTs have been applied or commercialised. While
there exist many other fields for the application of CNTs, more detailed reviews can be find
in Ref.[5, 2].

1.1.3.1 Composite materials

The first large-scale commercialisation of MWCNTs is realised in making polymer compos-
ites where MWCNTs are added as electrically conducting components by virtue of their high
aspect ratios and exceptional electric conductivity [5]. In the automotive sector, conductive
CNTs have been incorporated into plastics for manufacturing gas lines and filters. These
composites help dissipate electrostatic charge that would otherwise build up and result in
explosions [2]. The exceptional mechanical property of CNTs make them highly attractive for
manufacturing structural composites especially for weight-sensitive applications. CNT-fibre
epoxy composites containing a high volume fraction of CNT fibres (≥ 25%) have been
developed, which already achieve a similar level of reinforcement as commercial composites
reinforced by high-strength carbon fibres [16]. Apart from enhanced strength and stiffness in
composites due to the incorporation of CNTs, CNT fillers can improve material damping
without comprising mechanical properties and structural integrity of the composites [17].
Hereby, such nanocomposites can be applied in sporting equipment such as rackets, baseball
bats and bicycle frames [2].

1.1.3.2 Coatings and films

Another fast growing field for the application of CNTs is the multi-functional coating industry.
Silicone-based coatings doped with a tiny fraction of MWCNTs are reported to significantly
reduce biofouling on ships’ hulls by weakening the adhesion strength of barnacles [18].
Hence this effect brought by the addition of CNTs helps ships reduce propulsion fuel
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consumption and enhance their manoeuvrability. Continued efforts have been made to
develop transparent, conductive CNT-base films. It has been reported that SWCNTs can be
used to fabricate functional ultrathin transparent films which are optically homogeneous and
electrically conductive [19]. These attractive features offer the CNT-based functional films a
range of applicable fields including displays, touch-screen devices, and photovoltaics [2].

1.1.3.3 Electrode materials

Another fast expanding field is the research of electrochemical applications of CNT materials.
Due to high conductivity, mesoporous character, and resiliency, pure CNTs and their compos-
ites are highly competitive materials for fabricating components of electrodes [20]. Although
the capacitance of pure CNTs are moderate, from 5 to 40 F/g [21], and are strongly influenced
by their microporosity, the capacitance of these CNT materials can be drastically boosted
via blending with either electrically conducting polymers such as polypyrrole (capable of
reaching 170 F/g) or transition metal oxides such as MnO2 (capable of reaching 220 F/g)
[20]. While the capacitance of the composites is highly sensitive to the alignment and nanos-
tructure of CNTs, and therefore is limited by the current synthesis techniques. Nevertheless,
these CNT-based materials are still strong candidates for manufacturing new generation of
supercapacitors. In addition, CNTs can also be applied in fuel cell technology as they are
found to be an ideal catalyst-support material. Their excellent conductivity enables a fast
charge transfer and the unique mesoporosity character facilitates the diffusion of reagent
molecules and products in fuel cells [20]. More importantly the use of CNTs in fuel cells can
reduce platinum (Pt) consumption and hence potentially lower the manufacturing cost [22].

1.2 Methods of CNT Synthesis

Plasma arc discharge (PAD), pulsed laser vaporisation (PLV) and chemical vapour deposition
(CVD) are the three mainstream methods for producing CNTs. Although detailed techniques
may differ, all these methods, however, share three common features: (i) a carbon source, (ii)
a high temperature and (iii) catalyst precursors.

1.2.1 Arc discharge

The arc discharge method is the technique by which Iijima first discovered the existence
of CNTs [1]. In Fig.1.2.(a), a typical arc discharge apparatus is illustrated. This apparatus
consists of two pure graphite rods, serving as the anode (+) and cathode (-) which can be
vertically or horizontally aligned as shown in the figure. Prior to synthesis, an inert gas,
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Fig. 1.2 Schematic of CNT synthesis methods: (a) arc discharge, (b) pulsed laser vaporisation,
(c) chemical vapour deposition and (d) flame synthesis (figure adapted with permission from
Fig.2 in Ref.[23]).

typically helium or argon, is introduced into the chamber to a target pressure. Then an AC/DC
arc voltage is applied between the anode and cathode, which results in an evaporation of the
carbon materials from the anode. The as-produced carbon materials are mostly fullerenes
which are deposited throughout the whole chamber, while a small amount of CNTs can be
found in the deposits covered on the cathode [1]. If the anode graphite rode is incorporated
with metal catalyst (e.g. Fe, Co or Ni) while keeping the cathode graphite rod unaltered,
SWCNTs can be produced [24]. Other ambient gases have been studied and it is found
gases containing H atoms (e.g. CH4 [25] or H2)[26] are more effective than inert gases to
produce the CNTs. Although highly crystalline CNTs with less defects can be produced via
the arc discharge method, the alignment of the as-produced CNTs is hard to control [27].
Nevertheless, the mass production capability of this method is still limited to a laboratory
scale, making it less suitable for industrial applications.

1.2.2 Pulsed laser vaporisation

The pulsed laser vaporisation method was initially developed by Smalley et.al for the
synthesis of fullerenes [28], which was later adapted by the same group to produce SWCNTs
[29]. Fig.1.2.(b) illustrates a schematic of a setup of the laser vaporisation technique. The
system consists of a laser source (typically Nd:Yag or CO2 laser [27]), a furnace providing
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uniform heat, a quartz tube, a graphite composite target comprising metal catalysts, a water-
cooled sample collector and a flow system supplying buffer gases into the quartz tube [30].
When a laser beam is directed to the graphite target, carbon starts to evaporate due to the rapid
localised heating by the laser , which leads to the formation of CNTs. The as-produced CNTs
are then carried by the buffer gas and captured by the water-cooled collector. This technique
possesses several advantages. First, high crystalline SWCNTs with minimal defects and
impurities can be produced via this technique [27]. Second, diameters of the as-produced
SWCNTs can be controlled by varying the furnace temperatures [31], buffer gas flow rates
[32], and metal catalysts [33]. While the disadvantages of the technique are its limited
productivity and energy-intensive characteristics, which makes it a less favoured method by
industry.

1.2.3 Chemical vapour deposition

Increasing demands for high-quality CNTs require suitable large scale methods for mass
production of CNTs. The arc discharge and pulsed laser vaporisation techniques are, however,
only suitable for producing CNTs on a laboratory scale, and therefore have very limited
potential for scaling up the CNT production. The chemical vapour deposition method (CVD),
instead, is capable of producing CNTs with controllable morphologies and in a relatively
large quantity [34, 2]. This technique was originally designed to produce carbon filaments in
the presence of iron catalysts in 1959 [35]. After the discovery of CNTs [1], CVD methods
have been further optimised and developed to accommodate the need of mass production of
CNTs. There exist a range of CVD configurations, including fixed beds [36], fluidised beds
[37], floating catalysts [34], and many other combinations such as plasma-enhanced CVD
methods [38].

Fig.1.2.(c) illustrates a typical setup of CVD method which involves a heating furnace,
a quartz/alumina tube and a flow supply system. The general operating procedures for all
the CVD configurations are similar: 1) using a furnace to heat a tube reactor and maintain
the reactant flows at a target temperature, 2) introducing a feedstock containing carbon
sources and catalyst precursors into the tube, and 3) collecting CNTs downstream [30]. The
arrangement of the tube reactor can be horizontal or vertical, depending on the technical
requirements.

1.2.3.1 Fixed and fluidised CVD

In a fixed-bed CVD system, solid catalyst precursors are placed on a boat which is inserted
inside the reactor. When the furnace is heated to the desired temperature, carbon sources
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carried by a buffer gas are introduced into the reactor, and CNTs start to grow upon the
catalytic sites on the surface of the precursors. This process is however heavily limited by
the inhomogeneous interactions between gaseous carbon sources and the catalyst particles,
where the ever-growing CNTs cover the catalytic sites on the surfaces, deactivating the
catalysts fixed on the boat [37]. While in a fluidised-bed CVD system, the tube reactor is
usually placed vertically in which supported catalyst particles are suspended by an upward
buffer gas. This arrangement allows a homogeneous mixing of gaseous carbon sources and
catalyst particles, and a better heat transfer [39].

1.2.3.2 Floating catalyst CVD

Currently a mass production of CNTs is primarily achieved by CVD methods, among which
the floating catalyst CVD (FCCVD) is one of the most attractive techniques. This method
is an economical, controllable and continuous industrial scalable tool [40], which allows a
direct withdrawal of CNT fibres from the reactor tube [34]. In this method, the catalysts are
firstly vaporised and then driven into the hot reaction zone instead of being supported by
a fixed substrate bed. As a result, the suspended catalysts in the reactant flows are mixed
with carbon sources, which promotes the CNT inception and growth and, most importantly,
makes it possible to continuously produce CNTs in a large quantity.

The continuous mass production of CNTs by the direct spinning FCCVD was initially
reported by Windle et.al [34], as shown in Fig.1.3. From the figure, one can see that CNT
fibres formed in the reactor are continuously drawn out by a rotating spindle either vertically
(Fig.1.3.(A)) or horizontally placed (Fig.1.3.(B)). Apart from the vertical arrangement setup,
this technique also has a horizontal version which has the same direct-spinning characteristics
[41]. This method normally involves a continuous and controlled supply of carbon source (e.g.
ethanol [34, 42], toluene [43] or carbon monoxide [44]), an iron-based catalyst (e.g. ferrocene
[34] or iron pentacarbonyl [44]), and a sulphur source (typically thiophene [34, 45, 42, 41]).
These precursors carried by a buffer gas (typically H2, or inert gases such as N2 or Ar
[46–48]) are injected into a tubular reactor which is kept at temperatures of ~1000 ◦C. The
positive temperature gradient upstream of the tubular reactor accelerates the pyrolysis of
the iron and sulphur catalysts, which in turn leads to the nucleation of nanoparticles for the
subsequent carbon deposition. The whole process takes place in a furnace heated between
1100 ◦C and 1450 ◦C, at residence times of the order of tens of seconds [49].

Windle’s group [34, 42, 50] have carried out a series of investigations on the mechanisms
of CNT formation, and they primarily focused on the therapy consisting of ethanol (the
carbon source), ferrocene (the iron precursor) and thiophene (the sulphur precursor). They
found that methane and water were generated by the thermal decomposition of ethanol at
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Fig. 1.3 Schematic of the direct spinning process in a floating catalyst CVD system developed
by Windle et.al [34]. Left: schematic of direct spinning of CNT fibres by a vertical rotating
spindle inside a tube reactor. Right: schematic of direct spinning of CNT fibres by a
horizontal rotating spindle outside a tube reactor. (Figure adapted with permission from Fig.1
in Ref.[34].)

high temperatures, and the as-produced methane then reacted with iron nanoparticles to form
hydrogen and CNTs based on the following reaction [50]:

CH4(g)→ 2H2(g)+C(s) (1.2)

The widely accepted mechanism for CNT formation is that the gas-phase carbon is
initially generated as a result of the pyrolysis of carbon sources before being absorbed
by metal catalyst nanoparticles [50]. When the carbon absorption reaches its saturation
point, carbon atoms precipitate out to form cylindrical CNTs on the surfaces of the catalyst
nanoparticles [51]. Although progress has been made in developing semi-empirical recipes
for the production of spinnable fibres [34, 52, 50], the underlying chemical, nucleation and
agglomeration mechanisms of CNT formation in this method are not fully understood.

Although CVD possesses many advantages over the other techniques such as mass
production capability, continuous process and controllable synthesis, its productivity and the
quality of CNT products still fall short of the ever-growing industrial demands. Moreover,
CVD is an energy intensive technique which needs continuous power supply for furnace
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heating, and the complexity of the apparatus assembly together with its manufacturing and
maintenance costs drives up the commercial prices of CNTs produced using the method.

1.2.4 Flame synthesis

Apart from the previously introduced methods, flame synthesis gradually becomes an at-
tractive alternative for CNT production as it possesses the potential for a continuous mass
production of CNTs at a significantly lower cost than any of the mainstream synthesis meth-
ods. Over the past few decades, flame synthesis of nanomaterials has gained increasing
popularity, and many commercial products are produced using this method including carbon
blacks (Cabot, Birla Carbon), fumed silica (Cabot, Evonik), titanium dioxide pigment (Cristal,
Millenium) and other ceramics, with an estimated of production of millions of tons valued at
over $15 billion per year [53]. The discovery of MWCNTs in flames were first reported by
Howard et.al while he performed the synthesis using premixed hydrocarbon/oxygen flames
(C2H2, C2H4 and C6H6) in a low pressure chamber [54]. Various flame configurations have
been developed for producing CNTs since then, and a comprehensive review can be found in
Ref.[30, 55].

Unlike a CVD system that normally requires a furnace to generate heat, a flame synthesis
method, instead, produces heat by a direct combustion of flammable mixtures. A typical
flame synthesis system is generally much simpler than a CVD method, which typically
consists of a premixed or diffusion flame burner, a flow supply system and a collection unit.
Despite of various types, the flame systems can be summarised into two main categories
based on the types of flames: 1) diffusion flame [56–58], and 2) premixed flame[59–63]
configurations. Whichever flame configuration is used, it must provide an appropriate carbon
source to generate gas-phase carbon species for CNT formation. Moreover a stable heat
source is critical to the decomposition of catalytic precursors and the subsequent formation of
the catalyst nanoparticles. These elemental metal nanoparticles are activated in flames where
the inception of the solid graphitic layers is initiated due to the high temperature environment
[30]. Then, CNTs start to grow on the surface of metal nanoparticles either supported by a
metal alloy substrate [60], or suspended in gases [63].

1.2.4.1 Diffusion flame configuration

As shown in Fig.1.4.(a), the co-flow diffusion flame is one of the simplest flame configurations
used for CNT synthesis. Air or oxygen is supplied from the outer ring of the burner while the
fuel is injected through the central tube. CNTs are then produced on a substrate containing
catalyst precursors (Ni, Fe, Co, etc. ) placed on top of the diffusion flame. This configuration
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Fig. 1.4 Schematic of flame synthesis configurations: (a) co-flow diffusion flame, (b) inverse
diffusion flame (c) counter-flow diffusion flame, and (d) premixed flame. (Figure adapted
with permission from Fig.4 in Ref.[23].)

possesses some advantages such as ease of assembly and minimal risk of flashback. It has
been reported acetylene-air [64], methane–air [65, 57] and ethylene-air [57] diffusion flames
can be used to produce CNTs at atmospheric pressure on the co-flow diffusion configuration.
While it also has some disadvantages. For instance, soot formation is a common problem
during the synthesis if hydrocarbon is used as the fuel. Moreover, CNTs must be extracted
from the flame at a very early stage, as the nanomaterials would be otherwise oxidised by the
downstream oxygen-rich environment [66].

Fig.1.4.(b) illustrates the setup of an inverse diffusion flame burner. In contrast to the
co-flow configuration, the flow supply in this setup is inversely arranged where the fuel is
supplied via the outer ring while air through the central tube to generate an inverse diffusion
flame. Diffusion flame with a high stoichiometric mixture fraction (Zst) can be achieved
using this method, which helps eliminate the formation of soot and polycyclic aromatic
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hydrocarbons (PAHs) during the synthesis [66]. Furthermore, it allows CNTs to form in the
fuel-rich region where oxidisation at downstream of the flame is hence avoided.

Another widely used diffusion flame configuration is the counter-flow setup as shown
in Fig.1.4.(c). It consists of two vertically aligned cylindrical burner where the fuel and air
streams are supplied from the bottom and top nozzles separately (or the other way around),
which creates a stagnated diffusion flame plane in-between. The main advantage of this
geometry is to provide a 1-D flow field along the stagnation plane that markedly facilitates
numerical interpretations of the synthesis [67, 68]. It is reported that CNTs can be produced
using methane-oxygen [58, 69] and ethylene-methane-oxygen flames [70] via this method.

1.2.4.2 Premixed flame configuration

The premixed flame configuration is favoured by many researchers due to its simple 1-D flame
structure that facilitates the characterisation of the process via numerical analysis compared
with their diffusion counterparts. More importantly, the species distribution can be analysed
by thermodynamic equilibrium calculations and kinetic modelling, and hence it becomes a
promising tool to help research unveil the underlying mechanisms of CNT synthesis [71].
Another advantage of using premixed flames is the flexibility of varying equivalence ratios
φ achieved by changing the relative supply of the fuel and oxidiser streams. As a result,
flame temperatures can be readily controlled, allowing a comprehensive parametric study for
the CNT production. The configuration of the premixed flame system mainly falls into two
categories: 1) catalyst support and 2) floating catalyst types.

The catalyst support configuration is widely used for producing CNTs as the materials
can directly grow upon the catalyst nanoparticles (typically Ni [62] or Co [72, 56, 60]) coated
on a metal grid/mesh. This method is easy to perform, and the as-produced materials can
be directly collected from the substrates. Various fuels have been used for producing CNTs
including C2H4, C2H2, CH4, H2 and CO [72, 57, 62, 73, 56, 60]. However, the yield of this
method is limited to a laboratory scale due to the substrate support feature, hence not suitable
for industrial applications.

The floating catalyst premixed flame configuration, on the other hand, possesses the
potential for a large scale production of CNTs due to the absence of substrates. Instead,
vaporised catalyst precursors and carbon sources are supplied to the reaction zone, which
resembles a FCCVD configuration. Most importantly, various in situ diagnostic techniques
e.g. laser-induced incandescence (LII) and light extinction method can be used for studying
this process, and computational analysis becomes relatively easy to perform.

There exist a few of studies using the floating catalyst premixed flame method, and most
of them were undertaken at low pressures. Table 1.1 summarises the studies using the floating
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Table 1.1 Experimental conditions for CNT synthesis using the floating catalyst premixed
flame method.

Literature Fuel/oxidiser φ Catalyst Carrier gas P/atm

Diener [59]
C2H2/O2;
C2H4/O2;
C6H6/O2

1.7–3.8 Fe, Ni, Co Ar 0.1

Vander Wal [73, 74] C2H2/air 1.5–1.75 Fe CO/H2/He;
C2H2/H2/He

1

Height [63] C2H2/O2/Ar 1.4–2.2 Fe Ar 0.07

Wen [75] CH4/O2/Ar 2.0–2.1 Fe Ar 0.26

catalyst configuration for CNT synthesis. Diener et al. [59] investigated the synthesis of
SWCNTs at low pressures, using a combustion apparatus originally designed for producing
fullerenes. Different fuels (C2H2, C2H4 and C6H6) and catalyst metal precursors (Fe, Ni and
Co) were tested for the synthesis, and the results showed that both C2H2 and C2H4 flames
were capable of producing SWCNTs along with a small quantity of MWCNTs, at φ between
1.7 and 3.8. C6H6/O2 flames, however, only produced long metal-filled MWCNTs in a large
quantity–estimated as 10% of the overall solid carbon production–over the same equivalence
range, and no SWCNTs were observed.

Height et al. [63] further investigated CNT synthesis in premixed C2H2/O2/15%Ar flames
at a low pressure condition (0.07 atm). Argon was used to carry the catalyst precursor, iron
pentacarbonly (Fe(CO)5) vapour, at a feeding concentration of 6000 ± 500 ppm (by molar)
for the synthesis. The overall yield of nanotubes was estimated as low as 0.1 wt.% of carbon
and 2.5 wt.% of iron. A “formation window” for CNTs was identified as φ = 1.5− 1.9.
Based on their observations, catalyst particles primarily formed between 10 mm and 40
mm height above burner (HAB) in the post-flame region, while CNTs started to form at 30
mm HAB, and continued to grow up to 70 mm HAB. Iron oxides, primarily Fe2O3, were
identified and they attributed the growth of CNTs to the catalytic feature of Fe2O3, which is
however doubtful based on our current understanding.

A further investigation of CNT synthesis was conducted by Wen et al. [75] who used
the same experimental setup as Height’s [63] but different premixed flame compositions–
CH4/O2/15%Ar flame. The operating pressure was still maintained at a low pressure (0.26
atm), and the feeding concentration of metal catalyst Fe(CO)5 was reduced to between 100
ppm to 500 ppm (by molar). Their results identified the formation window for CNTs at φ
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of 2.0-2.2. In addition, they observed two types of iron nanoparticles during synthesis by
conducting EDX (energy dispersive X-ray) and X-ray diffraction (XRD) analyses: 1) iron
oxide (Fe3O4 and Fe2O3) and 2) elemental iron coated with graphite layers. While the later
was found to be the direct catalyst for the growth of SWCNTs rather than iron oxides as
suggested by Height [63].

Instead of directly mixing catalyst precursors with combustible mixtures into the flames,
Vander Wal et.al created a pyrolysis flame configuration for CNTs synthesis [74, 73]. This
setup consisted of a hybrid configuration where a McKenna burner with a central tube of 10
mm was used to stabilise premixed flames for heat supply, whilist a 7.6 mm long stainless
steel tube of 25 mm outer diameter, called a "chimney" structure, was placed just above the
central tube at 10 mm HAB. C2H2/air premixed flames were stabilised on the outer ring of
the burner, while metal catalyst precursors, ferrocene, were carried by different gas mixtures,
CO/H2/He or C2H2/H2/He, through the central tube into the chimney. The materials were
collected by a thermophoretic probe inserted inside the chimney. In their setup, the outer
ring of premixed flame serves as the heat source, and the mixture gases, supplied through the
central tube containing both the carbon source (CO or C2H2) and the catalyst precursors, are
heated inside the chimney via heat transfer by the hot post-flame products. It is worth noting
that a fraction of post-flame products including CO2, H2O, unburnt hydrocarbon species
and soot particles also enter the chimney, which may also participate in the synthesis. The
results showed that CO was "superior" to C2H2 in terms of being as the carbon source. PAHs
formed while using C2H2 were found to be detrimental to the CNT formation due to their
high thermodynamic stability and the inherent resistance to catalytic cracking [73]. The role
of H2 was discussed, and they suggested that an appropriate amount of H2 in the synthesis
could help remove surface carbon species on catalyst nanoparticles, including iron carbides
and amorphous carbon, and retain the activity of the catalytic sites on the surfaces of the
nanoparticles [74].

Although many attempts have been made to produce CNTs using various flame config-
urations, the mechanisms of CNT synthesis are still not fully understood. The complexity
and challenges reside in the flame medium, even for a premixed flame. A flame medium
is rich in intermediate radicals formed during rapid and intense homogeneous reactions
[30], and the typical by-products such as PAHs formed in the fuel-rich hydrocarbon flames
make the analysis even more challenging. Hereby there is an urgent need to find a new
way of producing CNTs via the flame method where the formation of the intermediates and
by-products such as PAHs can be minimised.
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1.2.5 Comparison between FCCVD and flame synthesis

The FCCVD and the floating catalyst premixed flame methods both share many common
features. First, they both use gaseous mixtures of carbon and catalyst precursors for the
synthesis, which is suitable for a continuous mass production of CNTs. Second, they share
most of the precursors, including carbon sources (e.g. methane and ethylene), and metal
precursors (ferrocene and iron pentacarbonyl), although the addition of sulphur precursor has
not yet been reported in the flame studies. While differences between the two methods are
obvious. For the FCCVD technique, the heat source is provided by a furnace which has a
certain operating temperature range, and a controllable temperature gradient. Therefore, the
reaction inside the furnace reactor can be more precisely controlled. Whereas, the hot region
in the flame system is sustained by flame fronts generated by the combustion of flammable
mixtures. This however produces a sharp temperature gradient across the reaction zone
which might be adverse to CNT synthesis. One of the major challenges of using a FCCVD
system is to apply in situ non-intrusive diagnostic techniques to study the synthesis process
in real time due to the enclosed heating furnace. The species distribution and the complex
inception and formation mechanisms of CNTs in the tube reactor are therefore difficult to
fully visualise and understand. In contrast, the premixed flame configuration possesses a
relatively simpler structure and optically accessible characteristics. Moreover, there exist
many models already developed for studying the chemical reactions in flames. In addition, in
situ diagnostic techniques have been extensively used in the combustion field, and a burner
setup can be easily modified to accommodate the need for a real-time diagnostics.

Although a continuous mass production of CNTs has been achieved by FCCVD methods,
their current throughput still fall short of industrial demands due to lack of a thorough
understanding of the synthesis process. Therefore, there is an urgent need of developing new
methods for studying the underlying physics and chemistry of CNTs.

1.3 Aims and objectives

The present project aims to develop numerical tools and experimental methods to extend the
understanding of the mechanisms of CNT synthesis. The primary objectives of the thesis are
to:

1. Develop a thermodynamic equilibrium model using the software suite Cantera [76] to
investigate equilibrium species distributions in a FCCVD system.

2. Design a premixed flame configuration that minimises the formation of intermediates
and by-products in flames to study the synthesis of CNTs.
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3. Develop a numerical model to simulate the flame synthesis and improve the under-
standing of the process.

1.4 Thesis structure

Chapter 1 introduces the background of carbon nanotubes, including their structures,
properties, and current applications. The methods of CNT synthesis are reviewed with
an emphasis of chemical vapour deposition methods (CVD). And the flame synthesis
method, as an emerging technique, is introduced and compared against CVD methods.

Chapter 2 describes the methodology of the thermodynamic equilibrium model devel-
oped for investigating species distributions in FCCVD systems. The thermodynamic
properties of different CNTs reported in literature are summarised and compared.

Chapter 3 discusses equilibrium species distributions based on successful input con-
ditions in FCCVD systems. Results in a broader range of input conditions are also
demonstrated. The effect of oxygen in CVD systems on CNT synthesis is discussed.

Chapter 4 demonstrates the design of the floating catalyst premixed flame system for
CNT synthesis. Details of the primary components are illustrated, and the experimental
procedures are described.

Chapter 5 summarises the results of the parametric study using premixed H2/air
flames. Key parameters controlling the CNT synthesis are discussed. Results from the
numerical study using a 1-D burner stabilised flame model are included.

Chapter 6 discusses the roles of ferrocene and thiophene in the flame synthesis of
CNTs. Results from the parametric study of different amounts of ferrocene and
thiophene are summarised and discussed.

Chapter 7 introduces a 2-D diffusion model established to describe the synthesis
environment of the flame method. A numerical analysis procedure that connects all
three models developed in the thesis is proposed.

Chapter 8 presents a summary of the thesis and lays out plans for future work on both
numerical modelling and experimental studies.



Chapter 2

Methodology of Equilibrium Study on
FCCVD Synthesis of CNTs

2.1 Introduction

Thermodynamic equilibrium calculations are widely used in the field of combustion to deter-
mine adiabatic flame temperatures and the post-flame species distributions. This numerical
method has also been used to predict carbon deposition in fuel cells. Formation of solid
carbon on the surface of the anode leads to an obstruction of gas transport and hence restricts
the performance of a fuel cell [77]. Most of current thermodynamic equilibrium model
centres only on gas phase equilibria, and there exist a few studies that investigate gas-solid
phase equilibria by considering the existence of graphite [78, 79] or carbon nanofibres/tubes
[77, 80] in fuel cells. However, to the best of our knowledge, the thermodynamic equilib-
rium method has not yet been applied for studying the species distribution in a FCCVD
scenario. In this chapter, we introduce the model of the thermodynamic equilibrium used for
analysing the species distribution in FCCVD synthesis. The present work aims to study this
process from a thermodynamic perspective, by asking the questions: what are the expected
equilibrium products over a range of temperatures, and how are they shifted by changing
the stoichiometry of H, C, S, Fe and O? Are these consistent with observed products? The
comparison of the resulting expected equilibrium compositions with the real products offers
insight into what rate limiting processes may be playing a role in the real system. Since
thermodynamic properties are described in terms of Kelvin (symbol: K), we therefore use
the Kelvin scale to describe the results in Chapter 2 and 3.
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2.2 Thermodynamic equilibrium calculations

2.2.1 Method

The thermodynamic equilibrium of a mixture can be represented by a set of simultaneous
non-linear equations connecting the thermodynamic properties of substances, subject to the
laws of atomic conservation [81]. There two major methods for calculating equilibrium
compositions of a mixture: the equilibrium constant method and the Gibbs free energy
minimisation method. The first method becomes quickly impractical for a moderate number
of species, so the second method is adopted here. The total Gibbs free energy, G, of an ideal
chemical mixture is a function of temperature T , pressure P and the number of moles of each
species ni, given in the canonical form as

G = f (T,P,ni) =
I

∑
i=1

nigi (2.1)

where gi is the partial molar Gibbs free energy of species i expressed as,

gi ≡
∂G
∂ni

∣∣∣∣
T,P,n j ̸=i

(2.2)

Based on the definition of Gibbs free energy, gi can hence be described as,

gi = hi −T si = g0
i +RT

(
ln

Pxi

P0

)
(2.3)

where g0
i is the standard Gibbs energy of species i at a standard state condition P0 (usually

1 bar), xi is the molar fraction for species i in mixture, and hi and si are its partial molar
enthalpy and entropy, respectively. v is the specific volume, R is the universal gas constant.

For condensed phases, since solids and liquids can be usually treated as incompressible
i.e. the specific volume v0

i of the substances can be assumed constant with pressure, the
entropy of their pure substance therefore only depends on temperature. Hence the partial
molar entropy for condensed species,si,c, is given as,

si,c = s0
i,c −R lnxi (2.4)

Then the partial Gibbs free energy for condensed species i can be obtained by:

gi,c = hi,c −T si,c = g0
i,c + v0

i (Pi,c −P0)+RT lnxi,c (2.5)
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Here each condensed species is regarded as a pure substance, i.e. the molar fraction of
the condensed species i, xi,c, equals to unity, and Pi,c then becomes the total pressure of the
environment P.

The standard Gibbs free energy at atmospheric pressure is defined as:

g0
i = h0

i −T s0
i (2.6)

where standard molar specific enthalpy h0
i and entropy s0

i are only a function of temperature,
and include the Gibbs free energy of formation ∆g0

f ,i = ∆h0
f ,i −T0∆s0

f ,i at the standard state
(101.325 kPa and 298 K), tabulated for many species in thermodynamic databases [82].

g0
i = g0

i −g0
i (T0)+∆g0

f ,i (2.7)

The dependence of the absolute standard molar specific enthalpy and entropy is expressed
in the form of polynomials, which have traditionally saved computational time, as follows
[82]:

c0
p

R
= a0 +a1T +a2T 2 +a3T 3 +a4T 4 (2.8a)

h0

RT
= a0 +

a1

2
T +

a2T 2

3
+

a3T 3

4
+

a4T 4

5
+

a5

T
(2.8b)

s0

R
= a0 lnT +a1T +a2

T 2

2
+a3

T 3

3
+a4

T 4

4
+a6 (2.8c)

These fitting parameters (a0 to a4) are obtained by means of a least-squares fit (4th order
polynomial), and a5 and a6 are obtained by referencing the standard enthalpy and entropy
formation, respectively. Given an existing database of species, equilibrium calculations for
mixtures of the same can be performed. The ideal gas assumption is valid under these low
pressure dilute conditions. Condensed phases are also assumed to be ideal mixtures, although
this could be revised if sufficient information about activity is available.

2.2.2 Equilibrium conditions

The equilibrium molar fraction of all the species involved in a system at constant pressure
and temperature can be determined by minimising the total Gibbs free energy of a mixture G
according to:

dG =
I

∑
i=1

gi(T,P)dni = 0 (2.9)
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subject to the constraints of atomic conservation:

b j =
M

∑
m=1

I

∑
i=1

ai, j,mni,m (2.10)

where ai, j,m is the number of atoms of element j in species i of phase m, and b j is the total
number of atoms of element j. The stoichiometric Villars-Cruise-Smith (VCS) algorithm
is particularly suited for handling multiphase problems [83, 84]. In the present study,
the software suite Cantera [76] implements this algorithm to solve equilibrium problems.
The program has been widely used in chemistry and engineering research fields and is a
collection of object-oriented software tools for calculating problems of chemical kinetics,
thermodynamics and/or transport processes.
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Fig. 2.1 Comparison of calculated vapour pressures of (a) water and (b) iron against their
experimental values (water and iron data from Ref.[85] and [86], respectively).

2.2.3 Solver validation

The results obtained using the three-phase equilibrium code were first verified by calculating
known saturated vapour pressures of water and iron over a wide range of temperatures up to
their respective boiling points. Simulation results were compared against literature data for
water [85] and iron [86]. Fig.2.1 shows excellent agreement in both cases.

Further validation was performed by simulating pyrolysis of methane including formation
of solid phase graphite at atmospheric pressure against simulation results by Sasaki et al. [78]
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who used a different equilibrium solver (HSC chemistry Version 4.1, Outokumpu Research
Oy, Finland). Fig.2.2 illustrates the evolution of major species CH4, H2 and graphite, C(s),
calculated by both solvers, showing exact agreement.
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Fig. 2.2 Comparison of methane pyrolysis results in the present simulations solver and those
in Ref.[78]. The number of moles of all species considered are normalised to CH4.

2.2.4 Species and phases

The present calculations include over 100 species in various phases, and the full list can
be found in Appendix A. Most of the species considered herein have well-established
thermodynamic properties provided in [82]. Properties for condensed phase iron carbide,
Fe3C(s) and Fe3C(l) were extracted from Burcat’s thermodynamic database [87], as were
the properties for gas phase thiophene, C4H4S(g), and ferrous sulphide, FeS(g). Fe3C, or
cementite, is a metastable phase and it is very likely to decompose into Fe and graphite
at higher temperatures beyond its melting point [88, 89]. Thermodynamic properties of
ferrocene, Fe(C5H5)2, were extracted from Fulem et al.’s theoretical estimations [90].

Thermodynamic properties of ferrocene were extracted from Fulem et al. [90] and
Simões’s organometallic thermochemistry Data [91], using a 7-parameter polynomial fit (see
Eq.2.8). Since the reference only provides ferrocene data covering the lower temperature
range (200 to 1000 K), the thermodynamic properties beyond this temperature range were
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Fig. 2.3 Fitted curves of thermodynamic properties of ferrocene based on data from Ref.[90]
between 200 K and 1000 K. Left: specific molar heat capacity, middle: specific molar entropy,
right: specific molar enthalpy.

extrapolated automatically by the solver. This does not affect the calculation, as no ferrocene
survives beyond 1000 K.

Fig.2.3 shows the reference data of specific molar heat capacity c0
p, entropy s0 and

enthalpy h0 of ferrocene [90] and their corresponding fitted curves. The seven parameters are
determined as follows: a) 4th-degree of polynomial is initially fitted to the data of c0

p, and 5
parameters, a0 −a4 are derived accordingly, b) parameters a5 and a6 are calculated by based
on the standard enthalpies of formation and standard entropies of ferrocene provided in the
references, respectively, c) all the parameters obtained are then used to fit the data for h0 and
s0 according to Eq.2.8.

Table 2.1 Reactor reference conditions

Species Flow rate Unit
H2 800 ml/min
CH4 80 ml/min
Fe(C5H5)2 0.35 mg/min
C4H4S 1.3 mg/min
Nominal ratios Molar Mass
H/C 23 2
C/Fe 2000 430
C/S 250 90

2.3 Test conditions

Typical furnace temperatures for CNT aerogel using the FCCVD method are between 1423–
1723 K (or 1150–1450 ◦C) [49] at atmospheric pressure. The present calculations cover a
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temperature range of 300–2200 K to understand the sensitivity to temperatures, as well as to
shed light into the process.

The baseline and ranges of flow conditions in the reactor are as indicated on Table
2.1, as reported by Gspann et al. [52]. A carrier flow of hydrogen is used, with a molar
ratio H2/CH4 at 10, and much smaller flow rates of ferrocene and thiophene. Therefore
the baseline molar ratios between the elements are normalised with respect to that of Fe as
H:C:S:Fe = 45500 : 2000 : 8 : 1. This ratio was varied away from the baseline by changing
the relative amount of different elements to understand the sensitivity of the equilibrium
species distributions over a range of temperatures considered.



Chapter 3

Equilibrium Study on Species
Distributions in CNT synthesis

3.1 Introduction

In this chapter, we investigate species distributions in a FCCVD system by applying the
thermodynamic equilibrium method described in Chapter 2. As already introduced in Chapter
1, various carbon sources can be used to produce CNTs such as methane [92], benzene [93],
toluene [94] and ethanol [34, 94]. The major difference in comparing different carbon sources
for the synthesis in terms of thermodynamic equilibrium is whether or not to include oxygen
into calculations. The H/C ratio of all species present in a FCCVD system is primarily
determined by the amount of H2 (excluding the cases using inert gases to carry reactants) as
the buffer gas rather than the internal H/C ratio of carbon sources. We hereby separate our
study into two parts: 1) a C-H-Fe-S system and 2) a C-H-Fe-S-O system.

3.2 C-H-Fe-S system

3.2.1 Methane pyrolysis in hydrogen

We start by considering the two major species in CNT synthesis, methane in hydrogen, and
ask the question of how C and H elements are partitioned between different species under
equilibrium conditions over a range of temperature, and as the molar ratio of H2/CH4 from 0
(pure methane environment) up to 1000 (very dilute methane environment).

Fig.3.1 shows how equilibrium compositions change as a function of temperature for
different H2/CH4 ratios. Starting from zero H2 (upper left), we have CH4 pyrolysis, which
yields increasing amounts of solid carbon C(s) and H2 as temperature increases. With the
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increase of H2/CH4 ratios, much of the carbon is converted into C(s), but the temperature
where the conversion starts elevates from ~500 K for zero H2 to ~1000 K for H2/CH4 = 10.
In the current analysis, We define here the threshold temperature for conversion into of C(s)
the point corresponding to 0.1 mol.% of C atoms converting into C(s).
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Fig. 3.1 Methane pyrolysis at different molar ratios of H2/CH4 from 0 to 10 between 300 K
and 1200 K.

From Fig.3.2.(a), the threshold temperature for carbon conversion increases monotoni-
cally with H2/CH4 ratios, from 500 K at 0.01 (low dilution) to 1700 K at 800 (heavy dilution).
This indicates that H2 dilution in CH4 acts as an inhibitor to the formation of C(s); beyond a
ratio of 800, no C(s) is found within the temperature range considered. Fig.3.2.(b) shows the
evolution of major species during thermal decomposition of methane for different H2/CH4

ratios. Conversion of CH4 is primarily into C(s), but at higher H2/CH4 beyond 100, acety-
lene, C2H2(g), appears at temperatures around 1600–1800 K. This is a similar threshold
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temperature found in combustion systems for soot to be formed. Studies on soot formation
suggest that at temperatures above around 1500 K, acetylene becomes more stable than
most of hydrocarbons [95]. Guéret et al. [81] observed a similar trend while performing
equilibrium simulations for CH4 pyrolysis at molar ratios of H2/CH4 between 0 and 2 over
the temperature range from 673–2073 K (400–1800 ◦C) . In their simulations, which only
considered gaseous species (and no C(s)), it was found that an increase in the H/C ratio
(stronger dilution by hydrogen) resulted in a decreased level of methane decomposition, but
a increased amount of acetylene at a given temperature. Furthermore, they found higher H/C
ratios promoted the formation of acetylene and ethylene, while adversely affecting benzene
formation. Experimental measurements of CNT formation find a lower conversion to C(s)
than expected from equilibrium. This suggests that a significant energy barrier is likely to
exist, which is possibly lowered by the use of catalysts.

400 800 1200 1600 2000
0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

is
ed

 M
ol

ar
 C

on
ce

nt
ra

tio
n

Temperature (K)

     CH4

     C2H2

     C(s)

H2/CH4=100
H2/CH4=10

H2/CH4=0.1
H2/CH4=0.01

H2/CH4=1

H2/CH4=0

(b)

0.01 0.1 1 10 100 1000
400

800

1200

1600

C
(s

) F
or

m
at

io
n 

Te
m

pe
ra

tu
re

 (K
)

H2/CH4 Molar Ratio

(a)

Fig. 3.2 Effects of H2 dilution on thermal decomposition of CH4: (a) threshold temperatures
for carbon conversion as a function of H2/CH4 ratios, and (b) normalised molar concentration
of major carbon-containing species, methane, acetylene and solid carbon, as a function of
temperature for different H2/CH4 ratios.

A FCCVD furnace typically operates above 1273 K (1000 ◦C) and the reacting environ-
ment has H2/CH4 of ~10, as lower values lead to the formation of sooty carbon. The location
of the operating point coincides with the transition from full conversion to C(s) towards
the formation of acetylene. This may suggest that the process requires a particular type of
acetylenic bond for building CNTs.
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3.2.2 Elemental partition at the baseline condition

The input species are reformed under equilibrium, appearing as different species and in
different phases as the temperature increases. The results are shown in Fig.3.3 for the baseline
furnace stoichiometry listed in Table 2.1. The molar number of each element is normalised
against that of iron, yielding the baseline stoichiometry at H:C:S:Fe = 45500:2000:8:1.
Fig.3.3 illustrates the normalised elemental partition of C, Fe and S atoms at equilibrium on
a molar basis between 300 K and 2200 K. To understand the plot, one may pick a specific
temperature on a specific graph showing a molar distribution of element A (C, Fe or S),
and draw a vertical line from the bottom x-axis to the top passing through one or several
areas in different colours that correspond to various species. After that, one may find several
points of intersection between the vertical line and the boundaries of the coloured areas. By
measuring the vertical distance between the points of intersection within a specific coloured
area (corresponding to a specific species), the molar fraction of element A which that specific
species takes up can be determined accordingly.

Fig. 3.3 Partition of C, Fe and S elements into their respective species between 300 K and
2200 K at the baseline condition (H:C:S:Fe = 45500:2000:8:1).

According to Fig.3.3, the input catalysts ferrocene and thiophene do not appear on plots
as they are present in only very small concentrations in feedstocks and fall apart at low
temperatures at equilibrium. It is seen that CH4 is general thermodynamically stable at
low temperatures up to around 1000 K. As the temperature increases, CH4 is converted to
C(s), up to about 1800 K, beyond which C2H2(g) starts to emerge. The rapid growth of
C2H2(g) at higher temperatures beyond 1500 K is also observed in simulations by Guéret et
al. [81]: higher temperatures allow the split of C-C bonds as well as C-H bonds, leading to
the formation of triple bonds and hence giving rise to the appearance of acetylenic species.

Unlike the partition of carbon, the distribution of the iron-containing species over temper-
atures shows phase transitions taking place over very narrow temperature windows. At low
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temperatures, solid iron sulphide, in the form of FeS2(s) or FeS(s), is favoured. A transition
over a narrow temperature boundary takes place at around 880 K away from FeS(s) and into
solid α-Fe(s). The latter exists only between 880 K and 950 K before another transition takes
place, and beyond 950 K, into solid iron carbide (cementite), Fe3C(s). This species contains
all of the iron at equilibrium up to 1490 K, at which it undergoes a phase change into liquid.
This temperature coincides with a point where the metal vapour pressure for Fe increases
significantly, representing nearly a quarter of the total number of moles of iron at 1800 K.
From this temperature onwards, iron partitions from liquid Fe3C(l) into vapour Fe(g) beyond
1880 K.

The equilibrium distribution of sulphur (S) is simpler: equilibrium drives it towards the
acid gas hydrogen sulphide H2S(g) over the whole temperature range. Solid iron sulphite
FeS(s) appears up to around 880 K where Fe atoms partition into α-Fe(s). At higher
temperatures, H2S(g) prevails up to 1450 K where gaseous SH(g) and CS(g) emerge.

Within the typical synthesis temperature range of 1400–1750 K, thermodynamic equilib-
rium should drive the conversion of all carbon species into C(s), with minor contributions
from some unsaturated hydrocarbons. Yet measurements show this is not the case, even for
residence time of the order of seconds. Instead, only a fraction of the carbon in methane is
extractable as soot or CNTs [52]. The process is helped by the addition of iron introduced
as a catalyst in various forms, which is presumed to speed up the process of conversion
from fuel to solid carbon. In combustion fields, iron-containing compounds, e.g. iron pen-
tacarbonyl (Fe(CO)5) and ferrocene, are used to suppress the formation of soot in flames
[96]. With metal-containing species present in the mixtures, iron nanoparticles formed due
to decomposition of iron-containing species are found to restrain the growth of polycyclic
aromatic hydrocarbons (PAHs) which are key intermediates to soot formation. And the
addition of iron into combustion makes the size of soot crystals smaller than that without.
This makes soot particles less stable and more easily oxidised in the presence of oxygen [97].
In the present context, iron particles appearing beyond 1500 K may promote CNT formation
via a carbide-like complex.

3.2.3 Effect of atomic ratios

In this section we consider the role of each element (S, Fe, C) separately, whilst keeping
other proportions constant. In the following sections, we consider variations in sulphur, iron
and carbon proportions, relatively to a baseline case, shown always as the second column in
the corresponding figures.
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3.2.3.1 Variable sulphur content

The ratio of S/Fe was varied over four different levels: 0.2, 8 (baseline), 20 and 100, based
on values used in reports of successful CNT synthesis at S/Fe ratios between 0.2 and 20
[52, 98, 99, 94].

Fig.3.4 shows the partition of C, Fe and S elements as a function of the S/Fe ratio by vary-
ing the relative amount of S whilst the other atomic ratios fixed at H:C:Fe = 45500:2000:1.
Each column, from left to right, corresponds to the S/Fe ratio of 0.2, 8 (baseline), 20 and
100, respectively, and each row, from top to bottom, represents the normalised partition plots
of C, Fe and S elements, respectively.

It is clear from the top row that the varying S/Fe ratio has a negligible effect on the
elemental distribution profile of carbon atoms, except for a small amount of gas phase CS(g)
which appears beyond 1800 K at S/Fe = 100.

Fig. 3.4 Partition of C, Fe and S elements as a function of varying amounts of S at H:C:Fe =
45500:2000:1, between 300 K and 2200 K. Each column, from left to right, corresponds to
the S/Fe ratio of 0.2, 8(baseline), 20 and 100, respectively, and each row, from top to bottom,
represents the normalised partition plots of carbon, iron and sulphur elements, respectively.
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The middle row shows that the increasing amount of sulphur lead to the suppression
of α-Fe(s) formation, in exchange for a wider temperature range within which solid iron
sulphides, FeS2(s) and FeS(s), can exist prior to conversion into Fe3C(s).

The bottom row shows only little change as a function of sulphur content beyond 1500 K:
most S atoms end up as H2S(g), with conversion primarily into gaseous species of CS(g) and
SH(g) beyond that temperature. Some conversion of S into CS2(g) and S2(g) can be seen at
the highest S/Fe ratios.

Solid iron sulphide compounds, FeS2(s) and FeS(s), fractions are affected at low tem-
peratures and up to a certain threshold temperature, which increases with the S/Fe ratio.
The fraction of S taken up by by FeS2(s) or FeS(s) decreases with sulphur content. From a
thermodynamic perspective, S atoms favour bonding with iron atoms to form iron sulphides
first, and after all available iron atoms are consumed, the remaining S atoms are converted
into H2S(g).

Current calculations do not incorporate thermodynamic data for potential non-ideal solu-
bility of the various phases in the liquid or solid forms, and further calculations incorporating
these distinctions, for the Fe-C-S system based on the data from [100] may further extend
the analysis.

3.2.3.2 Variable iron content

We now consider the case where the relative amount of iron is varied, whilst the other
proportions are fixed at H:C:S = 45500:2000:8, corresponding to S/Fe of 0.2, 8.0 (baseline),
20, and 100. The results are summarised in Fig.3.5. The plots are organised in a similar way
as Fig.3.4.

Similarly to the discussion of methane pyrolysis in Section 3.2.1, the partition of carbon
atoms for the thermal decomposition of methane in a hydrogen atmosphere is primarily
determined by H2/CH4 ratios, and is therefore not affected much by the change of the relative
amount of Fe (top row). The change in the sulphur partition map with increasing S/Fe ratios
also resembles their counterpart on the bottom row in Fig.3.4.

The partition of Fe (middle row) can be compared to the corresponding plot in Fig.3.4:
for increasing proportions of Fe (from the rightmost to the leftmost column), α-Fe(s) can
exist up to around 1000 K for all cases. Further, the temperature range within which liquid
Fe3C(l) exists becomes wider given an increasing iron content (towards the left), so that and
liquid iron, Fe(l), appears for the highest iron content on the leftmost column (C:S:Fe =

2000:8:40). The overabundance of iron allows for the saturation of the Fe3C phase, thus
allowing some of the excess Fe to precipitate in liquid form beyond about 2000 K.



3.2 C-H-Fe-S system 31

Fig. 3.5 Partition of C, Fe and S elements as a function of varying amount of Fe at H:C:S =
45500:2000:8, between 300 K and 2200 K. Each column, from left to right, corresponds to
the S/Fe ratio of 0.2, 8 (baseline), 20 and 100, respectively, and each row, from top to bottom,
represents the normalised partition plots of carbon, iron and sulphur elements, respectively.
Notice that the changing variable, Fe, is decreasing from left to right in this case.

3.2.3.3 Variable carbon content

Finally, we vary the abundance of carbon relatively to the other elements, whilst keeping the
ratio of H:S:Fe fixed at 45500:8:1. The results are summarised in Fig.3.6.

The main difference in the carbon partition (top row) is that as the ratio of C/H decreases
(towards the left most columns), more of the carbon is converted into C2H2(g) at increasing
temperatures rather than C(s). In addition, the thermal decomposition temperature for CH4

and the maximum fraction of C atoms that convert into C(s) both decrease with increasing
amount of carbon. This results from the direct change in the ratio of H/C, as discussed in
Section 3.2.1.

The partition of Fe is unaffected by the change in carbon at high temperatures (T > 1200
K), but differences can be seen at the lower. The lowest temperature for solid Fe3C(s) to
form decreases with the increase of the amount of carbon, and this temperature appears to
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coincide with the threshold decomposition temperature of CH4. Hence, it can be deducted
that Fe atoms are inclined to bond with C atoms to form solid iron carbide once C atoms
become available. The lowest temperature for α-Fe(s) to form is found to be unchanged with
the changing proportion of carbon, but α-Fe(s) vanishes for C/Fe proportions between 2000
and 5000 in favour of Fe3C.

Fig. 3.6 Partition of C, Fe and S elements as a function of varying amount of C at H:S:Fe
= 45500:8:1, between 300 K and 2200 K. Each column, from left to right, corresponds to
the C/Fe ratio of 200, 2000(baseline), 5000 and 10000, respectively, and each row, from top
to bottom, represents the normalised partition plots of carbon, iron and sulphur elements,
respectively.

The partition profile of S is almost unchanged for all carbon proportions. By comparing
with Fig.3.4 and Fig.3.5, it can be deduced that the upper limit temperature for solid FeS(s)
to exist is only affected by the relative amount of sulphur, i.e. it elevates with the increase of
the S/H ratio. This trend agrees with the experimental results and the theoretical predictions
by Gspann et al.[52], which suggests that a higher S/H ratio leads to a higher temperature at
which H2(g) starts to extract S atoms from FeS(s) to form H2S(g).
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3.2.4 C-Fe-S ternary diagrams

The previous sections illustrate variations of equilibrium compositions as a function of
temperature at the selected stoichiometries. However, a more familiar diagram for material
scientists are diagrams that show how the condensed species (solid and liquid) appear in
equilibrium at a fixed temperature, as a function of relative atomic abundance. Ternary
diagrams have been traditionally used for the purpose [79]: for a fixed temperature, and three
different atomic species, the equilibrium diagram offers the phase and species composition
across the range of stoichiometries considered in the form of a triangular cross section. A
point lying within this triangular coordinate system corresponds to a specific composition
consisting of the three components–C, Fe and S in our case–with different proportions. The
proportion of each component at any point within the triangle must sum up to a constant
(normalised to unity in the present case). One of the commonly applied methods is the
altitude rule where one can draw a vertical line from the point of interest down to the baseline
edge opposite to the corner of the triangle corresponding to the element of interest. The ratio
of the length of this line to the altitude of the triangle represents the proportion of the element
of interest at this point.

Fig.3.7 shows the distribution of various condensed phases at three typical furnace
temperatures as a function of varying amounts of C, Fe and S. The equilibrium calculations
were performed at hydrogen atmosphere where the molar fraction of hydrogen atoms was
kept fixed at 96 mol%, consistent with the baseline condition (see Table 2.1), while the
molar fraction of C, Fe and S elements varies. Each letter represents a specific species, and
uppercase and lowercase letters indicate solid and liquid phases, respectively.

From the previous sections, one expects the existence of four condensed-phase species at
equilibrium in the range of 1373–1573 K, namely Fe3C, γ-Fe, FeS and C(s). To be specific,
the four condensed species are all in solid phase at 1373 K, while a change of phase from
solid into liquid for FeS and Fe3C can been seen at 1473 K and 1573 K, respectively. These
species may exist on their own, except for C(s), or coexist at certain areas in the ternary
diagram. Typical conditions for making CNTs usually lie at the lower right corner of the
ternary diagram i.e. large carbon supply with minor input of sulphur and iron as catalysts.
As a result, one expects simultaneous formation of both Fe3C and C(s) if equilibrium is
reached. Experiments have also identified the presence of γ-Fe(s) during CNT fibre formation
[101–103], indicating that some locally iron-rich sites, corresponding to the areas at the
upper corner of the triangle, may present as reactants in regions where the reacting flow is
inhomogeneously distributed. Solid carbon, C(s), is found to coexist with either FeS or Fe3C
or both rather than with γ-Fe(s) at equilibrium over the temperature considered according
to Fig.3.7, whilst γ-Fe(s) is present with Fe3C or FeS, or both. As temperature increases,
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Fig. 3.7 Distribution of condensed phases at equilibrium over varying proportions of C, Fe
and S normalised to unity in a mixture consisting of 96 mol% H atoms at 1373 K, 1473 K
and 1573 K (from top to bottom). The legend identifies each species and corresponding
phase. Lowercase and uppercase letters correspond to liquid the solid phase, respectively.
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the distribution pattern of the condensed phase species does not change much except for
the phase change for both FeS and Fe3C. The area where FeS exists shrinks markedly with
temperature compared with other species, which results in an increased coexisting area for
Fe3C and C(s) as well as Fe3C and γ-Fe.

3.2.5 Carbon nanotubes

The state of aggregation of carbon structures or the formation of carbon allotropes may
change the thermodynamic properties of solid carbon to some extent. In this section we
examine the expected differences in thermodynamic properties between CNTs and graphite.

Table 3.1 summarises the thermodynamic properties of different types of CNTs synthe-
sised via various routes. According to the table, the standard enthalpy of formation at 298
K, ∆h0

f , is in general of the order of 10 kJ mol−1, while the standard entropy of formation,
∆s0

f , is on average below 10 J mol−1 K−1. Thermodynamic data for CNTs in literature
are rather scarce, and the governing factors that determine the thermodynamic properties
of CNTs have yet to be systematically investigated. However, Table 3.1 indicates that the
estimates for ∆h0

f and ∆s0
f of CNTs produced by a variety of methods are relatively similar.

Moreover, the estimated Gibbs free energies of CNTs are all higher than those of graphite,
indicating that graphite is in general thermodynamically more favoured at room temperature
and atmospheric pressure.
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The specific heat capacity c0
p also needs to be estimated for the equilibrium calculations.

Most of the current studies focus on low-temperature regions (below 298 K) [110–113],
while only a few studies have considered the high-temperature behaviours [114, 107]. A
theoretical study by Li et al. [115] suggests that c0

p of CNTs is primarily dependent on
temperature, and only a weak function of chirality and tube length at high temperatures.They
also found that tube diameter or the number of layers consisting of a nanotube has negligible
influence on c0

p. One theoretical study on CNTs predicted that c0
p of CNTs and graphite

are indistinguishable beyond room temperature [116], and a series of experimental studies
on CNTs by Pradhan et al. [112] showed that the c0

p of multi-walled CNTs (MWCNTs)
and single-walled CNTs (SWCNTs) with different orientations were within 7% of those of
graphite powder. Kabo et al. [107] used an adiabatic calorimeter to determine that the ratio
of heat capacity of MWCNTs to graphite was 1.03 between 300 K and 370 K, and predicted
that the specific heat capacity of MWCNTs resembles that of graphite beyond 370 K. On the
grounds of these findings, we thus assumed the c0

p of CNTs and graphite the same within the
range of temperatures considered. A complete picture of Gibbs free energy, g0, of different
CNTs can therefore be calculated accordingly from the coefficients shown in Table 3.1.
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Fig. 3.8 Gibbs free energy g0 of different CNTs and graphite between 300 K and 2200 K.
Solid red line represents graphite [82], and dotted, dashed and dash-dot lines represent the
CNTs by Gozzi [106], Kabo [107] and Levchenko [105], respectively.
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Fig.3.8 illustrates the variation of Gibbs free energy g0 of CNTs calculated from 3
different sources listed on Table 3.1, in comparison with graphite [82], between 300 K and
2200 K. The values for g0 by Kabo et al.’s data [107] resemble most closely to those of
graphite, whilst those from Gozzi et al. [106] deviate further, decreasing at a faster rate with
temperature, and crossing over the value for graphite at around 750 K. These values are
consistent with experimental results by Gozzi [106], where a spontaneous transformation
from graphite to CNTs was found at T > 704±13 K. Values of g0 measured by Levchenko
et al. [105] look similar to those of graphite due to the negligible difference in ∆s0

f (0.16 J
mol−1 K−1), but are in general higher than those of graphite by ∆h0

f (7 kJ mol−1).
Although CNTs demonstrate remarkable mechanical and electrical properties due to

their regularity, thermodynamic properties are not very different to those of graphite based
on what the figure illustrates. The use of graphite as a representation of all the graphitic
carbon alltropes in our simulations is hence a reasonable and justified way to study the
species partitions at equilibrium which has also been applied in other studies under the same
assumption [78, 77]. A sensitivity analysis is provided at the following section to illustrate
the limited changes due to the inclusion of CNTs in the equilibrium calculations.

3.2.6 Discussion

The existence of cementite phase, Fe3C, and its role on CNT formation have been widely
discussed in literature [101, 117, 103]. Yoshida et al. [117] reported that they had successfully
observed CNT nucleation and growth on Fe3C nanoparticles whilst using a CVD method
with acetylene as the carbon source. These findings obtained by using in situ transmission
electron microscopy (TEM), suggests that Fe3C nanoparticles act as active catalytic sites
through which carbon atoms diffuse to initiate CNT growth. Similarly, He et al. [103]
observed the growth of CNTs on both α-Fe and Fe3C nanoparticles in a plasma-enhanced
CVD reactor. They reported that at 873 K (600 ◦C) only carbon nanofibres (CNFs) were
observed on α-Fe and Fe3C nanoparticles, whereas when temperatures increased beyond
923 K (650 ◦C), these nanoparticles became activated, and CNT growth was hence observed.
In addition, they found that the growth rate of CNTs was higher on α-Fe nanoparticles than
on Fe3C, and attributed the observation to the higher diffusion rate of carbon atoms across
the solid α-Fe nanoparticles and larger catalytic area.

Two curious coincidences appear at the temperature threshold where the CNT formation
processes typically become possible: (a) the transition from the solid to liquid Fe3C, and
(b) the appearance of substantial iron vapour Fe(g), both around 1500 K. The transition
suggests that the availability of the mobile phases may facilitate the process of reforming
the hydrocarbons from the original C-H bonds into patterns more conductible to CNT
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formation. Scanning electron microscope (SEM) images [118, 119] and energy dispersive
X-ray spectroscopy (EDX) analysis [120] have shown that CNT fibres show iron-containing
particles at the end or top of the fibres. This suggests that the transition from solid to liquid
carbide could initiate the connection between the growth of CNTs towards the equilibration
of the C(s) along the fibres. The study by Schaper et al. [121] supports the conjecture, as
they observed an existence of quasi-liquid catalyst particles using TEM. They reported that
carbon-saturated metallic nanoparticles melted just above 1133 K (860 ◦C), which is well
below the bulk material melting point of either iron metal or carbide. It is hypothesised that
iron carbide becomes supersaturated during CNT growth and acts as an intermediate that
promotes the diffusion of C atoms into catalyst nanoparticles, thus helping well-ordered
graphene layers to continuously segregate from catalytic surfaces.

The role of sulphur in CNT synthesis has also been widely studied, and a common
understanding of its role is as a contaminant that reduces catalytic activity of most transition
metals, even at very small concentrations [52, 122]. Such a poisoning effect is found to be
beneficial for CNT nucleation and growth, as it may help promote the diffusion of C atoms
through the surface of Fe nanoparticles as well as the assembly of C atoms onto graphene
layers [49]. According to our simulation results, iron sulphide compounds, FeS2(s) and
FeS(s), are found from room temperature up to a certain point determined by S/H ratios,
as discussed in Section 3.2.3.3. At lower temperatures, S atoms combine with available Fe
to form iron sulphide solids preferably to other products, as shown in Fig.3.4 and Fig.3.5.
Fig.3.7 also shows that FeS(s) occupies the majority of the triangle, and while leaving a
smaller patch on the right containing no sulphides. As the temperature increases, FeS loses
ground to Fe3C, as shown in Fig.3.7.

3.2.6.1 Effect of carrier gases

The previous sections have discussed the effects of the stoichiometry around the range
relevant for CNT formation. However, the nature of the furnace carrier gases may also play a
critical role in the synthesis. Although most successful syntheses have been carried our in
hydrogen atmosphere, recent studies suggest that the FCCVD process may also be performed
using N2 [46–48] or Ar [123] as the buffer gas. Such a result would indeed make the whole
process significantly less expensive, as inert gases are much safer than hydrogen.

The simulations were carried out based at the baseline stoichiometry (H:C:S:Fe =

8000:2000:8:1) as indicated on Table 2.1, where H atoms originate only from the carbon
source CH4 and catalysts, thiophene and ferrocene. The molar fraction of H2 originally used
in a typical FCCVD reactor at the baseline stoichiometry was replaced by the same amount
of inert gas, argon or nitrogen. The equilibrium results are summarised in Fig.3.9. These
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Fig. 3.9 Partition of C, Fe and S elements at the baseline stoichiometry of C:S:Fe = 2000:8:1
for different carrier gases. Left: hydrogen, middle: nitrogen and right: argon.

plots are arranged such that each column represents the partition of elements for each carrier
gas, (left to right: H2, N2 and Ar) and each row shows how the elemental partition of C, Fe
and S atoms from top to bottom, respectively.

The replacement of H2 for inert gases significantly lowers the temperature at which CH4

conversion into C(s) is favoured: as low as 300 K for Ar and N2, compared with 1000 K for
the original case with H2. Given the lack of molecular H2, it is not surprising that hardly any
C2H2(g) is formed at high temperatures.

In addition, very high temperatures can also lead to thermal breakdown of N2 into HNC(g)
and HCN(g) as shown in the carbon partition plot for the N2 case. In general, there are no
substantial differences between the Fe and S partition maps compared to that for H2; except
that FeS(s) can survive at a higher temperature in either N2 or argon environment at ~1000 K
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while lower in H2 at below 900 K. This leads to an absence of α-Fe(s) in Fe partition maps
for both N2 and Ar cases.

The lack of sensitivity to the bath gas under equilibrium conditions, compared to the
experimental findings that the presence of hydrogen gas is necessary suggests that there may
be kinetic effects at work. On the other hand, the experiments with nitrogen as a carrier gas
remain to be reproduced by other laboratories, so perhaps there are additional unaccounted
for effects that may also need to be properly discovered.

3.2.6.2 CNT property sensitivity analysis

In Section 3.2.5, we discussed the relatively small differences in Gibbs free energy between
graphitic carbon and estimates for CNTs. Here we consider a sensitivity analysis to under-
stand the effect of these different properties. The analysis was carried out at the baseline
condition shown in Table 2.1, and graphite used to represent all carbon solid products was
replaced by different CNTs. Based on the results, we find that the partition plot of Fe and S
elements are hardly affected, while minor differences are found in the C partition plot.

Fig. 3.10 Partition of C element into carbon solids (graphite or CNTs) and C2H2(g) as a
function of temperature, at the baseline condition (H:C:S:Fe = 45500:2000:8:1). Solid red
line represents graphite [82], and dotted, dashed and dash-dot lines represent CNTs by Gozzi
[106], Kabo [107] and Levchenko [105], respectively.

Fig.3.10 illustrates the observed differences in the elemental partition of carbon into its
major species, carbon solids C(s) and C2H2(g), among various graphitic carbon structures.
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Generally, all carbon solid products start to form at around 1000 K and reach their maximum
molar fractions at around 1800 K before decomposing into C2H2(g). C2H2(g) starts to appear
as a major C-containing species at around 1500 K, and its occupation of carbon increases
with temperature. The property estimates of CNT by Kabo [107] mostly resemble graphite
as the formation curves for carbon solids, and the simulation results are identical to those of
graphite. The values for properties obtained for CNTs by Gozzi [106] has the lowest Gibbs
free energy values, and the corresponding molar fractions are therefore highest compared
with other carbon sources. By referring to Fig.3.8, it is found that the g0 values by Gozzi cross
over that of graphite at around 750 K, and from that point onwards, the CNTs show lower
g0 than graphite. Hence these CNT structures become more thermodynamically favourable
than graphite as the temperature increases, leading to a lower formation temperature and a
higher molar fraction of C atoms compared with other carbon sources. The use of the values
by Levchenko [105], on the other hand, leads to a higher threshold temperature compared
with graphite. According to Fig.3.8, the g0 of the CNTs by Levchenko is in general higher
than that of graphite, 7 kJ mol−1 apart, due to a difference in ∆h0

f = 7 kJ mol−1 at 298 K
and a negligible difference in ∆s0

f between the two.
Despite minor differences found in the carbon partition map, CNTs and graphite exhibit

strong similarity in thermodynamic properties, which, as a result, makes the other elemental
partition maps of Fe and S atoms hardly affected for various graphitic structures. Allowing
for all forms of carbon structures in calculations leads to corresponding mixtures of graphite
or types of CNTs according to their lowest equilibrium free energies, as also reported in
[77]. Hence equilibrium predictions would predict that either CNTs or graphite will prevail
at a given temperature, rather than coexist at certain temperatures at equilibrium in our
predictions.

3.2.7 Summary

Thermodynamic equilibrium calculations have been carried out to study partition of elements
over a range of stoichiometries under conditions similar to those in furnaces generating
CNTs via a FCCVD method. The carbon atoms convert from CH4 into C(s), represented
by graphite, with small quantities of C2H2(g) at temperatures beyond 1600 K and high H/C
ratios. A maximum conversion into C(s) is possible at around 1800 K for all stoichiometries
considered. The temperatures at which conversion from CH4(g) to C(s) is possible varies
from 300 to 1600 K over the range considered, increasing with a power of the H/C ratio.

The partition map for Fe element reveals that at furnace temperatures between 1400 K
and 1800 K, iron carbide (Fe3C) is the main iron-containing species both in solid and liquid
phases, followed by iron vapour Fe(g) at higher temperatures. Below these temperatures, Fe
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atoms are thermally driven into solid iron sulphides FeS2(s) and FeS(s), as well as α-Fe(s)
for higher values of Fe/S. Sulfur partition is driven mostly towards H2S(g) over the whole
temperature range, with gaseous SH(g) and CS(g) emerging beyond 1450 K, and solid iron
sulphides below 900 K. Experimental observations confirm the existence of these species in
practical studies.

The species distribution for Fe and S elements within the typical furnace temperature
region are not significantly affected by changing the baseline stoichiometry. Higher Fe/C
ratios affect the presence or not of liquid Fe, and the S/H ratio mainly affects the highest
temperature at which for FeS(s) exists.

Ternary diagrams of C, S and Fe elements at furnace temperatures between 1373 K and
1573 K reveal that only four condensed species, Fe3C, γ-Fe, FeS and C(s), are expected to
exist over different proportions of the three elements. All these species are in solid phase
at 1373 K, while a change of phase from solid into liquid in FeS and Fe3C is seen at 1473
K and 1573 K, respectively. The operation conditions for making CNTs are located at the
carbon-rich corner, which corresponds to the area where Fe3C and C(s) coexist.

Replacement of H2 by inert gases N2 or argon, only lowers the threshold temperature
for C(s) to form, reducing it from 1000 K in H2 all the way down to 300 K for inert gases.
Expected species and phase distributions for Fe and S elements are, not significantly affected
at furnace temperatures.

A sensitivity analysis for different assumed properties of CNTs relatively to graphite
shows small differences in the elemental partition for carbon, despite slight deviations of
the formation temperature for CNTs from that of graphite. The distributions of Fe and S
elements are not affected due to the strong similarity in thermodynamic properties between
CNTs and graphite.

Comparisons between the calculated equilibrium distributions and observed products
from FCCVD suggest that there are both significant differences and similarities between
equilibrium findings and the relatively sparse and anecdotal observations. Clearly there is no
full conversion between the source carbon and CNTs or graphite in practical systems, so the
actual systems are far from equilibrium. On the other hand, the temperatures required for
conversion from fuel to CNTs coincide with the transition temperature where Fe3C becomes
liquid, and vapour Fe(g) (and in some cases, Fe(l)) becomes available, which agrees with
measurements of the availability of such species in sample CNT fibres and reactor walls.

It is of course clear that equilibrium studies cannot fully explain the complex mecha-
nisms in CNT synthesis, and there is a need for kinetic studies to create a fully quantitative
understanding the process. Nevertheless, equilibrium calculations provide the limit and ther-
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modynamic direction of the processes, and are therefore useful signposts in the development
of a more comprehensive theory.

3.3 C-H-Fe-S-O system

The previous section has studied the thermodynamic equilibrium of the system containing C,
H, Fe and S elements, while there exist many cases where oxygen presents in CNT synthesis.
Oxygen prevails in flame synthesis of CNTs and can originate from various sources including
O2, H2O and carbon sources like ethanol. In a CVD synthesis the presence of oxygen is
usually bound to carbon sources such as ethanol [34, 124, 42, 125] and isopropyl alcohol
(IPA) [126]. Our primary objective is to understand the role of oxygen in the synthesis, and
we start with an typical operating condition using ethanol as the carbon and oxygen source.

Table 3.2 summarises the experimental conditions used in a FCCVD method to produce
CNTs from ethanol, which again uses ferrocene and thiophene as the catalyst precursors.
Although various amounts of ferrocene and thiophene were used for CNT production, a
similar range of proportions between the two precursors appears to have been used, typically
between 0.2 wt.% and 4.0 wt.%. By converting this range into a molar ratio of sulphur to iron
elements, S/Fe, the ratio was found to fall into the range of between 0.1 and 15. However
according to literature, the S/Fe ratio that was most commonly practised at around 1.5, as
specifically suggested by Motta et al. [49]. The injection rate of the feedstock for most of the
studies varied from 5 up to 30 ml/hr, except for the work by Wang [46] who used an order of
magnitude higher flow rate than the rest of the studies (120-600 ml/hr). The carrier gas is
usually H2, with flow rates typically ranges from 0.4 to 1.5 slpm, depending on the size of
reactors. An exception again is the case by Wang et al. [46], which used N2. The furnace
temperature for these cases was maintained in the range between 1050 ◦C and 1300 ◦C.

Based on the above conditions, we perform equilibrium calculations with similar atomic
ratios starting from H:C:O:S:Fe = 4500:550:270:1.5:1, and the sensitivity analysis is also
considered based on this standard condition.

3.3.1 Ethanol pyrolysis in hydrogen

We first consider the pyrolysis of ethanol in a H2 atmosphere, similar to the study of the
pyrolysis of methane in the previous section as shown in Fig.3.1. Fig.3.11 presents the
variation of the normalised number of moles of different species as a function of temperature
between 1000 K and 2000 K, the range of interest, for the ethanol pyrolysis. The normal-
isation is performed with respect to the total amount of carbon atoms in the system. The
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Table 3.2 Studies of FCCVD synthesis using ethanol, ferrocene and thiophene for CNT
production.

Literature Ferrocene Thiophene Injection rate Carrier flow rate T f
(wt.%) (wt.%) (ml/hr) (slpm) (◦C)

Li [34] 0.23-2.3 1.0-4.0 5-15 0.4-0.8 1050-1200
Li [42] 0.25-2.5 0.5-2.5 5-30 0.4-1.5 800-1200
Motta [49] 2.3 1.5 7.5 0.5 1200-1300
Wang∗ [46] - - 120-600 0.3-0.5 (N2) 1150-1300
Hoecker [94] 1.3 8.0 8 1.4 1300
* No data provided for ferrocene and thiophone.

results for different molar ratios of H2
C2H5OH from 0 (no H2) to 100 are summarised in the

figure, corresponding to Fig.3.11 (a)-(f), respectively. The ratio of H2
C2H5OH represents the

initial molar ratios of the two species, as the input. The atoms coming from these species
recombine and form different species based the given temperatures. H2 is not shown, as it is
the diluent species.

The results show that the species convert into H2O, CH4, CO (and H2) and the graphitic
carbon C(s) are the primary equilibrium species between 1000 K and 2000 K. Ethanol is
not sufficiently stable at these temperatures, and does not appear as an equilibrium product.
Minor species such as elemental H and C2H2 become visible at H2

C2H5OH > 10 and high
temperatures. Increasing H/C ratios naturally lead to a lower level of C(s) as a product.
Instead C2H2 is favoured at higher temperatures, making up an increased fraction of the
C atoms as H2

C2H5OH increases. Moreover the minimal temperature at which C(s) reaches
0.5 increases with elevated H2 levels. The inset in Fig.3.1(a) shows the behaviour at lower
temperatures, where C(s) starts to form and reach 0.5 at 700 K before achieving its maximum
value (around 0.6) at 900 K. It then gradually decreases to 0.5 and remains fairly unchanged
with the increase of temperatures. One can observe a similar trend for C(s) in the inserted
plot in Fig.3.1.(b), but its peak value at 900 K slightly decreases to around 0.55 due to
the increased H2 level. Such a trend eventually disappears when H2

C2H5OH reaches 5, and a
monotonic increase of C(s) can be observed at this ratio and beyond. The decrease of the
quantity of C(s) from 900 to 1100 K in Fig.3.1.(a) and (b) is due to the rapid increase in CO
in this range where CO competes with C(s) for carbon atoms. A delayed formation of C(s)
due to higher H2 levels is found in Fig.3.11, which has also been observed in the previous
section regarding the pyrolysis of methane at different levels of H2, as shown in Fig.3.1 and
Fig.3.2. The pyrolysis study in the previous section suggests that the H/C ratio primarily
controls the threshold temperature at which C(s) starts to form. By comparing the results
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Fig. 3.11 Ethanol pyrolysis at different molar ratios of H2/CH4 from 0 to 100 between 1000
K and 2000 K. The number of moles for each species are normalised against the total number
of moles of the system.

of the two carbon precursors (CH4 and ethanol), it shows CH4 is more thermodynamically
stable at low temperatures (T < 1000 K) while ethanol seems not a stable species at any of
the considered temperatures. Also it shows that the threshold formation temperature of C(s)
seems unaffected by the presence of oxygen in the system while still being determined by
the H/C ratio.

In contrast, the change in CH4 as a function of temperature at different H2 levels in
the current ethanol pyrolysis study appears to deviate from previous findings due to the
presence of oxygen. CH4 is thermodynamically favoured at lower temperatures over most
hydrocarbon species. The previous study shows the threshold decomposition temperature of
CH4 coincides with the threshold formation point of C(s), which are all determined by H/C
ratios. Once oxygen becomes available, such a coincidence disappears when H2

C2H5OH > 1, as
CH4 starts to decompose at a lower temperatures than that without oxygen given the same
H/C ratio. Fig.3.11(e) and (d) explicitly present such changes. The discontinuity in the CH4

curves coincides with the formation of C(s). The cause of the changed behaviour for CH4

and C(s) appears is due to the formation of CO as oxygen is introduced.
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For all the cases considered here, the levels of CO as a function of temperature is hardly
affected by the change of H2 levels, despite small differences induced by higher H2 levels
( H2

C2H5OH > 10) below 1250 K. When temperatures elevate beyond 1250 K, CO reaches its
maximum regardless of H2

C2H5OH ratios, as CO takes nearly all the oxygen atoms available at
this temperature range regardless of the H2 levels. Based on our observations, the threshold
formation temperature for CO changes from 550 to 780 K as H2

C2H5OH increases from 0 to 20.
Beyond this ratio, the threshold formation temperature of CO remains fixed even H2

C2H5OH
increases to 100. This explains why CH4 decomposes at lower temperatures than those cases
without oxygen, as CO becomes thermodynamically more favoured as temperature increases
and takes the carbon atoms from CH4 before C(s) forms.

The oxygen-containing species are mainly CO, H2O and CO2 in the range of 1000 to
2000 K. As observed in the inserted plots shown in Fig.3.11.(a) and (b), H2O consumes
the majority of O atoms below 900 K, indicating O atoms are thermodynamically more
favoured to combine with H to form H2O at lower temperatures, despite the existence of a
small amount of CO2 in this range. With the increase in temperatures, CO emerges quickly
from 700 K and soon surpasses H2O, becoming the dominant O-containing species. The
dissociation of H2O at a given temperature decreases with the increase in H2

C2H5OH below 1250
K, while H2O completely dissociates beyond 1250 K for all cases.

3.3.2 Elemental distribution at baseline condition

Fig.3.12 shows the calculated results of equilibrium elemental partitioning of C, O, Fe and
S atoms as a function of temperature from 500 to 2000 K. Consistent with the oxygen-free
calculations, the equilibrium elemental distribution for different atoms is plotted as an area
plot format, and the total amount of each element is normalised to 1. The method of reading
the area plots has been introduced in details in Section 3.2.2.

The plot on the top left of Fig.3.12 shows the elemental distribution of carbon at equilib-
rium as a function of temperature. It is found that CH4 takes up all the C atoms from 500 up
to 700 K. Beyond 700 K, a small fraction of C atoms starts to partition into CO and CO2

until 820 K, where C(s) starts to form, resulting in a sharp decrease in the molar fraction of
C atoms in CO2. As the temperature increases, the molar fraction of C atoms taken up by
CH4 continues to decrease up to 1500 K, where C(s) and CO are seen to share nearly all of
the C atoms in a 50:50 proportion.

The elemental distribution of oxygen is shown on the top right: H2O remains the dominant
species, consuming all O atoms up to 700 K, where CO and CO2 start to form. When the
temperature enters the typical furnace temperatures (1300–1600 K), CO replaces H2O to
become the dominant species binding with O atoms.
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Fig. 3.12 Partition of C, O, Fe and S elements at equilibrium between 500 K and 2000 K at
the baseline stoichiometry (H:C:O:S:Fe = 4500:550:270:1.5:1).

The general elemental distribution of Fe and S atoms with the variation of temperatures
seems unaffected much by the presence of oxygen at these stoichiometries. Similarly to the
results shown in the previous section in a C-H-Fe-S system, FeS(s) appears as the dominant
species that occupies all Fe atoms at lower temperatures, in the present case below 870 K. As
temperatures increase, Fe3C(s) replaces FeS(s) as the dominant species until 1500 K where
Fe3C(s) transitions into Fe3C(l) whilst the vapour phase iron Fe(g) starts to emerge. As for
sulphur, H2S prevails throughout the whole temperature range, and the only solid phase
appears in the plot is FeS(s). Beyond 1500 K, SH(g) and CS(g) starts to form, exhibiting the
same phenomenon as shown in the previous section of the C-H-Fe-S system.

Given the results shown above, it is found that the presence of oxygen in the equilibrium
system primarily affects the elemental distribution of carbon due to the formation of CO,
rather than Fe and S for the baseline case.

3.3.3 Effect of O/C ratios

In the present calculations, we varied the molar ratios of O to C atoms, while keeping the
atomic ratios of other elements fixed at H:C:S:Fe = 4500:550:1.5:1.

Fig.3.13 summarises the distribution of species between solid and gas phases as a function
of temperature from 800 to 2000 K, for different O/C ratios. The total number of moles of all
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Fig. 3.13 Variation of molar fractions of solid species as a function of temperature for
different O/C ratios at H:C:S:Fe = 4500:550:1.5:1. The total number of moles of all species
in different phases formed at equilibrium over different temperature are normalised to unity,
and the molar fraction of solid phase is calculated accordingly.

species in the system at a given temperature are normalised to unity, and the molar fraction
of the solid phase is calculated accordingly. Based on our observations, C(s) is the dominant
solid species, despite some minor contributions from Fe3C(s) below 1500 K. Moreover, the
threshold formation temperature for C(s) at all O/C ratios occurs at the same point (~830
K) as the H/C ratio is fixed for all the cases considered. The effects of the variation of O/C
ratios are clear: as O/C increases from 0 to 2, the maximum molar fraction that the solid
phase species reaches is seen to decrease from 0.19 to 0, as CO is formed rather than C(s),
and eventually prevents solid carbon formation at O/C = 2.

Fig.3.14 illustrates the elemental distribution of C atoms as a function of temperature for
different O/C ratios from 0.2 to 2.0. The carbon distribution plot at O/C = 0 closely resembles
that shown in Fig.3.3 therefore not included in the figure. From the figure, one can clearly
observe that the rise in O/C ratios largely vary the proportions of major carbon-containing
species, C(s) and CO, at the high temperature range (T > 1000 K). The molar fraction of C
atoms occupied by C(s) monotonically decreases with the increase in O/C ratios. Instead, CO
competes with C(s) for C atoms and becomes the major carbon-containing species beyond
O/C = 0.5. From O/C = 1.0 onwards, C(s) is no longer formed which is replaced by CO
and CO2. It can be inferred that CO is thermodynamically more favoured by C atoms rather
than C(s) at high temperature zone (T > 1000 K). Therefore, the inclusion of oxygen in the
system has a negative impact on the production of graphitic carbons from the perspective
of thermodynamic equilibrium. Also observed in Fig.3.14 is an decreased decomposition
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Fig. 3.14 Partition of C element as a function of temperature between 500 K and 2000 K for
different O/C ratios from 0.2 to 2.0 at H:C:S:Fe = 4500:550:1.5:1.

temperature of CH4 with the increase of O/C ratios. This is due to the fact that CO2 starts to
form at a low temperature as the O2 level becomes higher.

More details regarding the impact of the change O/C ratios can be seen in Fig.3.15 where
the elemental partitions of O and Fe atoms are depicted. The plots on the upper row illustrate
the how O atoms partition into different O-containing species as temperature increases for
different O/C ratios. For the cases with O/C<1, the molar distribution pattern remains hardly
affected by O/C ratios, which closely resembles that with O/C = 1.0. As O/C increases
beyond 1.0, the relative amount of O atoms exceeds that of C atoms which results in a
alteration of the high-temperature profile of the partitioning of O atoms. According to the
plots with O/C = 2.0 and 3.0, one can clearly see that H2O, CO and CO2 coexist over the
high temperature range (T > 1000 K). And H2O starts to occupy over a half amount of all O
atoms when O/C exceeds 2.0. Furthermore, it can be inferred that O atoms are inclined to
combine with C atoms form CO first, and then CO2 at T > 1000 K. And after all C atoms
are consumed, the rest of O atoms are thermodynamically driven to form H2O. This case is
of course not in general of much interest for CNT formation.

The plots on the bottom row in Fig.3.15 exhibit the elemental distribution of Fe atoms
over different O/C ratios. When O/C is smaller than 1.0, the general pattern of the distribution
of Fe atoms as a function of temperature appears unchanged, despite of the formation of
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Fig. 3.15 Partition of Fe and O elements as a function of temperature between 500 K and
2000 K for different O/C ratios from 0.2 to 2.0 at H:C:S:Fe = 4500:550:1.5:1.

FeO(s) below 1000 K as indicated in the plot corresponding to O/C = 1.0. As O/C increases
to 2.0, the elemtal distribution of Fe completely changes. Although FeS(s) still exists at a
lower temperature below 800 K, a new solid species Fe3O4(s) is observed within a narrow
temperature window between 590 K and 720 K. Then FeO(s) becomes a dominant species
occupying all of the Fe atoms between 860 to 1150 K. From 1150 K onwards, solid elemental
Fe is seen to appear and experience a complete phase transition from α-Fe(s), liquid Fe(l)
and finally to vapour phase Fe(g). Therefore, one can infer from the plot that all O atoms
convert into gas phase species, mostly in H2O, CO2 and CO, at T > 1150 K for C/O = 2.0.
As O/C increases to 3.0, the phase transition of elemental Fe completely disappears, which is
replaced by an extended formation window of FeS(s), ranging from 730 to 1650 K. Above
1650 K, one starts to observe the coexistence of liquid FeO(l), gas phase Fe(OH)2 and Fe(g).

To the best of our knowledge, oxygen-containing carbon sources which were reported to
be suitable for making CNTs using FCCVD all had O/C ratio no higher than 0.5. Among
these species, the most frequently used was ethanol having O/C = 0.5 as shown in Table
3.2. Other sources such as diethyl ether (C2H5)2O, polyethylene glycol [–(CH2-CH2-O)9],
1-propanol CH3CH2CH2OH, acetone CH3OCH3, and ethylformate CH3CH2COOH were
also reported to be viable for producing CNTs [34]. It must point out that these carbon
sources all possess a O/C ratio no higher than 0.5. Although there exist some cases using
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a mixed carbon sources that contained hydrocarbons and methanol for making CNTs [34],
a study that uses methanol as the only carbon source to produce CNTs has yet been found.
According to our present results, a rational explanation is likely due to the high O/C ratio
in methanol. From Fig.3.13 and Fig.3.14, it clearly shows that the overall yield of graphitic
carbons C(s) is hugely suppressed at O/C= 1.0, and therefore one shall not expect large mass
production of solid carbon products by using the carbon source having such high O/C ratios.

3.3.4 Effect of S/Fe ratios

We now consider the effects of variation of S/Fe ratios on the elemental distribution of
different atoms. The production of CNTs, particularly for producing CNT aerogels, is
extensively affected by the relative proportions of catalytic precursors, ultimately the molar
ratios of sulphur to iron, S/Fe. Following the same procedures described in Section 3.2.3.1
and 3.2.3.2, we varied the S/Fe ratios by either changing the relative amount of S or Fe while
keeping the remaining elements fixed at the baseline proportion. According to Table 3.2,
the S/Fe ratios of all the successful cases range from 0.1 up to 15. We hereby performed
equilibrium studies for a range of S/Fe from 0.1 up to 20, which covered this region.

According to the results, the elemental partitions of C, O and S atoms are hardly changed
by the variation of S/Fe ratios from 0.1 to 20, which closely resemble the corresponding plots
at the baseline condition shown in Fig.3.12. The only noticeable variation observed is the
formation of FeS(s) in the sulphur plots whose variations with different S/Fe ratios follow
the trends as illustrated in Fig.3.4 and Fig.3.5, and are therefore not shown again.

While variations in the distributions of Fe element can be discerned. Fig.3.16 presents
the variation of the elemental partition of Fe between 500 K and 2000 K for S/Fe ratios from
0.1 to 20. The plots on the top row were calculated by varying the relative amount of S
atoms while keeping the remaining elements fixed at the baseline proportion of H:C:O:Fe
= 4500:550:270:1; those at the bottom row were obtained by varying the amount of Fe
while keeping the other elements fixed at H:C:O:S = 4500:550:270:1.5. Generally, the Fe
distribution profile appears alike given at the same S/Fe ratio. Below S/Fe = 1.0, Fe3O4(s)
and FeO(s) seem to form in a sequence as temperatures increase up to 900 K. When S/Fe
exceeds 1.0, the iron oxides are placed by FeS(s) and completely disappear from the plots.

The Fe partition profile at high temperatures (T > 1000 K) for all the cases considered
are hardly affected by the presence of oxygen. A transition from Fe3C(s) to liquid Fe3C(l),
and the appearance of vapour phase iron Fe(g) can be clearly seen with the increase of
temperature. The formation profile of Fe(g) is seen to vary with S/Fe ratios in the plots at the
bottom row where Fe becomes fully vaporised at a decreased temperature with the increase
of S/Fe ratios. This is due to the correlation between the temperature-dependent saturated
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vapour pressure of Fe and its actual amount present in the system. As S/Fe increases, the
proportion of Fe reduces, which makes Fe more easily vaporised at a lower temperature.

Fig. 3.16 Partition of Fe element as a function of temperature between 500 K and 2000 K for
different S/Fe ratios from 0.1 to 20. Top row: the relative amount of S varies from 0.1 to 20
corresponding to the S/Fe ratio from 0.1 to 20, respectively, at H:C:O:Fe = 4500:550:270:1.
Bottom row: the relative amount of Fe varies from 15 to 0.075 corresponding to the S/Fe
ratio from 0.1 to 20, respectively, at H:C:O:S = 4500:550:270:1.5.

3.3.5 C-H-O ternary diagrams

The previous results focus on the elemental distribution of different atoms fixed element
proportion over a range of temperatures. While the changes brought by the variation of the
elemental proportions at a fixed temperature is also of great interest. For a system containing
oxygen at equilibrium, the liming factor for making solid graphitic carbon has been found to
be the O/C ratio rather than Fe or S elements.

Fig.3.17 depicts the equilibrium distribution of graphitic carbon C(s) with varying propor-
tions of H, C and O elements for different temperatures from 1073–1573 K (800–1300 ◦C).
The shaded area indicates the region where C(s) cannot be produced. As observed from the
diagram, the shaded area slightly increases with the elevation of temperatures from 1073 to
1273 K beyond which the area change starts to cease. It shows that C(s) can be produced on
the upper-left part of the ternary diagram, which takes half of the triangle area. Within this
zone, O/C ratios are nowhere higher than 1.0, which is consistent with our findings described
in Section 3.3.3. Thereby, this diagram provides a guideline for the synthesis of graphitic
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Fig. 3.17 Ternary diagram for the distribution of solid graphitic carbon C(s) over different
temperatures in a C-H-O system at atmospheric pressure. The shaded area indicates the
region where no C(s) can be formed.

carbon materials where a oxygen-containing carbon source with a O/C ratio lower than 1.0 is
recommended.

It is worth of mentioning that other researchers have investigated the equilibrium distribu-
tion of graphite in a C-H-O system while using different numerical software [80, 79]. Our
results regarding the C(s) formation show exact agreement with theirs. Apart from using
graphite as the representation for all carbon solid products for the calculations, CNTs shown
in Table 3.1 with available data of thermodynamic properties have also been used for the
producing the C-H-O ternary diagram. It is found that the calculated boundary lines that
separate the C(s) forming and absent zones by using different graphitic carbon allotropes
(graphite or CNTs) overlay exactly, and therefore we choose Fig.3.17 as a representation for
all graphitic carbon products.

3.3.6 Summary

Thermodynamic equilibrium calculations have been performed for a C-H-Fe-S-O system. A
baseline condition was chosen based on the work by Motta et.al [49] who used ethanol as the
carbon source that introduced oxygen into the synthesis. The pyrolysis of ethanol in various
levels of H2 has been studied, and the results show that CO and C(s) are the two major
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species at temperatures above 1000 K. And the increase in H2 results in an increase of the
threshold formation temperature and a reduced yield for C(s) at a given temperature. With the
presence of oxygen, carbon atoms are thermodynamically driven to form CO first at elevated
temperatures, particularly at T > 1000 K, rather than C(s). Therefore, the elevated O/C ratios
in the system result in a reduced yield of C(s) which eventually vanishes at O/C> 1.0. The
elemental distributions of Fe and S atoms are hardly affected by the presence of oxygen at
O/C< 1.0, despite the formation of some iron oxides (FeO(s) and Fe3O4) at T < 1000 K.
However these solid oxides disappear at increasing S/Fe ratios beyond 1.0. More importantly,
the elemental distribution profiles at high temperatures (T > 1000 K) for both Fe and S are
not affected by the existence of oxygen given a O/C ratio below 1.0. Instead, they exhibit
similar pattern as those shown in a C-H-Fe-S system: a transition from Fe3C(s) to liquid
Fe3C(l) and an emergence of iron vapour Fe(g) with the increase of temperatures in iron
partitioning; H2S(g) takes the dominant majority of S atoms at T > 1000 K in sulphur
partitioning. An isothermal equilibrium study of the formation of graphitic carbon products
with varying amounts of C, H and O elements has been performed. The results provide a
guideline for the choice of carbon sources that an oxygen-containing carbon source with a
O/C ratio lower than 1.0 is recommended for making graphitic carbon materials.

3.4 Conclusion

In this chapter, we have investigated the synthesis process via a FCCVD method by virtue
of thermodynamic equilibrium calculations. Two equilibrium systems, the C-H-Fe-S and
the C-H-Fe-S-O sets, have been studied in detail. Thermodynamic properties of different
CNTs produced via various methods are compared against that of graphite, and only slight
deviations are found in the threshold conversion temperature at which CNTs or graphite starts
to form. The elemental distributions of Fe and S atoms were not affected. For the system
comprising C, H, Fe and S elements only, iron carbide (Fe3C) is found to be the primary
iron-containing species that exists in solid and liquid phases within the furnace temperature
range (1400–1800 K), while iron vapour Fe(g) is seen to emerge at higher temperature region
(T > 1500 K). Sulphur tends to partition into H2S(g) over the whole temperature range, and
gaseous SH(g) and CS(g) are seen beyond 1450 K. Solid phase FeS(s) exist from 300 K
up to 1100 K, and its upper temperature limit of existence is determined by the S/H ratio.
Ternary diagrams of C, S and Fe elements at the furnace temperature region reveal that Fe3C,
γ-Fe, FeS and C(s) are the four condensed-phases species that may be expected during the
synthesis.
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When oxygen is added into the equilibrium system, the overall yield of C(s) is expected
to reduce as CO is a more thermodynamically favoured carbon-containing species at the
furnace temperature region than C(s). The production of C(s) is primarily determined by O/C
ratios where no C(s) is be formed at equilibrium if O/C exceeds 1.0. Moreover, the elemental
distributions of Fe and S are hardly affected by the presence of oxygen, specifically at the
furnace temperature region, if O/C is smaller than 1.0. This result is of particular interest as it
provide the guideline for the choice of the carbon source for the material synthesis. It must be
pointed out that the equilibrium calculations cannot alone explain the complex mechanisms
in CNT synthesis, and there is a need for kinetic studies to provide a more detailed and
quantitative understanding. However, the present equilibrium studies provide the limit and
guidelines for the synthesis of graphitic materials from the perspective of thermodynamics,
which are useful for extending our knowledge of the whole process.



Chapter 4

Flame Synthesis of CNTs: Experimental
Design and Characterisation

4.1 Introduction

The previous chapters have illustrated numerical studies of CNT synthesis in FCCVD systems,
with a focus on species distributions at thermodynamic equilibrium. Although these results
improve our understanding of the production process, the fundamental knowledge of the
inception and growth of CNTs is still quite limited. To further extend our understanding of
CNT synthesis, we herein design a premixed combustion apparatus in parallel to a FCCVD
system. A series of experiments were carried out, and CNTs were successfully produced
using premixed H2/air flames at atmospheric pressure. This chapter describes the design
of the combustion system, the experimental procedures for the synthesis and the materials
characterisation techniques.

4.2 Experimental setup

4.2.1 Flame system design

The general assembly of the flame system is shown in Fig.4.1. This apparatus consists of
four major components: 1) a premixed flame burner, 2) a diluter (exhaust unit), 3) a flow
supply system, and 4) a sampling unit.
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Fig. 4.1 Image of the general assembly of the flame synthesis apparatus.

4.2.1.1 Flat flame burner

A flat flame burner used for the CNT synthesis is depicted in Fig.4.2. The premixed H2/air
flames, providing heat sources for the synthesis, was stabilised on a porous sintered copper
plate of 50 mm outer diameter with a porosity of ~75%. Besides, a concentric ring of copper
foam of 70 mm outer diameter and 53.5 mm inner diameter was designed for co-flows, which
was however not in use for the present study. An alumina tube (Almath Crucibles Ltd.,
recrystallised alumina 99.7% purity) of 10 mm outer diameter and 6 mm inner diameter was
installed at the centre of the burner for the injection of carbon sources and catalyst precursors.
The alumina tube was installed 5 mm above the burner surface, purposely designed to be apart
way from the premixed flame fronts to avoid the burnout of the centrally injected reactants. A
water cooling jacket to remove heat from the burner was designed in the middle of the burner
body. H2/air mixture gases were supplied from the bottom passing through the effusion holes
inside the burner body and the porous burner plug before burning out in the premixed flames.
To prevent hot reactant gases from leaking into working environment, a clear fused quartz
tube of 75 mm outer diameter and 70 mm inner diameter (Robson Scientific, SiO2 99.995%)
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was installed on top of the burner plug and properly sealed by using a PTFE sealing strip (RS
Pro White PTFE Tape, maximum operating temperature 260 ◦C).

Coolant inlet

Fuel & air

Coolant outlet

Sintered 
burner plate

Co-flow

Carbon source & 
catalysts precursors

Premixed flat 
flame

Fuel & air

Effusion holes

(a) (b)

Fig. 4.2 Schematic of the flat flame burner: (a) section view and (b) 3-D view.

4.2.1.2 Diluter

A diluter installed above the burner, downstream of the post-flame region was used for to:
1) heavily dilute the reactant flows (particularly unburnt H2 gases) to form a homogeneous
exhaust mixture where the concentration of H2 shall be everywhere below its lower flamma-
bility limit ( 4 vol.% in air), and 2) to maintain a positive pressure difference to avoid the
entrainment of air into the flame system, and 3) to cool the quartz tube by generating cold jets
via orifices. Fig.4.3 illustrates the design of the diluter. Inside the diluter, 104 small orifices
of 3 mm in diameter are evenly distributed on the surface of the exhaust duct. Cold N2 gases
are supplied via the two ports on the outer surface of the diluter. These inert gases enter the
diluter chamber and are forced passing through the small orifices before mixing with the hot
reactant gases. A 2.5 mm gap between the diluter and the quartz tube is purposely designed
to leave enough room for the thermal expansion of the quartz tube. In addition, 32 orifices
are placed at the bottom through which cold N2 gases are flushed against the quartz tube to
cool the tube and also prevent the entrainment of air into the diluter.
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Fig. 4.3 Schematic of the diluter for exhaust disposal.

4.2.2 Flow supply system

A precise supply of both gases and reactants is critical to a successful CNT synthesis. Fig.4.4
describes the details of how gas flows and reactants are fed into the premixed flame burner.
In the present study, H2/air mixtures were used to produce premixed flat flames, while a
tiny amount of CH4 ( ~0.4 vol.% in mixtures) was used for helping researchers visualise the
premixed flames, as a safety precaution. The fuel and air gases were initially mixed in a
pipeline over a short distance before entering the mixing chamber at the bottom of the burner.
Argon was the agent to carry the vaporised carbon source and catalysts into flames, whilst
N2 was for diluting the post-flame products before discharging to the exhaust. To achieve
a precise regulation of all gas flows and catalysts, mass flow controllers (Alicat Scientific)
were used in the system.

One of the key components of the setup is the liquid injection unit as shown in Fig.4.4. In
the current study, ethanol was used as the carbon source and the solvent for dissolving various
mass fractions of ferrocene (the iron catalyst precursor) and thiophene (the sulphur catalyst
precursor). The feedstock was injected by a syringe pump (World Precision Instruments) at a
range of injection rates q̇ into a house-made atomiser. The atomised solution then sequentially
entered the heated pipeline and the central tube of the burner. An stream of argon flow was
directed into the atomiser to carry the atomised feedstock through the pipeline. To effectively
vaporise the liquid droplets, the atomiser and the pipeline was heated and maintained at 100
◦C at which ethanol (boiling temperature at 78.37 ◦C), thiophene (boiling temperature at 84
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◦C) and ferrocene (sublimation temperature ≥ 100 ◦C) can fully transform into gas phase.
The temperature of the vaporised feedstock and the carrier gas were in situ monitored by a
thermocouple inserted inside the pipeline, just below the bottom of the burner, to ensure the
injected feedstock was fully vaporised.

Air
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Ar
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Diluter

CH4

Syringe Pump

Heated Pipeline

MFC

MFC

MFC

MFC

H2

Burner

N2
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Mass Flow Controller 

Needle Valve

Ball Valve

Check Valve

MFC

FI Rotameter

Fig. 4.4 Schematic of the flow supply system for the CNT synthesis.

4.2.3 Sampling unit

In order to determine and characterise the solid species formed in the post-flame region,
a sampling unit was designed to collect the as-produced materials as shown in Fig.4.5. A
stainless steel tube (6 mm outer diameter and 3 mm inner diameter), used as the sampling
probe, was inserted all the way through the reacting region a few centimetres below the
bottom of the diluter to avoid the disturbance by the diluting gases. The height of the probe
head relative to the burner surface, or height above burner (HAB), is adjustable, while it was
fixed at 230 mm HAB for the present study. A thermocouple was installed at the upstream of
the sampling unit for in situ monitoring the flow temperatures to prevent overheating of the
sampling unit.

Directly connected to the filter holder was electrically conductive rubber tubes which
possess flexibility and ease of assembly characteristics. A cold finger device was designed to
remove water vapour formed during the synthesis. As shown in Fig.4.5, this device consists
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Fig. 4.5 Schematic of the sampling unit.

of a tee pipe fitting with one port connected with a long stainless steel tube inserted into a
cold bath filled with ice. This creates a localised cold site, which helps effectively condense
and reduce water vapour from the sampling flow. The solid products formed during the
synthesis were collected on the PTFE membrane filters (SKC Ltd, pore size 0.45 µm )
installed inside the filter holder. The PTFE filters possess many advantages particularly for
the current application as they are chemically inert to acids, bases and solvents, and are
hydrophobic which make them ideal for aerosol sampling in damp environments.

The current process used rich premixed H2/air flames for CNT production, the flows in
the post-flame region therefore contained a certain fraction of unburnt H2 gas. As a result,
normal vacuum pumps become unsuitable for the current application, as unburnt H2 gas may
arouse explosion concerns when encountering oxygen, even in a small quantity. Instead, we
chose to use an ejector pump, an cost-effective method, to generate vacuum in the sampling
unit that drove the post-flame flows through the pipeline.

The ejector pump (SMC ZH05L-X267) has a 0.5 mm orifice and a capacity of creating
vacuum pressure up to -48 kPa given a supply air pressure of 4.5 bar. The operating
principle of an ejector is based on Bernoulli’s Principle which states that the pressure of a
flow decreases with the increasing of its velocity and vice versa. Accordingly, a pressure
difference in an ejector is achieved by a built-in nozzle with a small orifice, which accelerates
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the primary flow passing through the diffuser, and, hence, creates a vacuum pressure that
drives the secondary flow into the devise. Based on the principal the flow rate of the sampling
stream is in proportional to the vacuum pressure created inside the ejector, therefore a mass
flow controller was used to regulate the driving flow to adjust the vacuum pressure. The
exhaust was discharged to the extraction. Due to the existence of flammable gases in the
sampling flow, we used argon instead of air as the driving flow to extract the sampling stream.
A calibration was carried out for the unit. Fig.4.6 illustrates the change of the driven gas flow
rate as a function of that of the driving gas flow (argon) where the dot symbol represents
the measured data. To avoid disturbing the reactant flows, we chose 10 slpm as the driving
gas flow rate which led to a driven gas flow rate at 1.7 slpm. It is worth noting that the
accumulation of solid particles/CNTs on the membrane filter leads to an increased pressure
drop across the filter, thus gradually reducing the sampling flow rate over time.
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Fig. 4.6 Variation of driven gas flow rates (sample streams) as a function of driving gas flow
rates (argon) at 25 ◦C.
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4.3 Experimental procedures

4.3.1 Feedstock preparation

Prior to the flame synthesis, feedstocks containing different proportions of ethanol (VWR,
Ethanol absolute ≥ 99.8 %), ferrocene (Sigma-Aldrich, assay ≥ 98%) and thiophene (Sigma-
Aldrich, assay ≥ 99%) were prepared. Ethanol was used as the carbon source and the solvent
for dissolving catalyst precursors, ferrocene and thiophene. Since the proportion of each
constituent was on a mass basis, we chose 30 g as the benchmark for each feedstock. These
ingredients were sequentially added to a 50 ml vial and carefully weighed out on a digital
balance to the exact amount. Then the vial was properly sealed and put into a hot bath at
30◦C and sonicated for 10 min to help dissolve the catalyst precursors. The well-dispersed
feedstock was then added into a glass syringe mounted on the pump to be used for the
following synthesis.

4.3.2 Flame ignition

H2 is a highly reactive and flammable gas with a flame speed much higher than most of the
hydrocarbon fuels. A direct ignition of premixed H2/air mixtures in an open atmosphere
may be risky and shall be avoided as it may cause unwanted leakage of highly flammable H2

gases to the working environment, arousing safety concerns. In order to minimise hazards,
we designed a multi-step ignition procedure. A stoichiometric CH4/air mixture was firstly
ignited and stabilised on the premixed flame burner, and then H2 was gradually added into
the flame whilst reducing the CH4 supply until the target equivalence ratio φ of the H2/air
mixture was achieved.

Prior to ignition, a flammable gas detector (Crowcon Gasman Portable Detector) was put
adjacent to the diluter as a safety precaution. Next, CH4/air mixtures at the stoichiometric
point (CH4 typically supplied at 1.3 slpm) were fed from the bottom of the burner, and were
then ignited from the top of the diluter as shown in Fig.4.3 using a butane torch. Once the
mixture was successfully ignited, the flame quickly propagated through the diluter and the
quartz tube and then stabilised on the burner plate. After that, N2 gases were flushed into
the diluter chamber at 40 slpm, a rate sufficient to dilute exhaust gases. Then the critical
step comes the addition of H2. According to stoichiometry, the oxygen consumption ratio
of H2 to CH4 equals to 1:4 for a complete combustion. In order to maintain φ at 1.0, we
gradually decreased the supply of CH4 at a step of 0.2 slpm whilst increasing H2 at 0.8 slpm
until the flow rate of CH4 was regulated at 0.1 slpm. The flow rates of H2 and air were then
tuned to the target condition. Since pure H2 flames feature a faint blue colour which is hardly
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to be observed, we therefore intentionally left 0.1 slpm CH4 (~0.4 vol.% in mixture) in the
mixture to make the flame visible. Such safety measure allows the experimenter to quickly
observe any unexpected extinction or quenching of flames and take measures immediately
to minimise the risk of hazards. The contribution of CH4 was taken into account in the
calculation of equivalence ratios of the flammable mixtures.

4.3.3 Synthesis procedures

After premixed H2/air flames were established on the burner, the syringe pump was set to the
target feeding rate and started to pump the feedstock into the pipeline. Meanwhile, argon,
typically at V̇Ar = 0.1 slpm, entered the atomiser and drove the feedstock droplets passing
through the heated pipeline and the central tube for the subsequent synthesis. As shown in
Fig.4.7, the vaporised ethanol and ferrocene mixtures carried by argon entered the post flame
region of the premixed H2/air flames where the primary species was post-flame products
H2O and N2. The faint blue ring sitting on top of the burner plate was the premixed H2/air
flame doped with a tiny amount of CH4, while the glowing reddish flow corresponded to
the pyrolysis region. The as-produced materials were sampled by a stainless steel probe
located on the top of pyrolysis region (fixed at 230 mm HAB), just below the diluter. Further
downstream, the hot mixtures were heavily diluted by N2 gases in the diluter chamber before
being discharged to the exhaust.

Fig. 4.7 Image of the pyrolysis region of the CNT synthesis process at φ = 1.05 (H2=7 slpm
and air=16.7 slpm). The feedstock consisted of 1.0 wt.% ferrocene and 99.0 wt.% ethanol,
and was injected at 0.5 ml/min and carried by argon at 0.1 slpm. The red colour was a result
of the radiation from the heated oxidised iron and nanomaterials.
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4.3.4 Experimental conditions

One of the main advantages of using premixed flames for the CNT synthesis is the flexibility
of altering equivalence ratios φ . This facilitates the control of the synthesis temperature
widely accepted as a critical parameter that determines the inception and formation of CNTs
[75]. The equivalence ratio φ in the present study is defined as the ratio of actual fuel
to air ratio, normalised by the stoichiometric value (m f /ma)

(m f /ma)s
. Therefore, φ = 1 represents

stoichiometry whereas fuel-rich and fuel-lean correspond to φ > 1 and φ < 1, respectively.
As introduced in the previous sections, high temperatures are essential for CNT synthesis,
particularly for producing SWCNTs by a FCCVD method, where a temperature above 1100
◦C is usually required [51, 34]. Another important parameter is residence time τ , a key factor
that controls the growth of CNTs. In the furnace region (T > 1000 ◦C), τ is usually of the
order of seconds [41], whereas τ in a flame system is typically of hundreds of milliseconds.

In order to avoid excessive oxidation of the carbon source and catalyst precursors, operat-
ing conditions were constrained to rich premixed regions where φ ≥ 1.0. Although computed
adiabatic flame temperatures (see Fig.5.4) are well beyond the synthesis temperature, 1150–
1450 ◦C [49], heat loss to the surrounding environment must be taken into account in the
practical scenarios. Most of the heat transfer is from the hot gases to the burner coolant, as
well as natural convection around the quartz tube. We started with φ = 1.0 for the H2/air
mixtures while trying to minimise the overall mixture flow rates to get a longer τ that matches
the order of seconds achieved in a FCCVD method, although longer τ may also lead to a
higher overall heat loss.

Since many parameters of the system may affect the synthesis in various ways, a paramet-
ric study on the process was performed. We categorised these parameters into four groups:
synthesis temperatures, residence time, carbon loading and catalyst concentrations. To create
a relatively stable region for the pyrolysis at the central region to avoid shear instabilities of
the injected stream with the surrounding gases, we attempted to match the existing velocity
of the central stream with the surroundings. The carrier gas flow and the liquid injection
rate were adjusted to at 0.1 slpm and 0.5 ml/min, respectively, which led to a velocity of
27 cm/s at 100 ◦C for the centrally injected flow, comparable to 55 cm/s of the surrounding
flow velocity given a post-flame temperature at 1400 ◦C. These conditions were used as the
baseline for the following parametric studies.

As for the recipe of the carbon source and catalyst precursors, we used one of the most
popular practises in a FCCVD process–ethanol as the carbon source, and ferrocene and
thiophene (in Chapter 6) as the catalyst precursors [34, 125, 42, 49, 94] (see Table 3.2).
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4.4 Numerical analysis

The 1-D burner stabilised flame was simulated using Cantera software. Here we briefly
introduce the governing equations for the computational analysis, and a detailed mathematical
descriptions can be found in Ref.[76]. In the Cantera software tools, flames are considered as
an axisymmetric stagnation flow, which can be described by the following equations:

Continuity:
∂ρu
∂ z

+2ρV = 0 (4.1)

where ρ and u are the mixture density and the axial velocity, respectively; v is the radial
velocity and V = v/r is the scaled radial velocity.

Radial momentum conservation:

ρu
∂V
∂ z

+ρV 2 =−Λ+
∂

∂ z

(
µ

∂V
∂ z

)
(4.2)

where Λ is the pressure eigenvalue (dΛ

dz = 0), and µ is the dynamic viscosity.
Energy conservation:

ρcpu
∂T
∂ z

=
∂

∂ z

(
λ

∂T
∂ z

)
−∑

k
jkcp,k

∂T
∂ z

−∑
k

hkWkω̇k (4.3)

where λ and cp are the heat conductivity and the specific heat capacity at constant pressure,
respectively; cp,k, jk, hk, Wk and ω̇k are specific heat capacity, the diffusive mass flux,
enthalpy, molecular weight and the molar rate of production of species k, respectively.

Species conservation:

ρu
∂Yk

∂ z
=

∂ jk
∂ z

+Wkω̇k (4.4)

where Yk is the mass fraction of species k.

4.5 Raman spectroscopy

Raman spectroscopy has been widely used as a fast and effective tool for identifying CNTs,
as their spectra exhibit distinct features which differentiate themselves from other species and
various carbon allotropes. The radial breathing mode (RBM) at low Raman shift frequencies
together with the G-band at higher frequencies is identified as the two dominant Raman
features, whereas other features such as the disorder/defect induced D-band may also be
observed in spectra of CNTs [127]. Above all, the RBM, a result of the coherent radial
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vibration of C atoms, are identified as the unique signature to CNTs, occurring at frequencies
in the range of 120–350 cm−1 and for SWCNTs of diameter of 0.7–2 nm [127].

The Raman spectroscopy analysis in the present study was carried out at ambient pressure
and room temperature using a 532 nm wavelength laser of a Raman spectroscopy system
(HORIBA; model: XploRA PLUS). Samples were placed on a glass slide under a 50x
objective and the Raman spectra were recorded in the range of 50–3000 cm−1 for an
acquisition time of 20 s with 2 scans. If not explicitly stated otherwise, the analysis for
each sample was performed at 3 random locations, and the obtained Raman spectra at these
locations were then normalised against their respective global peak value. An averaged
Raman spectrum for each sample was obtained accordingly and re-constructed by doing a
baseline correction.

Besides, other techniques including scanning electron microscopy (SEM), transmis-
sion electron microscopy(TEM) and energy dispersive X-ray (EDX) were also applied for
characterising the nanomaterials.



Chapter 5

Synthesis of CNTs in Premixed
Hydrogen/Air Flames: A Parametric
Study

5.1 Introduction

We here demonstrate a controlled way of producing CNTs using premixed H2/air flames
at various φ at atmospheric pressure. This method exhibits potential scalability for CNT
production owing to its simple floating catalyst characteristics, and it also facilitates the-
oretical modelling for studying the synthesis due to its 1-D flame structure. A systematic
parametric study on the process is detailed in the present chapter. We categorised these
parameters into four groups: synthesis temperatures, residence time, carbon loading and
catalyst concentrations.

5.2 Results and discussion

5.2.1 Background signals

As described in Chapter 4, the as-produced nanomaterials were collected on PTFE membrane
filters via the sampling unit; these materials together with the supported PTFE substrate were
then directly analysed by Raman spectroscopy. Here we examine the background Raman
spectrum of an unused PTFE filter prior to the subsequent analysis of the materials collected
from the synthesis.
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Fig.5.1 shows the normalised Raman spectrum of the membrane filters used for collecting
materials produced in the flame. Although the spectrum exhibits multiple sharp peaks in
the range of 200 to 1400 cm−1, it must be pointed out that their the actual intensities are
quite small and do not interfere with the featured peaks of CNTs if they exist in the collected
samples. Moreover, the featured Raman peaks of CNTs are normally located at ~1340 cm−1

for the D-band, ~1590 cm−1 for the G-band, and 120–350 cm−1 for the RBM. Hence if there
exist CNTs in the samples, they can be easily distinguished from the PTFE background.
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Fig. 5.1 Normalised Raman spectrum of an unused PTFE membrane filter.

5.2.2 Effect of equivalence ratios

In the current study φ was adjusted by varying the flow rate of air while keeping the fuel
supply fixed (7 slpm H2 and 0.1 slpm CH4), and the experimental conditions for the study
are listed in Table 5.1. Besides, the carrier gas flow and the liquid injection rates were set to
0.1 slpm and 0.5 ml/min, respectively. The solution used for the synthesis consisted of 99
wt.% ethanol and 1 wt.% ferrocene. Products synthesised in the post flame region at different
φ were collected on a PTFE membrane filter for 3 min via the sampling unit whose probe
was placed at HAB = 230 mm.
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Fig. 5.2 (a) Normalised Raman spectra of the samples produced at different equivalence
ratios φ from 1.0 to 1.5, and (b) variation of Raman intensity ratio of G-band to D-band as a
function of different φ . The feedstock consisted of 99.0 wt.% ethanol and 1.0 wt.% ferrocene,
and was injected at 0.5 ml/min and carried by argon at 0.1 slpm.
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Table 5.1 Experimental conditions for the study of the effect of equivalence ratios φ

Test No. Equivalence ratio φ H2 (slpm) Air (slpm)

A1 1.0 7 17.5
A2 1.05 7 16.7
A3 1.1 7 16
A4 1.15 7 15.3
A5 1.2 7 14.6
A6 1.3 7 13.5
A7 1.4 7 12.6
A8 1.5 7 11.7

5.2.2.1 Raman spectroscopy analysis

Fig.5.2.(a) shows the normalised Raman spectra of samples collected at different φ from
1.0 up to 1.5. Generally, it is seen that the Raman spectra at φ between 1.0 and 1.15 exhibit
distinct features of CNTs compared with other conditions. These features include the RBM
at the lower frequency range of 120–350 cm−1, G-band at ~1590 cm−1, and high intensity
ratio of the G-band to D-band, IG/ID. The broad band at around 670 cm−1 is believed
due to the existence of magnetite (Fe3O4) in the sample whose Raman spectra have been
studied in Ref.[128, 129]. While a shoulder alongside this peak at 731 cm−1 attributes to the
background signal from the PTFE substrate. According to the figure, it shows that the Raman
signals from the samples attenuate with the increase of φ . And this indicates a decreased
yield of the solid materials, as evidenced by the appearance of the "shoulder" at 731 cm−1.
In contrast, as φ gets closer to the stoichiometric point, or higher temperatures, the spectra
for φ = 1.0 and 1.05 stand out for a much better signal-to-noise ratio and a higher IG/ID

ratio, with the RBM distinctively observed at φ = 1.05. Generally the G-band is found much
less pronounced beyond φ = 1.15, meaning that graphitic carbon allotropes such graphite or
CNTs cease to form beyond this point and may be replaced by amorphous soot particles or
iron oxide nanoparticles as indicated by the diminishing G-band and an enhanced band of
magnetite.

A closer examination of the intensity ratio IG/ID over different φ between 1.0 and 1.15 is
illustrated in Fig.5.2.(b). The figure shows the variation of the mean IG/ID ratio as a function
of different φ with their respective standard deviations. The IG/ID ratio is widely used as an
index to reflect the purity and defect density of CNTs [127]. The value at each φ corresponds
to an averaged IG/ID ratio calculated from two separate experiments for the same condition
over 6 different sites on each sample. According to the figure, IG/ID decreases with the
increase of φ from 6.9 at φ = 1.0 to 1.5 at φ = 1.15, whilst the associated standard deviation
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exhibits the same trend, decreasing from 3.8 at φ = 1.0 to 0.33 at φ = 1.15. The reason
for the larger unsteady deviation at high temperatures is unclear, but could be a result of
fluctuating temperatures and stoichiometries in the slowly flapping flame.

To further understand the effects of φ on the synthesis of CNTs, the normalised Raman
spectra of the samples produced at φ from 1.0 to 1.15 were deconvoluted into five Lorentzian
peaks in the range of 1000–2000 cm−1, as shown in Fig.5.3. The deconvolution was per-
formed using a Gaussian-Lorentzian fitting function, a typical method applied for analysing
Raman spectra of CNTs [130]. The composite fitting curve, represented by the black thick
line, shows an excellent agreement with the Raman spectra over different φ . The goodness
of fit for the Raman spectrum at each φ was indicated by the R2 value, the coefficient of
determination, which was above 0.98 for all the fittings (R2 = 1 indicates a perfect fit). From
the figure the Raman spectra for all the cases are deconvoluted into five bands which can be
categorised into two regions: G-band and D-band. The G-band is composed of two peaks:
G− and G+ peaks. In comparison to that of graphite, which has only a single Lorentzian
peak at 1582 cm−1, the G-band of CNTs, particularly for SWCNTs, normally comprises
two main components: G− and G+ at 1570 cm−1 and 1590 cm−1, respectively [127]. The
G+ feature is associated with the vibrations of carbon atoms in the direction of the axis of a
CNT, the G− feature, on the other hand, is a result of the vibration of carbon atoms along the
circumferential direction of a CNT [127]. From the figure, one can see a clear variation of
the normalised intensity of the G− and G+ features over different φ . Specifically, the Raman
spectrum at φ = 1.05 possesses the highest G+ peak (~0.8) compared with the other Raman
spectra, which decreases with the increase of φ for rich cases (φ > 1.05). In contrast, the
intensity of the G− peak increases with φ , leading to a decreased G+/G− intensity ratio.

Apart from the G-band, the deconvolution of the D-band into three different peaks is
shown in Fig.5.3. The rise of the D-band of a CNT Raman spectrum is associated with
defects or disorder in the materials, and its intensity is mainly a result of the D4, D, and
D3 components at ~1200 cm−1, ~1340 cm−1 and ~1500 cm−1, respectively [131]. While
their actual frequencies depend on carbon structures and also the laser excitation wavelength.
The D3 and D4 peaks can only be observed in soot or amorphous carbonaceous materials
[131], whereas the D peak is widely seen in many carbon allotropes except for diamond.
The rise of the D peak, as the most prominent peak in the D-band, attributes to the vibration
of disordered graphitic lattice [131, 132]. On the shoulder of the D feature, the D4 and
D3 peaks are usually observed at lower and higher frequencies, respectively. The former
is believed to be a result of the stretching vibrations of polyene-like structures and ionic
impurities [133, 132] while the latter has links with the amorphous contents presenting in
soot such as organic molecules and fragments [133, 131]. Generally, the normalised intensity
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Fig. 5.3 Normalised Raman spectra (shaded dot) and their spectral deconvolution into
Lorentzian peaks in the wavenumber range from 1000 to 2000 cm−1 for φ from 1.0 to 1.15.
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of the D-band comprising the three featured peaks increases with the increasing φ , indicating
a inversely proportional relationship with temperature. While the normalised intensity of
the D4 peak keeps increasing as φ increases, in contrast to the other D peaks, which may
indicate an increased proportion of olyene-like structures or ionic impurities formed in the
materials.

5.2.2.2 Calculation of flame temperatures
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Fig. 5.4 Calculated adiabatic and burner stabilised flame temperatures as a function of
equivalence ratios. The burner stabilised flame temperatures were calculated based on
the conditions shown in Table 5.1 given an inlet temperature of 25 ◦C and at atmospheric
pressure.

To further understand the variation of IG/ID ratios over different φ , the knowledge of
flame temperatures is a necessity. Fig.5.4 shows the variation of the calculated adiabatic and
burner stabilised flame temperatures as a function of different φ . In the current study, φ was
changed by varying the air flow rate while keeping the fuel supply fixed. Hence the overall
flow rate of mixtures, or the mass flux ṁ at each φ was changed accordingly. As a result, the
burner stabilised flame temperature decreases steadily with the increase of φ . This is due to
the change in the mass flux ṁ of the mixture, which controls the heat loss to the cold burner:
the higher the mass flux, the lower the calculated percentage heat loss to the burner for a
fixed input surface temperature of 25 ◦C.
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Fig.5.2 has shown that that the flame temperature is a dominant parameter controlling
the quality of the produced CNTs. More specifically, there exists an apparent threshold
temperature of ~1200 ◦C above which the desired Raman features of CNTs start to emerge,
which corresponds to φ = 1.15. This threshold is consistent with the results suggested by the
FCCVD process where SWCNTs mostly start to form beyond 1100 ◦C. In addition, from
Fig.5.2(b), it is found that the IG/ID ratio decreases in proportion to the increase in φ , which
is related to the flame temperature.

5.2.2.3 SEM analysis

Fig.5.5 shows the SEM images of samples collected at HAB = 230 mm during flame
synthesis at φ = 1.0−1.1, corresponding to the conditions of Test A1 to A3 in Table 5.1,
respectively. The samples were coated with a thin film of gold/palladium (Au/Pd) alloy
by sputtering–a routine treatment prior to a SEM inspection–to improve conductivity of
the sample surface. This procedure prevents the materials from overcharging, thus helping
achieve a better resolution of the images. Except that, no other treatments were performed
on the samples. From the figure, one can clearly observe the variation of the morphology
of samples produced at different φ , and the existence of CNTs (indicated by arrows) and
nanoparticles formed during the synthesis. In general, the majority of the as-produced
nanomaterials is crystalline nanoparticles of characteristic size of 20–100 nm, and CNTs are
loosely distributed upon them. At φ = 1.0 and 1.05, CNTs are seen to exist on or beneath
the nanoparticles, tending to form a net or web-like structure (see Fig.5.5.(a)-(d)). Instead,
one starts to see loosely-bonded nanoparticle aggregates prevailing in the solid products at
φ = 1.1. Theses aggregates tend to stack together and form large clumps in which CNTs are
likely embedded underneath, reflecting the highly limited quantity of CNTs formed at this
condition.

After closer examination of the images, the diameters of CNTs or CNT bundles formed
at φ = 1.0 and 1.05 were determined using a built-in measurement tool provided by the
SEM system. It is found that the diameters of the CNTs formed at both conditions are of
the order of ~10 nm, whilst their lengths can vary from 10 nm up to 1 µm. However the
measured results should be treated only as a reference rather than an accurate number due to
the intrinsic limitations of SEM technique. The measurements of SEM images are usually
performed manually and may be affected by parameters such as contrast, brightness and
resolution of a image. A more accurate measurement technique for nanoparticles and CNTs
can resort to transmission electron microscopy (TEM), which is a highly sophisticated but
more expensive method for characterising nanomaterials.
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Fig. 5.5 SEM images of the nanomaterials produced at different φ : (a)–(b) at φ = 1.0, (c)–(d)
at φ = 1.05 and (f)–(e) at φ = 1.1.
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The crystalline nanoparticles formed during synthesis exhibit different shapes including
triangle, sphere, square and diamond as shown in Fig.5.5. The composition of these particles
are believed to be a mix of elemental iron, iron oxides, and other compounds. There likely
exist a large proportion of Fe3O4 (magnetite) nanoparticles which are evident by the Raman
spectra in Fig.5.2. The size of nanoparticles formed at different φ are generally around ~50
nm, maybe larger or smaller. However, the distribution pattern of these nanoparticles is
seen to vary with φ . At smaller φ , e.g. 1.0 and 1.05, these particles are radially bonded into
small clusters which seem to participate in constructing the web-like structures with CNTs.
Therefore it results in a filamentous morphology rather than stacking into clumps as shown in
Fig.5.5.(e) and (f) at φ = 1.1. The causes for this phenomenon may attribute to a higher yield
of CNTs at φ = 1.0 and 1.05 than the other conditions due to a higher synthesis temperature
as shown in Fig.5.4. These CNTs produced in a larger quantity are more easily entangled to
form a web with nanoparticles attached.

5.2.2.4 EDX analysis

In order to identify the elements present in the materials, we carried out an analysis using
the energy dispersive X-ray (EDX) while doing SEM. Fig.5.6 shows the EDX spectrum and
the SEM image of the area where EDX was performed. From the spectrum, C, F, O, Fe,
Au and Pd elements are identified. Since the analysis was conducted directly on the PTFE
filters, F element was therefore detected as the PTFE has the chemical formula of (C2F4)n

comprising both C and F elements. The appearance of Au and Pd elements is due to the
sputtering coating as described in Section 5.2.2.3.

Table 5.2 presents the weight and atomic fractions of each element identified by EDX.
It shows that Fe occupies the majority of the mass of the materials, nearly half of the total
weight. while in terms of atomic fractions, C, O ,F and Fe elements become comparable.
However, limitations of the standard EDX restrict our quantitative investigation on these
elements, particularly C, O and F. This is due to the fact that quantitative measurements by
EDX of light elements with atomic number smaller than 11 becomes considerably difficult
as the X-rays generated from these atoms are generally at low energies, and thus are prone
to absorption by surrounding environment [134]. Therefore, the above results shall only be
used as a qualitative analysis which can only show the existence of these elements rather
than their actual proportions.
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Table 5.2 EDX results for the materials produced at φ = 1.1 corresponding to the experimental
condition A3 in Table 5.1.

Element Weight % Standard deviation σ Atomic %

C 8.96 1.16 22.66
O 14.16 0.34 26.90
F 14.09 0.64 22.53
Fe 45.57 0.79 24.79
Pd 3.56 0.3 1.02
Au 13.66 0.47 2.11

5.2.3 Effect of feedstock injection and carrier flow rates

The previous section has discussed the impacts of φ of the premixed H2/air flames on the
synthesis, and it is found that the synthesis temperature is a key parameter for a successful
CNT formation. While the feedstock injection rate, or the carbon loading, and the carrier
gas flow rate may also influence the CNT production. We therefore carried out a series of
experiments to investigate how the variation of the injection flow rate q̇, or carbon loading,
and the carrier flow rate V̇Ar might affect the CNT production.

Table 5.3 Experimental conditions for the study of the effect of injection rates q̇. The H2/air
flame was fixed at φ = 1.05 and the feedstock consisted of 99.0 wt.% ethanol and 1.0 wt.%
ferrocene.

Test No. q̇ (ml/min) ṁC (g/min) V̇Ar (slpm) uc (slpm) uc/ub
∗

B1 0.1 0.08 0.1 12.8 0.2
B2 0.3 0.24 0.1 19.9 0.4
B3 0.5 0.39 0.1 27.0 0.5
B4 0.7 0.55 0.1 34.1 0.6
B5 1.0 0.79 0.1 44.7 0.8
B6 1.5 1.18 0.1 62.5 1.1
B7 2.0 1.58 0.1 80.2 1.5
∗ ub: surrounding flow velocity.

Table 5.3 lists the experimental conditions for the present study. Premixed H2/air flames
at φ = 1.05 were used as the heat source and the feedstock consisting of 99.0 wt.% ethanol
and 1.0 wt.% ferrocene was injected through the central tube at different rates. The argon
flow was fixed at 0.1 slpm to carry the vaporised ethanol and ferrocene mixtures into the
synthesis region. The central flow velocity uc was calculated given the central tube of 6 mm
inner diameter and at 100 ◦C. The velocity of the surrounding bath flow coming out of the
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Fig. 5.6 EDX spectrum and SEM image of the nanomaterials produced at φ = 1.1.

premixed flame ub was calculated based on the condition of Test A2 shown in Table 5.1,
given a flame temperature of 1400 ◦C and the quartz tube of 70 mm inner diameter, which
was hence determined as 55 cm/s.

5.2.3.1 Feedstock injection rate

Fig.5.7.(a) shows the normalised mean Raman spectra of the materials produced at different
injection rates q̇ from 0.1 up to 2.0 ml/min. In general, the G-band and the RBM can be seen
at all q̇ with varying IG/ID ratios, except for that at q̇ = 0.1 ml/min where neither the Raman
features of CNTs nor those of carbon allotropes can be observed. However, the case at q̇= 0.1
ml/min is still of particular interest, as it emphasises the ease of formation of magnetite, and
possibly other forms of iron oxides, as the peak at 670 cm−1 associated with magnetite stands
out rather than that of CNTs at this condition. The optimum condition at which the Raman
spectrum possesses the most distinct features of CNTs occurs at q̇ = 0.5 ml/min compared
with the "worst" case at q̇ = 0.1 ml/min. The band associated with magnetite at 670 cm−1

are observed for all q̇ of different normalised intensities, while it has the lowest normalised
intensity at q̇ = 0.5 ml/min, followed by q̇ = 0.3 ml/min. Beyond q̇ = 0.5 ml/min, the Raman
spectra share a similar pattern where a broadened G-band and an enhanced D-band are
clearly seen. The increase of the D-band is due to the existence of defects or amorphous
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(a) Raman spectra over different injection rates q̇ (ml/min).
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(b) Raman spectra over different carrier gas flow rates V̇Ar (slpm).

Fig. 5.7 Normalised Raman spectra of the samples produced at φ = 1.05 as a function of (a)
different injection rates q̇ from 0.1 to 2.0 ml/min, and (b) different carrier gas flow rates V̇Ar
from 0.05 to 1.0 slpm. The feedstock used for the synthesis consisted of 99.0 wt.% ethanol
and 1.0 wt.% ferrocene.
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carbon impurities. Moreover, the signals from the nanomaterials at q̇ > 0.5 ml/min are seen
to attenuate compared with those at 0.3 ml/min and 0.5 ml/min, providing an indication
of an decreased yield of CNTs at higher q̇. Furthermore, the normalised intensity of the
featured peak of magnetite at around 670 cm−1 becomes more pronounced at q̇ > 0.5 ml/min,
signalling an increased yield of iron oxides.

The findings above show a threshold value of q̇ at ~0.5 ml/min. Below this point, there is
an increased proportion of CNTs over iron oxides with the increase of q̇, while a decreased
production of CNTs shall be seen if above 0.5 ml/min. And the cause of this likely attributes
to the shortened residence time τ due to the higher flow velocities shown in Table 5.3. The
variation of q̇ inevitably results in a change of the central flow velocity uc, and thus the uc/ub

ratio. Since the change of the ratio is accompanied by the variation of carbon loading ṁC, it is
hard to determine whether it is uc/ub or ṁC that mostly affects the CNT synthesis. Therefore,
we carried out a further experimental study by changing the flow rate of the carrier gas V̇Ar

while keeping q̇ fixed at 0.5 ml/min, or the carbon loading ṁC at 0.39 g/min, to answer the
question above.

5.2.3.2 Carrier flow rate

Table 5.4 Experimental conditions for the study of the effect of carrier gas flow rates V̇Ar.
The H2/air flame was fixed at φ = 1.05 and the feedstock consisted of 99.0 wt.% ethanol and
1.0 wt.% ferrocene.

Test No. V̇Ar (slpm) uc (cm/s) uc/ub
∗

C1 0.05 22.4 0.4
C2 0.1 27.0 0.5
C3 0.2 36.2 0.7
C4 0.5 64.0 1.2
C5 1.0 110.2 2.0
∗ ub: surrounding flow velocity.

Table 5.4 lists the experimental conditions of the study. The carrier flow rate V̇Ar was
varied from 0.05 up to 1.0 slpm, with uc/ub changing from 0.4 to 2.0, respectively. The φ

of the H2/air flame and the composition of the feedstock injected into the flame were kept
unchanged. Fig.5.7.(b) shows the normalised Raman spectra of nanomaterials synthesised
at different V̇Ar. In general, the variation of V̇Ar shows little effect on the CNT synthesis
at V̇Ar < 1.0 slpm. These Raman spectra exhibit a similar pattern with the Raman features
of CNTs clearly being observed, and the associated IG/ID ratios are all at around 5.0,
which indicates a production of CNTs with a possible good quality. In contrast, the Raman
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Table 5.5 Experimental conditions for the study of the effect of mass flux ṁ
′′
. The H2/air

flame was fixed at φ = 1.05 and the feedstock consisted of 99.0 wt.% ethanol and 1.0 wt.%
ferrocene.

Test No. H2 Air CH4 Total flow rate V̇ Mass flux ṁ
′′

(slpm) (slpm) (slpm) (slpm) (kg m−2 s−1)

D1 3.5 8.4 0.05 11.9 0.13
D2 5.3 12.5 0.08 17.9 0.19
D3 7.0 16.7 0.10 23.8 0.26
D4 10.5 25.0 0.15 35.7 0.39

spectrum at V̇Ar = 1.0 slpm shows poorer features of CNTs, pointing out a decreased yield of
nanomaterials and an increased proportion of amorphous carbon.

Compared with the previous study, it shows that V̇Ar has negligible impact on the CNT
synthesis compared to q̇ (directly associated with ṁC shown in Table 5.3) given at the same
uc/ub. Therefore, one can conclude that the CNT synthesis is primarily controlled by q̇ rather
than V̇Ar within the range considered here. However, large uc/ub (> 1.2) either induced by
the change of ṁC or V̇Ar should be avoided as it leaves little τ for the central stream to absorb
heat and pyrolyse at the hot region, resulting in the formation nanoparticles rather than CNTs.

5.2.4 Effect of mass fluxes

Another important parameter controlling the combustion synthesis is the overall flow rate V̇ ,
or the mass flux ṁ

′′
, of the H2/air mixtures. Not only does it determine the residence time

of the reacting flows but it also affects the heat loss to the cold burner, and thus the actual
flame temperature. We thereby started with the mixture at φ = 1.05 consisting of 3.5 slpm
H2 and 8.4 slpm air. Again, the mixture was doped with a tiny fraction of CH4 (~0.4 vol.% in
mixtures) as a safety precaution. This mixture led to an estimated τ of ~1 s in the post-flame
region, given a 250 mm length quartz tube with a 70 mm inner diameter at 1200 ◦C.

Table 5.5 shows the experimental flow conditions for the study of the influence of ṁ
′′
.

Test D1 is the standard condition, corresponding to the lowest overall flow rate, whereas the
overall flow rate of Test D2–D4 are 1.5, 2 and 3 times of the standard condition, respectively.

Fig.5.8 shows the normalised Raman spectra of the as-produced samples at conditions
listed in Table 5.5. Generally, the Raman signals from the as-produced materials shown
on the spectra increase with the increase of V̇ , or ṁ

′′
, and the background noise becomes

diminished from Test D3 onwards. It is seen that the spectrum of Test D1 shows the "poorest"
shape compared with those of the other conditions. At this condition, neither the G-band
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Fig. 5.8 Normalised Raman spectra of the samples produced at different ṁ
′′

as listed in Table
5.5 at φ = 1.05. The feedstock consisted of 99.0 wt.% ethanol and 1.0 wt.% ferrocene. Test
D1 indicates the standard condition which corresponds to the smallest ṁ

′′
of 0.13 kg m−2

s−1, whereas Test D2, D3 and D4 have an increased overall flow rate corresponding to 1.5, 2
and 3 times of the standard value, respectively.

(~1590 cm−1) nor the D-band (~1350 cm−1) can be clearly observed, let alone the RBM
at lower frequencies. The band associated with magnetite at ~670 cm−1 and an shoulder
at 731 cm−1 originating from the PTFE substrate indicate a lowered overall yield and an
absence of CNTs in the products. With the increase of ṁ

′′
, the feature peak originated from

the PTFE substrate at 731 cm−1 diminishes, and the CNT Raman features i.e. the G-band,
D-band, RBM and G’-band start to appear. Meanwhile the normalised intensity of the band
of magnetite decreases markedly as ṁ

′′
increases. It appears that higher ṁ

′′
favours the

formation of CNTs rather than the opposite. The Raman intensity ratios of the G-band to
D-band, IG/ID, were determined for D3 and D4 as 8.33 and 10.0, respectively, showing that
Test D4 produced a better quality of CNTs than Test 3.

To understand the causes for this variation, we resorted to the 1-D flame computational
analysis, and the burner stabilised flame temperatures were hence calculated for the mixtures
as listed in Table 5.5. The boundary conditions were set to an inlet temperature of 25
◦C, and at atmospheric pressure. Fig.5.9 summaries the calculated burner stabilised flame
temperatures Tb as a function of different ṁ

′′
. It shows that Tb increases monotonically with

the increase of ṁ
′′
. Therefore, the premixed flame temperature in Test D4 with φ = 1.05
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has a temperature of ~1600 ◦C. This temperature is more favourable for producing CNTs
not only in a larger quantity but also of longer lengths. Moreover, it helps moderate the
proportions of CNTs against nanoparticles, producing CNTs with fewer nanoparticles and
thus a higher IG/ID ratio, compared to the other conditions. The above findings show that the
flame temperature dominantly controls the inception, growth and the quality of CNTs during
the combustion synthesis, while the residence time τ seems to be a secondary parameter
compared to flame temperatures.
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Fig. 5.9 Variation of burner stabilised flame temperatures Tb as a function of different mass
flux ṁ

′′
at φ = 1.05 and atmospheric pressure, and at an inlet temperature of 25 ◦C.

A detailed examination of the materials collected at different ṁ
′′

was carried out using
SEM. Fig.5.10 shows the SEM images of the materials collected at Test D2-D4, correspond-
ing to Fig.5.10.(a)–(c), respectively. The morphology of the products synthesised at Test
D1 highly resembles that of Test D2, and therefore not included in the figure. Generally,
these images clearly exhibit the change in morphology of the materials with the increase of
ṁ

′′
. At Test D2, the mean flow velocity in the synthesis region is of the order of 50 cm/s,

yielding a residence time τ of ~0.5 s in the hot zone. The relatively longer τ at Test D2,
however, leads to a production of solid nanoparticles in various shapes instead of CNTs as
observed in Fig.5.10.(a). These particles tend to accumulate into thick and dense clumps,
making it extremely difficult to find even a single CNT fibre. Although the Raman spectrum
reveals that there exist some graphitic carbon structures in the samples as the G-band and
G’-band are seen from the spectrum, the SEM images, however, show that the synthesis
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Fig. 5.10 SEM images of the samples produced at φ = 1.05 over different ṁ
′′

from Test
D2–D4 in Table 5.5, corresponding to (a)–(c), respectively. The feedstock consisted of 99.0
wt.% ethanol and 1.0 wt.% ferrocene. .
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of CNTs is not favoured at this condition. In contrast, one can observe CNTs at Test D3
and D4, although τ at these conditions are generally shorter, 0.45 s and 0.3 s, respectively.
The morphologies of samples collected at the two conditions share a similar pattern where
CNTs form a web-like structure with nanoparticles attached. This type morphology is rather
different from those produced at a lower flow rate, indicating an increased yield of CNTs at a
higher rate. More specifically, it appears that the overall yield of CNTs formed at Test D4 are
even larger than that at Test D3. As seen in Fig.5.10.(c), CNTs are more easily detected and
distributed more densely than at Test D3. Moreover, the web-like structure is more clearly
observed in contrast to those shown in Fig.5.10.(b). According to the direct measurements
on the SEM images, it is found the diameters of the CNTs in Fig.5.10.(b) and (c) are all of
the order of 10 nm, while the later posses much longer lengths.

5.3 Conclusion

In this study, we have successfully demonstrated the feasibility of producing CNTs using the
floating catalyst flame synthesis method on the present experimental setup. Premixed H2/air
flames at different φ were used as the heat source, while carbon and iron were supplied by
ethanol and ferrocene, respectively. The results are summarised as follows:

1. Flame temperatures are key to a successful CNT synthesis, and operating at φ close to
the stoichiometry point is highly recommended. In addition, a rich mixture (φ > 1)
was found more favourable for producing CNTs as no oxygen was left in the pyrolysis
zone, thus avoiding rapid oxidation of the catalyst nanoparticles and also reducing the
tendency of making soot.

2. The effects of feedstock injection and carrier gas flow rates were investigated, and it
was found that the CNT synthesis is less sensitive to the variation of the velocity ratio
of centrally injected feedstock to the surrounding hot gases, uc/ub, due to the change
of carrier gas flow rates. Rather, the carbon loading ṁC, or the liquid injection rate q̇,
has a much greater influence on the synthesis. An optimum range of carbon loading
ṁC was found to be 0.2–0.4 g/min.

3. The mass flux ṁ
′′
, or the total flow rates V̇ of the H2/air mixtures was found to largely

influence the synthesis of CNTs via a change in temperature. The quantity and the
length of the CNTs were found to increase with the increase of ṁ

′′
, in spite of shorter

residence times. With the assistance of the numerical calculations, the cause was found
due to the elevated flame temperature Tb as a result of the increased ṁ

′′
. The influence

of residence time appears to be negligible compared with the change in temperature.



Chapter 6

Flame Synthesis of CNTs: A Study of
Catalyst Precursors

6.1 Introduction

The previous chapter has discussed the effects of flame temperatures, residence times and
carbon loading on the synthesis of CNTs. Here, we consider how the variation of the
proportions of catalyst precursors in the feedstock might affect the CNT production.

It is widely acknowledged that catalyst precursors are key to the successful synthesis of
CNTs. Metal precursors typically in the form of metallocenes such as ferrocene, cobaltocene,
and nickelocene are the most frequently used catalyst reactants for producing CNTs [135].
The role of these catalysts has been extensively studied. The widely-accepted consensus
on the role of these metal precursors is that the breakdown of these precursors liberates
nanoparticles whose surfaces contain many active catalyst sites suitable for the inception and
growth of CNTs. In addition, non-metal catalyst precursors are also used in many studies for
promoting CNT production, among which thiophene has been found as an effective addition,
particularly in CVD processes[135, 41, 98, 136]. However, to the best of our knowledge,
rarely has the role of sulphur in CNT production been investigated in combustion synthesis
scenarios. The following questions arise: does adding sulphur (thiophene) into a combustion
system for CNT production have the same effectiveness as that in a CVD reactor? And what
might be the differences between these two processes regarding the addition of ferrocene and
thiophene?

Herewith we carried out investigations of the role of all the catalyst precursors used in
the present study, ferrocene and thiophene, by varying their respective proportions in the
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ethanol solvent (the carbon source), and equivalence ratios φ of the premixed H2/air flames
to study their impacts on combustion synthesis of CNTs.

6.2 Experimental

The details of the premixed flame burner and the related apparatus have been described
in Chapter 4. In the present study, premixed H2/air flames doped with a small amount
of methane (0.4 vol.% in mixtures as a safety precaution) were used to provide the heat
for the CNT synthesis, and the background flame equivalence ratios φ were varied from
1.05 up to 1.2 to study the effect of φ on the synthesis. The feedstock injected through the
central tube consisted of ethanol as the carbon source and the solvent for dissolving catalyst
precursors. Varying amounts of ferrocene (Sigma-Aldrich) and thiophene (Sigma-Aldrich)
were added and mixed in the solvent for the subsequent study of their role in the CNT
synthesis. The feedstock and the carrier gas flow were fixed at q̇ = 0.5 ml/min and V̇Ar = 0.1
slpm, respectively. This combination of parameters has been found as an optimal conditions
by the parametric study in Chapter 5. The products synthesised in the post-flame region were
collected on a PTFE membrane filter for a controlled period of time via the sampling unit at
a fixed HAB = 230 mm. The as-produced solid materials on the filters were then analysed
by various techniques including Raman spectroscopy, scanning electron microscopy and
transmission electron microscopy.

6.2.1 Ferrocene study

Feedstocks containing 6 different mass fractions of ferrocene yFe were used, corresponding to
F1–F6 with yFe from 0.1 to 3.0 wt.% as listed in Table 6.1. Prior to the synthesis experiments,
the feedstock sealed in plastic containers was sonicated for 15 min in a warm bath (~35 ◦C)
to assist with the full dissolution of ferrocene powder in the ethanol solvent. Premixed H2/air
flames were used to provide heat to the synthesis and their equivalence ratios φ were varied
from 1.05 to 1.2 for each feedstock study, corresponding to the flow rates of A2–A5 listed
in Table 5.1 in Chapter 5. The sampling time for each condition was 2 min. For the Raman
spectroscopy, the Raman signals were collected at three different locations on the filter in the
wavenumber range of 70–2800 cm−1. Each Raman signal was normalised against its global
peak value, and the resulting normalised Raman spectra at all three different sites were then
averaged, yielding the mean Raman spectrum for the subsequent analysis and comparisons.
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Table 6.1 Experimental conditions for the study of ferrocene with varying mass fraction yFe
in feedstock. φ was varied form 1.05–1.2, and the feedstock was injected at 0.5 ml/min and
carried by argon at 0.1 slpm.

Feedstock No. Ethanol (wt.%) Ferrocene (wt.%)

F1 99.9 0.1
F2 99.7 0.3
F3 99.5 0.5
F4 99.0 1.0
F5 98.0 2.0
F6 97.0 3.0

Table 6.2 Experimental conditions for the study of thiophene with varying mass ratios of
sulphur to iron elements, mS/Fe. φ was varied from 1.05–1.2, and the feedstock was injected
at 0.5 ml/min and carried by argon at 0.1 slpm.

Feedstock No. mS/Fe Thiophene (wt.%) Ferrocene (wt.%) Ethanol (wt.%)

S0 0 0 1.0 99.0
S1 0.1 0.1 1.0 98.9
S2 1.0 1.5 2.3 96.2
S3 2 1.6 1.0 96.4
S4 5 2.0 0.5 97.5
S5 10 2.0 0.25 97.75

6.2.2 Thiophene study

We started the experimental investigation of the role of sulphur by using the feedstock
containing various proportions of ferrocene and thiophene which were all dissolved and
mixed with the ethanol solvent. The details of the feedstock used for the study are listed in
Table 6.2. Each feedstock was injected at a rate of 0.5 ml/min and carried by a stream of
argon at V̇Ar = 0.1 slpm. Premixed H2/air flames at φ = 1.05−1.2 were used to supply heat
for the synthesis and the as-produced samples were then collected at HAB = 230 mm on the
PTFE membrane filters for 6 min via the sampling unit before being characterised by various
techniques. The data processing for the Raman spectra of all the samples followed the same
procedure as those described in Section 6.2.1.

For the TEM study, the collected materials on the PTFE filter was firstly immersed in pure
ethanol (VWR Chemicals Ethanol absolute ≥ 99.8%) and sealed in a glass vial before being
sonicated for 5 hrs at 30 ◦C. After that, the PTFE filter was taken out, and the well-dispersed
solution was used for the following TEM analysis.
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6.3 Results and discussion

6.3.1 Effect of iron catalyst

This section summarises the results of the samples produced using different feedstocks
containing varying yFe and at different φ . The properties of the as-produced materials were
characterised by different techniques, which are illustrated in the following sections.

6.3.1.1 Raman spectroscopy analysis

The materials collected on the PTFE filters were first taken for examinations by Raman
spectroscopy, which is a fast and reliable tool for identifying the presence of CNTs. Fig.6.1
shows the normalised mean Raman spectra of samples produced using different feedstocks
with varying yFe at φ from 1.05 to 1.20 in the range of 70–2800 cm−1.

At φ = 1.05, which corresponds to the highest synthesis temperature (~1400 ◦C based
on the modelling results), the Raman spectra for all the feedstocks look very similar. The
sharp and distinct G-band at ~1590 cm−1 and the RBM feature at lower wave numbers
(< 300 cm−1) can be clearly observed on all the Raman spectra, showing the evidence of
CNTs. In addition, the band associated with magnetite at 670 cm−1 also appears for all
the conditions, and its normalised intensity shows a weak proportional relationship with
yFe i.e. a higher yFe leads to a higher normalised intensity. This may indicate an increased
yield of iron oxides with the increase of yFe. Moreover, based on the observations, there
is little evidence showing a discernible relationship between the changes in the normalised
intensity of the D-band, or the intensity ratio of G-band to D-band, IG/ID, and the the change
of yFe. As seen in Fig.6.1.(a), the materials produced at yFe = 3.0 wt.% have the highest
IG/ID ratio, 5.71, compared with the lowest IG/ID = 2.33 at yFe = 2.0 wt.%. However,
it must be pointed out that IG/ID and the shape of the Raman spectra are affected by the
uncertainty originated from the choice of sites where Raman spectroscopy is performed as
CNTs may not be homogeneously distributed on the filter. It can still be deduced that there is
no strong evidence showing the link connecting the Raman signatures of CNTs with yFe of
the feedstock within the range considered.

A similar indifference to yFe is apparent at richer φ , as shown in Figs.6.1.(b)–(c). The
general shape of the Raman spectra for different yFe appears unchanged, and is primarily
determined by φ i.e. the flame temperatures rather than yFe. Generally, the CNT Raman
features become weaker with the increase of φ from 1.05 to 1.2 as indicated by the decreased
IG/ID and the increased normalised intensity of the band associated with magnetite. Also
can be seen is the rise of the Raman peak associated with the PTFE filters at 731 cm−1 and
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1380 cm−1 (shown in Fig.5.1) in Fig.6.1.(b) and (c), particularly for the spectra with lower
yFe. This indicates a lowered yield of nanomaterials, both iron oxides and carbon solids, at
these conditions because the background signal coming from the PTFE filter stars to appear
and interfere with the results.

The effect of varying yFe in the feedstock using ethanol as the carbon source on CNT
synthesis has also been studied in FCCVD synthesis. According to the literature, it is
reported that a composition where ferrocene mass fraction yFe falls in the range of 0.2–2.5
wt.% [34, 42] while using ethanol as the solvent is suitable for making CNTs, even aerogels,
albeit small amount of thiophene is doped in these studies. Given the fact that yFe in has
little impact on the synthesis of CNTs within the range of yFe considered here, one may
conclude that as long as there exists a iron precursor in a carbon source, a fraction of the
precursor, large or small, can decompose into catalyst nanoparticles for the inception of
CNTs given at a suitable synthesis temperature. The leftover iron atoms, on the other hand,
preferably combine with oxygen to form iron oxides, appearing in relatively large quantity in
the as-produced samples, due to the presence of H2O.

6.3.1.2 Bright-field microscopy

Fig.6.2 shows the light microscopic images of samples depositing on the PTFE membrane
filters, which were taken by using an x50 objective equipped in the Raman spectroscopy
system. The samples shown in Fig.6.2.(a) were produced at φ = 1.05 over different yFe in the
range of 0.1–3.0 wt.%. The shadowed/dark sites indicate the presence of solid deposits while
the bright area are the surface of the PTFE substrates. In general, the morphology of deposits
on the membrane filters varies with different yFe. The distribution of deposits at yFe = 0.1
wt.% resembles that at 1.0 wt.% in a way that small clusters of products in dotted shape are
evenly distributed on the substrate, whereas the latter is more densely stacked. When yFe

reaches 2.0 wt.%, one observes deposits in a short stripe-like shapes, which become more
densely packed into large stripes at 3.0 wt.%.

Fig.6.2.(b) illustrates the distribution pattern of samples on the filters produced at different
φ from 1.05 to 1.20 using the feedstock F6 with yFe = 3.0 wt.% (see Table 6.1). These images,
as a typical representation of the morphology change over different φ , show the changes
of the overall yield with the increasing φ from a qualitative perspective. At φ = 1.05, the
deposits are shaped into large and dense stripes, exhibiting a porous-like texture. As φ

increases (temperatures decrease), the deposits become less densely packed and break into
tiny spots. From these images, it can be deduced that the yield of solid products decreases
with the increase of φ , indicating the flame temperature is a dominant factor not only controls
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Fig. 6.1 Normalised Raman spectra of the samples produced using the feedstock containing
various mass fractions of ferrocene yFe at different φ of (a) 1.05, (b) 1.1 and (c) 1.2.
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(a) Bright-field microscopy images of the samples for differ-
ent yFe at φ = 1.05.

(b) Bright-field microscopy images of the samples for different φ at yFe = 0.3 wt.%.

Fig. 6.2 Bright-field microscopy images of the samples collected on the PTFE membrane
filters. (a) Images of the samples produced at φ = 1.05 using the feedstock with different
mass fractions of ferrocene yFe. (b) Images of the samples produced at different φ from
1.05–1.2 using Feedstock F6 (3.0 wt.% ferrocene and 97.0 wt.% ethanol).
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the CNT inception but also affects the yield of all solid products including CNTs and iron
oxides.

However caution must be taken when analysing these microscopic images, as water
vapour still exists downstream of the sampling flows even after passing through the cold
finger device designed to remove them. Therefore the leftover water vapour may condense
on the surface of the hydrophobic PTFE filter, washing out a fraction of samples. It may thus
cause a change of the sample’s morphology and hence misrepresent the yield.

6.3.1.3 SEM analysis

The SEM analyses were performed for the samples with various yFe produced at φ = 1.05
to examine their morphology on a nano scale. From Fig.6.3, the morphology of the solid
products formed at various yFe share a common feature in the distribution pattern: a web-
like structure. Such phenomenon has already been discussed in Chapter 5 where only at
temperatures beyond ~1300 ◦C (corresponding to φ = 1.15) can this structure be seen by
SEM. Higher temperatures not only result in an increased yield of CNTs but also promote
the entanglement of these carbon products, leading to the formation of the "scaffolding"
structure. This upholds the solid aggregates or particles that are likely to be either iron oxides
or elemental iron nanoparticles.

By comparing the SEM images in Fig.6.3, the variation of yFe appears to have little
impact on CNT production, and no significant changes of the number density of CNTs in the
solid products are clearly observed. Rather, there seems a positive correlation between yFe

and the overall yield of solid products including nanoparticles and CNTs, as these solids are
seen more closely packed at higher yFe according to the SEM images, identical to what has
been suggested in Fig.6.2. This may be caused by the increased iron input as yFe increases,
leading to the formation of both nanoparticles and CNTs. Due to the limitations of the
SEM system, the physical properties of CNTs produced with varying yFe cannot be precisely
determined. However, the direct measurement made by SEM on the images show that the
diameters of CNTs synthesised at all the conditions are of the order of 10 nm, and their
lengths can vary from 10 nm up to 1 µm. But no direct evidence is found to suggest a
positive correlation between the physical properties of CNTs and yFe based on the current
examination.

6.3.1.4 Summary

The the role of the iron catalyst, ferrocene, in the flame synthesis has been studied. Its mass
fraction yFe in ethanol was varied from 0.1 up to 3.0 wt.% and φ was shifted from 1.05 to 1.20
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Fig. 6.3 SEM images of the samples collected on PTFE membrane filters. (a) Images
of samples produced at φ = 1.05 using feedstocks containing different mass fractions of
ferrocene yFe. (b) Images of the samples produced at different φ from 1.05 to 1.2 using
Feedstock S6 (3.0 wt.% ferrocene and 97.0 wt.% ethanol).
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to study the impact of change on the synthesis. The as-produced sample were collected on the
PTFE membrane filters and characterised by Raman spectroscopy, bright-field microscopy
and SEM. The results show that with the addition of ferrocene, CNTs can be successfully
synthesised for different yFe, but preferably at higher temperatures i.e. above 1300 ◦C as
suggested by theoretical estimations. This temperature range is consistent with the results
reported by FCCVD studies where 1150–1450 ◦C is found to be ideal for SWCNT formation
[49]. But the varying yFe from 0.1 to 3.0 wt.% shows no direct effect on improving CNT
production since no marked change of the CNT number density in the as-produced materials
is observed. Furthermore, little evidence is found regarding the correlation between the
variation of yFe and the CNT physical properties such as length and diameter. However, there
appears a positive correlation of the overall yield of solid products with the increase of yFe

due to an increased iron input.

6.3.2 Effect of sulphur catalyst

The addition of sulphur into CNT production has been widely applied particularly in FCCVD
synthesis as it has been found to help promote the formation of CNTs, and even aerogels
[42, 34, 94, 137, 138]. Rarely, however, has there been much investigation on the sulphur
addition as a catalyst in flame synthesis of CNTs. Here, we investigate the role of sulphur in
flame synthesis by adding thiophene, the sulphur precursor, to the feedstock to study whether
sulphur can help promote the production of CNTs.

6.3.2.1 Raman spectroscopy analysis

Fig.6.4 summarises the Raman spectra normalised over each respective maximum intensity,
for samples synthesised in premixed H2/air flames at φ from 1.05 to 1.20 using the feedstock
with various sulphur-to-iron mass ratios, mS/Fe, from 0 to 10. Based on the observations on
Fig.6.4.(a), the effect of sulphur addition is found to be strong at very low levels of sulphur
addition. Generally, the Raman spectra of samples produced at various mS/Fe appear alike
at φ = 1.05,while those with sulphur share a more similar Raman features compared to
that without: a comparable IG/ID ratio at around 3.5, an intensified RBM and second order
G’-band, and a lowered peak associated with magnetite at 670 cm−1. Also observed in
Fig.6.4.(a) is the emergence of the band at ~1920 cm−1 on the Raman spectra of samples
produced with thiophene (mS/Fe > 0). This band, called iTOLA, is recognised as a double-
resonance Raman feature of CNTs which is not normally seen in graphite [127]. This mode
can shift from 1864 to 2000 cm−1 with the increase of laser excitation energy Elaser from
1.58 to 2.71 eV [139]. In addition, the normalised intensity of iTOLA band remains fairly



6.3 Results and discussion 98

500 1000 1500 2000 2500

Raman shift (cm
-1

)

0

0.2

0.4

0.6

0.8

1

R
a
m

a
n
 i
n
te

n
s
it
y
 (

a
.u

.)

 =1.05 m
S/Fe

 = 0

m
S/Fe

 = 0.1

m
S/Fe

 = 0.8

m
S/Fe

 = 2

m
S/Fe

 = 5

m
S/Fe

 = 10

G

D
RBM

G'

(a)

500 1000 1500 2000 2500

Raman shift (cm
-1

)

0

0.2

0.4

0.6

0.8

1

R
a
m

a
n
 i
n
te

n
s
it
y

 =1.1 m
S/Fe

 = 0

m
S/Fe

 = 0.1

m
S/Fe

 = 0.8

m
S/Fe

 = 2

m
S/Fe

 = 5

m
S/Fe

 = 10

RBM D

G

G'

(b)

500 1000 1500 2000 2500

Raman shift (cm
-1

)

0

0.2

0.4

0.6

0.8

1

R
a
m

a
n
 i
n
te

n
s
it
y
 (

a
.u

.)

 =1.15
m

S/Fe
 = 0

m
S/Fe

 = 0.1

m
S/Fe

 = 0.8

m
S/Fe

 = 2

m
S/Fe

 = 5

m
S/Fe

 = 10

RBM

D

G

G'

(c)

500 1000 1500 2000 2500

Raman shift (cm
-1

)

0

0.2

0.4

0.6

0.8

1

R
a
m

a
n
 i
n
te

n
s
it
y
 (

a
.u

.)

 =1.2
m

S/Fe
 = 0

m
S/Fe

 = 0.1

m
S/Fe

 = 0.8

m
S/Fe

 = 2

m
S/Fe

 = 5

m
S/Fe

 = 10

RBM

D

G

G'

(d)

Fig. 6.4 Normalised Raman spectra of the samples produced using feedstocks with varying
mass ratios of sulphur to iron mS/Fe at different equivalence ratios φ of (a) 1.05, (b) 1.10, (c)
1.15 and (d) 1.20.
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unchanged at ~0.1 of the maximum for all samples at mS/Fe > 0.1 regardless of the change
of φ .

The influence of varying mS/Fe on the characteristics of the Raman spectra of the as-
produced materials starts to become more pronounced at higher φ . As it has already been
found that temperatures are key to the CNT synthesis, it is seen from Fig.6.4.(b) that
the samples produced without sulphur (mS/Fe = 0) are more sensitive to the change in
temperatures compared with those with. Specifically, for samples produced without sulphur,
its IG/ID ratio plunges from 7.7 down to 2.2 (see Table 6.3) as φ increases from 1.05 to 1.10.
The addition of sulphur appears to help retain the CNT Raman features of the samples as φ

changes, particularly for those with higher mS/Fe. Table 6.3 summarises the IG/ID ratios for
all the samples collected in the present study, and shows that the IG/ID ratio for samples with
mS/Fe = 0.1 only drops slightly from 3.2 to 2.8 as φ increases from 1.05 to 1.10, indicating an
enhanced resistance to the drop of temperatures compared with the samples without sulphur
(IG/ID drops from 7.7 to 2.2). Moreover, beyond mS/Fe > 0.1, an increase in IG/ID is seen, in
particular for mS/Fe = 5 where IG/ID increases over 70% from 3.6 to 6.2. A further increase
in φ to 1.15 results in poorer CNT Raman features for both mS/Fe = 0 and 0.1. In contrast,
only a minor variation in IG/ID is seen for the rest of samples where one can see a moderate
increase for those with mS/Fe = 0.8 and 2 while a small decrease for 5 and 10. For φ = 1.20,
CNT features start to disappear for the zero sulphur case whilst they can still be found on
samples at mS/Fe = 0.1. But for higher sulphur levels, the Raman spectra of the samples
resemble those at φ = 1.05 despite of slightly higher signal-to-noise ratios and an increased
normalised intensity of the band of magnetite.

The addition of sulphur therefore appears to partly offset the effect of lower synthesis
temperatures resulting from higher φ . Therefore, sulphur present in the CNT synthesis
appears to lower the minimum synthesis temperature required for the inception and growth
of CNTs. This may be associated with the production of nanoparticles,resulting a decrease in
IG/ID as number density ratio of nanoparticles to CNTs increases with temperatures. This
suggestion is discussed in the the following SEM analysis.

To further understand the changes of the Raman spectra of CNTs as a result of sulphur
addition, a deconvolution of the Raman spectra near the region between the D and G bands,
1200–1800 cm−1, was performed using the Gaussian-Lorentzian fitting function [131], for
the cases around φ = 1.05 . Due to the high similarity in the Raman spectra among the
samples with mS/Fe > 0.1, we chose the spectrum of mS/Fe = 0.8 as a representation of the
samples produced at higher mS/Fe. The comparison of the Raman spectra between these
samples is illustrated in Fig.6.5.
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Fig. 6.5 Normalised Raman spectra (shaded dot) and their spectral deconvolution into
Lorentzian peaks in the range of wave number between 1200 and 1800 cm−1 for the samples
produced with different sulphur-to-iron mass ratios mS/Fe from 0 to 0.8 at φ = 1.05.



6.3 Results and discussion 101

Table 6.3 Normalised Raman intensity ratios of the G-band to D-band IG/ID for the samples
produced using the feedstock containing various sulphur-to-iron mass ratios mS/Fe at different
φ from 1.05 to 1.20.

Test No. mS/Fe
IG/ID

φ = 1.05 φ = 1.1 φ = 1.15 φ = 1.2

S0 0 7.7 2.2 2.0 1.2
S1 0.1 3.2 2.8 2.1 1.6
S2 0.8 3.8 4.3 5.6 3.3
S3 2 3.4 4.1 5.1 3.4
S4 5 3.6 6.2 5.3 3.1
S5 10 3.2 3.8 3.5 3.3

Table 6.4 Fitting parameters (obtained by using the Gaussian-Lorentzian function) for the
Raman spectra shown in Fig.6.5.

mS/Fe
Wavenumber of the fitted peaks (cm−1)

D D3 G− G+ M

0 1339 1515 1579 1593 1750
0.1 1342 1502 1577 1590 1711
0.8 1336 1510 1541 1588 1724

According to the figure, the deconvolution of the normalised Raman spectra of the samples
with mS/Fe from 0 to 0.8 at φ = 1.05 is shown. These Raman spectra are deconvoluted into 5
Lorentzian peaks, D, D3, G−, G+ and M modes, in the wavenumber range of 1200 to 1800
cm−1. The shaded dots represent the original data while the thick black line and the thin lines
in various colours represent the fitting curve and the deconvoluted peaks, respectively. The
fitting parameters for each sample are summarised in Table 6.4. Clearly observed in Fig.6.5
are the pronounced changes in the Raman spectra with the increase of mS/Fe. A broadening
effect is seen at the G-band spectrum, particularly at the lower frequencies. This is a result
of the increased normalised intensity of D and D3 peaks after the addition of sulphur into
the feedstock based on the current Lorentzian peak assumption. Specifically, the relative
intensity ratio between D and D3 peaks is hardly affected by the sulphur catalyst, merely
rising from 1.3 to 1.6 as mS/Fe changes from 0 to 1. However, their normalised intensities
are tripled and doubled at mS/Fe = 0.1 and 0.8, respectively, indicating a lowered intensity of
the G-band compared with mS/Fe = 0. As mentioned in the previous chapter, the D peak, a
common feature present in carbon allotropes, is associated with defects in materials while
D3 peak is mostly observed in amorphous carbon, e.g. soot [131]. Apart from appearance
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of the broadening line shape of the G-band, downshifted G+ and G− peaks at ~1580 cm−1

1540 cm−1, respectively, are also observed for all the samples with mS/Fe ≥ 0.1 regardless
of the variation of φ . This characteristic feature in the G spectrum appears to be consistent
with that found in metallic CNTs, under a specific name of Breit-Wigner-Fano lineshape
[127, 140]. Therefore, the characteristic Raman features of CNTs are seen to experience
pronounced changes as mS/Fe increases up to 0.8, and a transition is clearly observed.

Returning to Fig.6.4, an enhanced RBM can be observed on the Raman spectra with
mS/Fe > 0. This region is therefore extracted and compared in Fig.6.6. As shown in the
figure, there exist two distinct and intense peaks at ~230 cm−1 and ~268 cm−1, and a less
pronounced peak at ~286 cm−1 within the RBM region for all the samples with mS/Fe > 0.
The rise of the less intense peak at ~286 cm−1 is likely to be associated with the formation of
FeS or mackinawite. This compound has been reported to have a featured Raman peak at
~283 cm−1 [141], and is absent from the Raman spectra at mS/Fe = 0. The appearance of
the other two distinct peaks are likely to be a result of the radial vibration of carbon atoms
in CNTs, and hence are the RBM features. The normalised Raman intensities of these two
peaks at different mS/Fe become more differentiated from their counterparts with the increase
of φ , indicating an impact due to the variation of temperatures. These RBM features usually
occur in the frequency range of 120–350 cm−1 for SWCNTs of diameters of 0.7–2 nm [127].

The phenomena of an enhanced intensity of the RBM and G’-band, and downshifted
and lowered G-band features found on the current investigation have also been observed
by experimental and numerical studies in isolated metallic SWCNTs comparing with the
semiconducting ones [127, 142, 140]. However, extra care must be taken when analysing
these features as the Raman signals in the present study are not directly obtained from an
isolated and well-characterised CNT fibres but rather the bundles of CNTs with impurities
distributed on the surfaces. Therefore it is difficult to determine if it is the sulphur that
changes the properties of CNTs from semiconducting to metallic at this stage, but the
features appeared point out the possible implication that adding sulphur into the combustion
synthesis might have the aforementioned effect.

6.3.2.2 Morphology analysis by SEM

To further study the role of sulphur in the CNT synthesis, a morphology investigation
of the samples produced with various sulphur-to-iron mass ratios, mS/Fe, was carried out
using scanning electron microscopy. These samples collected on the PTFE filters were
examined without any additional treatment, except for a sputter coating on the samples using
gold/palladium, a routine step to prevent overcharging the materials.
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Fig. 6.6 Normalised Raman spectra of the radial breathing mode (RBM) region of the samples
produced using feedstocks with various sulphur-to-iron mass ratios mS/Fe at different φ of
(a) 1.05, (b) 1.10, (c) 1.15 and (d) 1.20.
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Fig.6.7 compares the SEM images of samples produced at φ = 1.05 with mS/Fe = 0 (no
sulphur) and 0.1 corresponding to the feedstock of S0 and S1 in Table 6.2, respectively.
Fig.6.7.(a) and (b) shows a marked change in the morphology as a result of sulphur addition,
albeit very small mass addition (0.1 wt.% of thiophene in the feedstock). Specifically, isolated
CNT fibres and their webs are more clearly seen on the samples in Fig.6.7.(b) than in (a),
indicating an increased number density of CNTs as a result of thiophene addition, although
nanoparticles still appear as a major solid product. More details of the comparison can
been seen on a smaller scale in Fig.6.7.(c) and (d). Apparently shown in these images
is that CNTs formed at mS/Fe = 0.1 are in a much larger quantity and their lengths also
appear longer in comparison with those formed at mS/Fe = 0. The diameters of the CNTs
can vary but are all of the order of 10 nm, comparable to those at mS/Fe = 0. While some
CNTs are seen to have larger diameters up to 20 nm in Fig.6.7.(d), but these are expected
to be CNT bundles comprising of several entangled CNT fibres. This is evident by the
detection of nodes or diversions of these thick tubes into the thinner ones as shown in the
inserted images in Fig.6.7.(d). By comparing the inserts in Fig.6.7.(c) and (d), it appears that
nanoparticles are preferably packed into clumps instead of forming into radially stretched
soot-like agglomerates after adding thiophene. As a consequence, a transition from soot-like
agglomerates into a cotton-like morphology, shown in Fig.6.7.(a) and (b), is hence developed
due to the presence of sulphur.

The results illustrated above indicate sulphur serves as a promoter for CNT growth during
the flame synthesis, which changes the morphology of the samples and thus increases the
proportion of CNTs with respective to crystalline nanoparticles (iron oxides and elemental
irons). Hence the following questions arise: 1) how does the variation of the mass ratio of
sulphur to iron mS/Fe affect the sample’s morphology? 2) Is there an optimum composition
of the feedstock where CNTs production is maximised relatively to nanoparticles? A further
SEM investigation was thus carried out.

Fig.6.8 illustrates the variation of the morphology of samples produced with elevated
mS/Fe ratios using the premixed H2/air flames at φ = 1.05. The morphology of samples
changes markedly with the increase of mS/Fe, and the most distinct change is an increased
density of nanoparticles with mS/Fe. For mS/Fe = 0.8, CNTs are more clearly observed
and have an increased number density based on a visual estimation compared with that at
mS/Fe = 0.1 (Fig.6.7.(b)). Furthermore, these CNTs possess longer lengths (> 1 µm) and
seem to have fewer impurities deposited. A detailed shape of these CNTs is shown in the
inserted image in Fig.6.8.(a) where several CNT fibres of diameter of ~5 nm are entangled
and shaped into a web-like structure. Similarly to those at mS/Fe = 0.1, the nanoparticles at
mS/Fe = 0.8 also tend to aggregate into clumps rather than being formed as a part of soot-like
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Fig. 6.7 SEM images of the samples produced at φ = 1.05 using the feedstock without
sulphur at mS/Fe = 0, (a) and (c), and with sulphur at mS/Fe = 0.1, (b) and (d).

web structures, which makes it difficult to discern evidence of CNT fibres. When mS/Fe

increases to 2, there is an increased number density of nanoparticles instead of CNTs in
contrast with the trend as observed below mS/Fe = 2. At this condition, CNTs appear to be
embedded underneath the nanoparticles as evidenced by the insert, which shows CNTs are
surrounded by aggregates of nanoparticles. Beyond mS/Fe = 2, a deteriorated morphology
can be seen in Fig.6.8.(c) and (d) where CNTs become even harder to detect, despite that the
Raman results revealed in Fig.6.4 still provide the evidence of the existence for high ID/IG

Raman signatures. Given that, it can be inferred that at φ = 1.05 there exist a window of
mS/Fe between 0.1 up to 2 where an enhanced proportion of CNTs to nanoparticles can be
achieved.
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Fig. 6.8 SEM images of the samples produced at φ = 1.05 using the feedstock with various
sulphur-to-iron mass ratios mS/Fe from 0.8–10.

According to the results by Raman spectroscopy shown in Fig.6.4 and Table.6.3, the
CNT Raman features still remain pronounced as φ increases, indicating that, in contrast to
the conditions without sulphur, the production of CNTs is less affected by an elevation of
equivalence ratios or lower flame temperatures, if sulphur added. This suggests an enlarged
formation window of synthesis temperatures due to sulphur addition. Therefore we further
examined the samples produced at higher φ using SEM to find out the change of morphology
with increasing φ .

Fig.6.9 summarises the typical morphology of samples produced using feedstocks with
different mS/Fe at φ = 1.20, reflecting the changes by sulphur addition to the morphology.
In general, beyond φ = 1.05, which corresponds to the highest flame temperature in the
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Fig. 6.9 SEM images of the samples produced at φ = 1.20 using the feedstock with various
sulphur-to-iron mass ratios mS/Fe from 0–5.0.

current study, there is a marked increase in nanoparticles for the samples with mS/Fe = 0;
and the web-like structure completely disappears beyond φ = 1.15 as shown in Fig.6.9.(a).
Moreover, no CNTs can be found in these samples by SEM, and the CNT Raman features on
their spectra completely disappear. In contrast, by adding thiophene into the synthesis, the
morphology of the as-produced samples significantly changes. The impact of the variation
of mS/Fe on sample’s morphology is most distinctly seen at φ = 1.05 shown in Fig.6.8
where an optimum condition for CNT synthesis resides in the range of mS/Fe = 0.1−2.0.
However their morphology becomes closely resembled at φ beyond 1.05 according to our
SEM examinations, indicating a weakened impact by the variation of mS/Fe.
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Fig.6.9.(b)-(d) illustrate the distribution pattern of samples produced using feedstocks
with different mS/Fe at φ > 1.05. In contrast to that with mS/Fe = 0 (see Fig.6.9.(a)), the
web-like structure prevail across all mS/Fe from φ = 1.1−1.2, and isolated CNTs can still
be found without much effort by SEM (highlighted on insets). Therefore, it becomes much
clearer why the Raman intensity ratios IG/ID of samples with mS/Fe > 0.1 (see Table.6.3)
reach their maximum values beyond φ = 1.05. As evidenced by Fig.6.8, there is a monotonic
increase in number density of nanoparticles with mS/Fe particularly beyond 2, where CNTs
are embedded in the lumps of nanoparticles. As a consequence, this morphology results in
a lowered IG/ID ratio for these products. However, when φ increases further, the web-like
structures re-emerge for all the samples with mS/Fe > 0.1, indicating an increased proportion
of CNTs with respective to nanoparticles. This leads to a higher IG/ID ratio on their Raman
spectra compared with those at φ = 1.05.

Therefore it may be inferred from the current findings that adding sulphur into the
combustion synthesis leads to an enlarged temperature window within which CNTs are
formed. However, it is must be pointed out that although the premixed flames with lower φ

become capable of making CNTs if sulphur is added, the length of CNTs is generally shorter
than those at φ = 1.05 even though the residence time τ is longer at higher φ . Therefore,
synthesis temperatures remain as the dominant parameter that not only controls the inception
but also the growth of CNTs.

6.3.2.3 Characterisation by TEM

The properties of CNTs produced with varying conditions have been characterised via Raman
spectroscopy and SEM in the previous sections, while a more precise determination of the
physical properties of CNTs formed in the current synthesis is still needed. Hence we resorted
to transmission electron microscopy to get a closer look at the CNTs, including their number
of walls and diameters, and nanoparticles.

Given the results revealed from the above investigations, we chose to produce the samples
at one of the optimum conditions where φ = 1.05 and the feedstock consisted of mS/Fe = 1.2
(ferrocene 2 wt.% and thiophene 1.9 wt.%) for the TEM characterisation. In order to get
enough materials for the analysis, the products were collected via the sampling unit for 10
min until the PTFE filter was completely covered by the solids. These materials on the filter
were cut into a number of pieces for TEM and SEM examinations.

Prior to TEM, the samples were examined by SEM whose images are shown in Fig.6.10.
The morphology of the sample exhibits two dominant patterns: 1) a closed-packed pattern
(Fig.6.10.(a)), and 2) a web-like structure (Fig.6.10.(b)). From the LHS image, one can
clearly see CNTs hanging in parallel across the "valley" which connects two large bulks of
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(a) (b)

Fig. 6.10 SEM images of two types of morphologies (a) and (b) of the sample produced at
φ = 1.05 using the feedstock with the sulphur-to-iron mass ratio mS/Fe of 1.2 (2.0 wt.% of
ferrocene and 1.9 wt.% of thiophene). The whole sampling process lasted for 10 min via the
probing unit.

nanoparticles. The inserted image provides a more detailed look of the CNTs. These CNTs
with a diameter around 5 nm are generally well stretched, having a visible length over 200
nm but likely much longer. This morphology is of particular interest as it confirms that CNTs
do exist inside the clumps of nanoparticles, which is not clearly exhibited in Fig.6.8. In
addition, the other distribution pattern seen on the same sample is also of interest. Observed
from Fig.6.10.(b) are web-like structures of CNTs with nanoparticles attached, and they
are loosely distributed on the surface of the densely packed nanoparticle clumps as seen in
the LHS image. It is shown that CNTs of comparable diameters (5 nm) to those shown in
Fig.6.10.(a) possess much longer lengths extending up to 2 µm. This suggests that a large
quantity of CNTs are actually embedded within the nanoparticle lumps. And the cause for
this likely attributes to the long sampling time, as it leads to a collection of a large quantity
of both CNTs and nanoparticles which are then densely stacked over time until pores within
the web-like structures are fully blocked.

Fig.6.11 presents the TEM images of the samples with mS/Fe = 1.2 produced at φ = 1.05.
Generally, the existence of CNTs is further confirmed by these images, as one can clearly
see hollow cylindrical structures of these tubes. From Fig.6.11.(a), a CNT with a hollow
structure can be easily seen, which appears to grow upon a nanoparticle nearby. Based
on the direct measurements of the image, the outer and inner diameters of the CNTs are
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(a) (b)

(c) (d)

Fig. 6.11 TEM images of the samples produced at φ = 1.05 using the feedstock with the
sulphur-to-iron mass ratio mS/Fe of 1.2 (2.0 wt.% of ferrocene and 1.9 wt.% of thiophene).
The whole sampling process lasted 10 min.
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determined as 5.45 nm and 2.59 nm, respectively, which yields a wall thickness of ~1.4
nm. However, it is hard to determine the number of walls of this tube, due to the limited
resolution of the image. Fig.6.11.(b) shows several CNTs of different diameters joining
to form a CNT bundle of an outer diameter of ~12 nm. Similarly to the images shown in
Fig.6.11.(a), these individual CNTs are seen originating from nanoparticles on the RHS.
Moreover, the inner structures of the CNTs such as wall boundaries can be more easily
seen. Although the resolution is still limited, it can be discerned that the CNT of 2.57 nm
outer diameter appears to be single-walled, while the other two next to it appear to have
several walls. However, it is hard to distinguish whether these two thick tubes are actually
individual CNTs or CNT bundles. More information revealed from this image is that these
tubes all have a clean centre without impurities trapped in, showing an indication of good
quality of the CNTs. Fig.6.11 (c) and (d) depict a splitting CNT bundle which is originated
from the nanoparticles on the RHS shown in Fig.6.11(c). This CNT bundle has a smaller
outer diameter of 6.5 nm, half of that shown in the previous images. This CNT bundle
is seen to split into 2 or 3 individual CNTs or smaller bundles as it grows away from the
nanoparticles. The wall boundaries inside bundle are clearly exhibited, and one can confirm
that the CNTs of smaller O.D. are composed of a couple of walls. But whether or not these are
constructed by SWCNTs is still an open question due to the limited contrast and resolution
feasible, although indications associated with SWCNTs have already been shown in the
Raman spectroscopy Fig.6.6. Therefore a further analysis by TEM to confirm the existence
of SWCNTs is required. In addition, a closer look at the nanoparticles shown in Fig.6.11 (c)
and (d) reveals that most of the nanoparticles are highly crystallised, possessing well-ordered
arrangements of atoms or molecules. These ordered structured are more likely to belong to
iron oxides or elemental iron solids rather than amorphous carbon, whilst some nanoparticles
appear to have or partially covered by non-crystallized structures, which might be amorphous
carbon. These suggestions however need to be further confirmed by techniques such as X-ray
powder diffraction (XRD), which could identify phases of crystalline structures.

Nevertheless, Fig.6.11 confirms the existence of CNTs and CNT bundles. Furthermore, it
shows that individual CNTs generally possess very small diameters (< 3 nm) with a couple
of layers constructed inside. This figure also shows that the majority of nanoparticles are
seen to possess crystalline structures instead of amorphous arrangements. And this implies
that most of available carbon might transit into CNTs rather than their amorphous allotropes,
which is a good sign for the potential scalability of the current process.
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6.4 Conclusion

This chapter presents the results from the investigations of the effects of ferrocene and
thiophene on the CNT synthesis using the current flame-based system. The premixed H2/air
flames at different φ from 1.05 to 1.2 were used as the heat source for both studies. Various
mass fraction of ferrocene yFe from 0.1 up to 3.0 wt.% dissolved in ethanol solvent were
supplied as the feedstock for the ferrocene experiments. Whilst the feedstock containing
various proportions of ferrocene and thiophene normalised as mass ratios of sulphur to
iron mS/Fe in the range of 0 up to 10 were used for the thiophene investigation. Different
characterisation techniques have been used to determined the properties of the as-produced
materials including Raman spectroscopy, scanning electron microscopy, and transmission
electron microscopy.

CNTs were successfully produced over the whole range of φ and yFe considered. Higher
temperatures were found as a dominant parameter rather than yFe for the CNT synthesis. yFe

was found to have little effect on regulating the proportions of CNTs over nanoparticles but
rather to slightly increase the overall yield of both. While more insights were gained from
the study of thiophene. The results revealed that sulphur has an effect of moderating the
proportion of CNTs over nanoparticles, making CNTs more favoured to form, particularly
for the feedstock with mS/Fe of 0.1–2. Furthermore, by adding thiophene into the synthesis,
CNTs were found to grow longer and in a much larger quantity compared with those without
sulphur exclusively at φ = 1.05 corresponding to a computed flame temperature of ~1450
◦C. While when mS/Fe increased beyond 2, a decreased proportion of CNTs was observed,
indicating an adverse effect on CNT synthesis. In addition, sulphur was found not only to
moderate the proportion of CNTs over nanoparticles and promote the inception and growth
of CNTs, but it also lowered the minimum temperature at which CNTs formed. CNTs were
successfully formed at φ = 1.2 with mS/Fe > 0 where no traces of CNTs were found for
cases without thiophene. The results above confirm the addition of sulphur is beneficial for
the CNT synthesis, and the optimum range of mS/Fe was identified as 0.1–2.0.



Chapter 7

A Numerical Study on the Premixed
Flame Synthesis of CNTs

7.1 Introduction

In Chapter 5 and 6, we have demonstrated the feasibility of producing CNTs using a pre-
mixed H2/air flame. This synthesis method facilitates the understanding of the mechanisms
underlying the formation process of CNTs due to its 1-D flame structure, simple post-flame
products, and the potential feasibility of doing optical diagnostics. Moreover we have also
developed our knowledge of CNT formation using the 0-D thermodynamic equilibrium and
the 1-D burner-stabilised flame models. These theoretical calculations are assisted by using
the open-source software, Cantera, which has a variety of tools for investigating processes
involving chemical kinetics, thermodynamics, and transport [76]. The computational results
yielded from these models provide valuable insights about the process and help researchers in
the field to better understand the CNT formation, and the complex species distributions. Nev-
ertheless these models still have limitations, particularly for analysing our current combustion
process as it involves variations in a higher dimension.

We demonstrate here a 2-D numerical method which links the results from the 0-D and
1-D models to the present study to develop a better understanding of the CNT formation
in the combustion system. This 2-D model primarily focuses on the mixing between the
centrally injected feedstock (ethanol, catalyst precursors and argon), and the surrounding
flows comprising H2O and N2 formed from the premixed hydrogen flames. This study aims
to investigate the species and temperature distributions of the synthesis in an axisymmetrical
domain.
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7.2 Methodology

The present model is built for predicting local temperatures and mixing status on the basis of
the following assumptions:

1. Incompressible, laminar and axisymmetric flow with variable density at atmospheric
pressure;

2. Unity Lewis number Le = 1 i.e. the thermal diffusivity α equals to the mass diffusivity
D f ;

3. Identical diffusivity for all gaseous species;

4. Laminar, steady, and axisymmetric flow;

5. Negligible radiation and conduction losses;

6. Negligible axial diffusion of momentum and species.

Whereas not all of these assumptions are strictly true in the current experiment conditions,
the simplified assumptions allow a construction of mixture fraction-temperature maps which
assist the understanding of the reacting environment, and serve as a reasonably realistic
preliminary model of the system.

Fig.7.1 illustrates the 2-D diffusion model for the flame synthesis. The centrally injected
feedstock consists of carbon sources, catalyst precursors, and argon, whereas the surrounding
flow is composed of H2O and N2 from the hydrogen flames. These two streams are mixed in a
confined domain with different proportions depending on the location. To qualitatively study
this process, the following governing equations and assumptions are used for the calculations.

7.2.1 Species conservation

The control volume considered herein is based on cylindrical coordinates. The steady state
species conservation equation for a 2-D cylindrical element, neglecting axial diffusion can
be written as:

ρuz
∂Yi

∂ z
+ρur

1
r

∂

∂ r
(rYi) =

1
r

∂

∂ r

(
rρD f

∂Yi

∂ r

)
+ ẇi (7.1)

where Yi and Ye are the mass fractions of the surrounding gases (H2O and N2) and the
feedstock injected through the central tube, respectively. D f is the mass diffusivity of species
and ẇi is the rate of production of the species i. For inert or conserved species, ẇi = 0.
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Fig. 7.1 Schematic representation of the 2-D diffusion model for the pyrolysis.

7.2.2 Mixture fraction

We consider a conserved quantity across the reaction zone, such as the total number of atoms
or the total energy in an adiabatic exchange. This allows the conservation equations to be
expressed without a reaction term, which can be considered later as a function of the state
space. We can therefore take the mixture fraction to be defined as the total enthalpy. In a
system with constant properties, where the specific heat is constant, the mixture fraction thus
be defined as:

ξ =
T −Ti,0

Te,0 −Ti,0

where Te,0 and Ti,0 are the initial temperature of feedstock and the surrounding hot gases. The
mixture fraction ξ can also be written as the normalised corresponding to atomic quantities
in the mixture, which are conserved across the mixing/reaction region,

ξ =
Ye

Ye,0

where Ye and Ye,0 are the actual and initial mass fractions of carbon sources, respectively.
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7.2.3 Axial momentum conservation

The axial momentum conservation states that the sum of the forces in the axial direction
must equal the net momentum flow out of the control volume:

1
r

∂

∂ z
(rρuzuz)+

1
r

∂

∂ r
(rρuzur) =

1
r

∂

∂ r

(
rµ

∂uz

∂ r

)
+g(ρ∞ −ρ) (7.2)

where µ is the dynamic viscosity. The Eq.7.2 is valid throughout the entire 2D axisymmetric
flame domain without any discontinuities.

7.2.4 Continuity equation

The overall mass conservation herein considers major mass transport routes: the axial
convection and the radial diffusion, which is given as

∂ρuz

∂ z
+

1
r

∂

∂ r
(rρur) = 0 (7.3)

It is worth of noting that this is not an independent equation, and it is a result of the sum of
all species equations.

7.2.5 Equation of state

To solve above equations, a knowledge of mixture density ρ is needed. According to the
state of equation, the density can be derived as

ρ =
PW
RuT

(7.4)

where W is the mean mixture molecular weight which can be calculated based on the mixtures
by

W =
I

∑
i

(
Yi

Wi

)−1

(7.5)

where Yi and Wi are the local mass fractions and molecular weights of each species.
The density of the mixture is given by

ρ =
pW
RuT

(7.6)
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Table 7.1 Specifications of the transport properties of the pyrolysis mixtures

Parameter Reference value at 300 K Relation

D f
∗ 2.5×10−5 m2 s−1 D f = 1.87×10−10 T 2.072

P (T < 450 K)

D f = 2.75×10−9 T 1.632

P (T > 450 K)

µ 1.86×10−5 kg m−1 s−1∗∗ µ = µre f

(
T

Tre f

) 3
2 Tre f+S

T+S , S = 125 K

* Using D f of H2O in air as the global D f , see details in Ref.[143].

** Using µ of air as the global µ , see details in Ref.[144].

7.2.6 Boundary conditions

To solve the differential equations, a series of boundary conditions are specified and listed
in Table 7.2. For the boundary condition at z = 0, the radial region is divided into two parts
as shown in Fig.7.1: 1) the central injection region, and 2) the outer surrounding region.
The central and the outer regions have radii of rc = 3 mm and rw = 35 mm, respectively.
The initial temperature of the central stream Te,0 is set at 100 ◦C which is controlled by
the heating unit as described in Chapter 4, while that of the surrounding flow Ti,0 can vary,
which is determined by the mass flux ṁ

′′
of the H2/air mixture, as shown in Fig.5.9. The

axial velocities, ue and ui, are the initial values for the central and the surrounding flows,
respectively.

Table 7.2 Boundary conditions for the diffusion model

Boundary Mixture fraction ξ Axial velocity Radial velocity

z = 0, 0 ≤ r ≤ rc 1 uz = ue

ur = 0

z = 0, rc < r < rw 0 uz = ui

z = ∞ 0 uz = 0

r = 0 ∂ξ

∂ r = 0 ∂uz
∂ r = 0

r = rw ξ = 0 uz = 0
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7.3 Results and discussion

The present numerical results are calculated based on the standard condition at φ = 1.05
used for making CNTs as described in Chapter 5. At this condition, H2 and air are supplied
at 7.0 slpm and 16.7 slpm, respectively. After combustion, the post-flame products formed
from this mixture are primarily H2O and N2 which have molar fractions of 35% and 65%,
respectively, as indicated by the 1-D burner stabilised flame model. The combustion produces
a flame temperature Tb of 1450 ◦C (see Fig.5.9), hence giving rise to an initial axial velocity
for the surrounding flow of ui,0 = 0.6 m/s. The feedstock is injected through the central tube
at 0.5 ml/min and carried by an argon stream of 0.1 slpm. This yields an initial axial velocity
for the central stream of ue,0 = 0.27 m/s. Based on these initial assumptions, the present
model simulates the whole mixing process, and the results are illustrated in Fig.7.2.

Fig. 7.2 Simulated results for the axisymmetric pyrolysis zone under combustion synthesis.
The simulation was carried out based on the standard condition where the outer mixture is
burned at at φ = 1.05 (7.0 slpm H2 and 16.7 slpm air). The feedstock was injected at 0.5
ml/min and carried by an argon stream at 0.1 slpm. Rightmost image shows a photograph of
the flame under pyrolysis condition.
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According to Fig.7.2, the plots shown from left to right are the spatial distributions of
mixture fraction ξ , local temperature T and axial velocity uz, and the image of the pyrolysis
region, respectively. From the plot corresponding to the spatial distribution of ξ , it is seen
that the feedstock injected from the central tube diffuses out with increasing axial distance,
and ξ soon becomes lower than 0.5 at axial locations beyond 10 mm. This plot provides
the spatial distribution of ξ by which the local mass fractions of the feedstock Ye and the
surrounding stream Yi can be calculated accordingly. The information of Ye (mass fraction
of the feedstock) and Yi (mass fraction of the surrounding gas) may be used as the input
parameters for further analysis by using the 0-D equilibrium model as described in Chapter
2. Next is the the plot which depicts a detailed temperature distribution of the process. The
surrounding flow comes out from the premixed H2/air flame has an initial temperature of
1450 ◦C much higher than the centrally injected stream which is just heated to 100 ◦C.
While the fast diffusion of species leads to a rapid increase of local temperatures for the cold
feedstock. And it is seen that the temperature at r = 0 rapidly elevates to 1000 ◦C at just
above 20 mm in the axial direction, quickly approaching the temperature range suitable for
making CNTs as recommended by FCCVD studies.

It must be pointed out that the present model does not consider the heat loss to the
environment and therefore can only be used for a rough estimation. Refinements shall be
made if more accurate results are demanded. The third plot illustrates the spatially-resolved
axial velocity of the mixing flows. Since the present model has taken the density change of
gaseous species into account, such change due to the rise of temperatures accelerates the
flow, leading to an increased axial velocity with the elevation of heights. The flow following
the centreline possesses a higher velocity compared with those at a radial position away from
the centreline. This is due to the no-slip boundary constraint made for the model, where the
uz at r = 35 mm equals to zero. Hence one shall see a decrease in uz with the increase of r
for a given axial distance (> 20 mm). Accordingly, the residence time for the feedstock at
the centreline shall be of the order of ~200 ms.

The current model provides critical information of the spatial distributions of input
species, temperature and axial velocity, laying the foundation for a deeper understanding
of the production of CNTs in the present combustion system. Moreover this computational
method serves as a pivotal that connects our numerical models developed in this thesis. We
hereby propose a strategy for utilising these modelling methods for studying the synthesis.
Fig.7.3 shows the general procedures for a systematic numerical analysis for the CNT
production. First, the critical experimental parameters for a successful CNT synthesis serve
as the key inputs for the computational study. These include the reactant species, mass fluxes
and the burner temperatures. The following 1-D flame simulations based on these input
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parameters yield flame temperatures and the distribution of post-flame products, which are
then used for the 2-D diffusion modelling. Afterwards, the calculated spatial distribution
of mass fractions of species and temperatures are then used as the final inputs for the 0-D
analysis by the equilibrium calculations. This produces a spatially-resolved distribution of
equilibrium species that ultimately gives a full picture of the entire process.

However, further work is needed to make for improving the current 2-D diffusion model
as it still has some limitations. In our current assumptions, chemical reactions are not
considered during the mixing of the two streams as there exist some questions need to be
answered. First, does H2O engage in the pyrolysis of ethanol? If so, what the consumption
rates are? This must be considered as a source term in Eq.7.1. Second, what is the minimal
temperature at which ethanol starts to pyrolyse? Does the thermal decomposition rates fast
enough that could be assumed as a reaction sheet model i.e. infinitely fast chemical kinetics?
This question is rather critical as it allows us to identify the boundary of the chemical
reactions by re-defining the current mixture fractions. Hence the present 2-D diffusion model
becomes more practically applicable as it resembles a commonly used diffusion flame model.

Fig. 7.3 Schematic of the numerical analysis pathway for the CNT synthesis in the combustion
system.

7.4 Conclusion

In this chapter, we have proposed a 2-D diffusion model for a computational analysis for
the combustion synthesis. This model was built on the basis of non-reacting axisymmetrical
laminar jets, which describes pure mixing of two streams: 1) centrally injected feedstock
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containing ethanol, catalyst precursors and argon gas, and 2) hot post-flame products, H2O
and N2, of the surrounding central flows. Spatially-resolved distributions of mixture fraction
ξ , local temperature T and axial velocity uz were obtained for the standard condition at
φ = 1.05 for producing CNTs. Ethanol, as the carbon source, has been found diffuse out
quickly, with its mass fractions halved just over 10 mm in the axial distance. The cold central
stream is heated quickly by the surrounding flows, which reaches 1000 ◦C from its initial
temperature at 100 ◦C over just 20 mm in the axial direction. The density change of the
feedstock as a result of heating by the surrounding flows accelerates its axial velocity, which
yields a residence time of the order of 200 ms given for a length of 300 mm. The current
model serves as a pivot that connects the 1-D burner stabilised flame model with the 0-D
thermodynamic equilibrium method. Further improvements in chemical reaction parts are of
urgent need to help refine the current 2-D model so as to estimate the spatial distribution of
species with an assistance by the equilibrium model.



Chapter 8

Conclusion and future work

8.1 Conclusion

In the present project, we have carried out a serial of numerical studies and experimental
investigations on CNT synthesis, and our understanding of the inception and growth of CNTs
has hence been improved. All the experimental conditions of the flame synthesis are listed in
Appendix B in Table B.1. We here summarise the primary results in this thesis as follows:

1. A multi-phase thermodynamic equilibrium model is developed for studying the species
and phase distributions in a FCCVD system. Thermodynamic properties of CNTs ob-
tained from literature are compared against that of graphite, and only slight deviations
are found in the threshold formation temperature of each graphitic carbon allotrope.
The atomic partitions of Fe and S elements at equilibrium are however not affected.
Iron carbide (Fe3C) is found to be the primary iron-containing species that exist in both
solid and liquid phases within the furnace temperature range (1000–1400 ◦C), while
atomic iron vapour Fe(g) is expected to form at T > 1250 ◦C. H2S consumes nearly
all of the S atoms in the furnace temperature region with a small fraction of S atoms
being occupied by SH(g) and CS(g) species. While at lower temperatures (T < 800
◦C), S atoms are more favoured to form FeS(s) than H2S(g). An isothermal study of
the varying proportions of C, Fe and S elements reveals that Fe3C, γ-Fe, FeS and C(s)
are the four condensed-phase species that may be expected during the synthesis. With
oxygen presents in the synthesis, CO is expected to form at the furnace temperatures.
The formation of C(s) is significantly affected by the atomic molar ratio O/C. No C(s)
is expected if O/C exceeds 1.0, which provides a guideline for selecting carbon sources
for CNT synthesis.
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2. We developed a premixed flame synthesis apparatus with optical access for in situ
diagnostics. CNTs were successfully produced using rich H2/air premixed flames and
the feedstock containing ethanol, ferrocene and thiophene. Various characterisation
techniques were applied for studying the properties of the as-produced CNTs and
nanoparticles. A CNT formation window of φ = 1.0–1.2 was identified. With the
assistance of the 1-D burner stabilised flame model, the flame temperature was found
critical to a successful CNT synthesis, which was determined by φ and the mass flux
ṁ

′′
of the H2/air mixtures. The EDX analysis suggested that nanoparticles formed

along with CNTs were primarily iron oxides. While the specific chemical forms of
these nanoparticles are still unknown, and other methods such as X-ray diffraction
(XRD) can be used for a further investigation.

3. A parametric study of the roles of ferrocene and thiophene on CNT synthesis was
performed on the premixed flame system. Various proportions of ferrocene from
0.1–3.0 wt.% in feedstock were studied and no significant effects on CNT formation
were found. We studied the role of thiophene for the first time in flame synthesis of
CNTs, and more insights were gained from this study. By adding thiophene to the
feedstock consisting of ethanol and ferrocene, CNTs were found to grow longer and
in a much larger quantity than the cases without thiophene. An optimum range was
found for the mass ratio of sulphur to iron mS/Fe between 0.1 and 2. The results show
that sulphur plays a role in moderating the proportion of CNTs over nanoparticles
(the majority is likely to be iron oxides suggested by EDX analysis), and confirm the
addition of sulphur is beneficial for CNT synthesis.

4. We developed a 2-D diffusion model for a computational study for the flame synthesis
of CNTs. This model was built based on non-reacting axisymmetrical laminar jets.
Spatially-resolved distributions of mixture fraction ξ , local mixture temperature T and
axial velocity uz have been calculated for the standard condition at φ = 1.05 for CNT
synthesis. This model has been demonstrated as a useful tool for studying the synthesis,
and it serves as a pivotal which connects the 0-D thermodynamic equilibrium model
with the 1-D burner stabilised flame model. We proposed a strategy/pathway that
unifies all the three numerical methods developed in the thesis, and hence a spatial
distribution of species in the flame synthesis can be achieved accordingly, although it
needs some further refinements for a more accurate estimation.
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8.2 Future work

Given the results summarised above, further plans are laid out as follows:

1. Investigation at variable HAB. Since the present work only studies the materials
collected at a fixed axial distance, or height above burner (HAB), future investigations
can be performed by collecting materials at different HAB. By doing this, an inception
and growth region along the axis can be identified, which is key for a complete
understanding of the synthesis process.

2. A comprehensive characterisation of CNTs. During this project, characterisation
techniques including Raman spectroscopy, scanning electron microscopy, transmission
electron microscopy and energy-dispersive X-ray spectroscopy have been applied
for studying the materials. A further investigation by TEM is needed, as it helps re-
searchers to determined number of walls of the as-produced CNTs, although the present
evidences indicate the CNTs produced by the flame synthesis shall be single-walled
CNTs. Although the atomic ingredients of nanoparticles formed during synthesis have
been studied by EDX, their crystalline structures, or chemical formula, are however
still unknown. X-ray diffraction technique can be applied to identify these nanoparti-
cles, which helps improve the understanding of the inception and growth mechanisms
of CNTs.

3. Synthesis in H2/O2 premixed flames. In light of the current findings, flame temper-
atures play a dominant role in CNT synthesis. Hence H2/O2 premixed flames with
a certain fraction of inert gases can achieve a higher temperature while keeping the
overall flow rates minimised. Moreover, a gas phase supply of all precursors including
carbon, iron and sulphur, provides a much more flexible control of the synthesis, and
hence a broader range of parametric study can be carried out.

In Fig.8.1, the experimental setup for the CNT synthesis using H2/O2 premixed flames
is illustrated. A sublimator consists of a stainless steel container and a heating unit
controlled by a temperature controller can be used to sublime ferrocene solids. A
bubbler in a cold bath can be used for thiophene supply via a stream of carrier gas.
These two devices make the gas phase supply of iron and sulphur catalyst precursors
become possible. Hence various of gas phase carbon sources such as CH4, C2H2 and
C2H4, may be used for CNT synthesis. This setup provide a higher degree of flexibility
for making nanomaterials, and has the potential of producing CNTs in a larger quantity
and of better quality.
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Fig. 8.1 Schematic of the experimental setup for the synthesis of CNTs in H2/O2 flames
using the gas phase injection equipment.

Fig. 8.2 Schematic of the experimental setup of optical diagnostics for flame synthesis using
light extinction technique.

4. Optical diagnostics on CNT synthesis in the flame system . As described in Chapter
1, a flame synthesis configuration is relatively easy to perform in situ optical diagnostics
compared to FCCVD methods. Fig.8.2 shows a possible experimental setup for a laser
diagnostics for CNT synthesis on the current flame system. Since a quartz tube is placed
on top of the premixed flame burner, it provide optical access for laser diagnostics.
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Light extinction combined with laser-induced incandescence (LII) techniques have
been widely used to determine soot volume fractions and particle size distributions in
flames. Theses technique may also be applicable for detecting CNTs in our system,
although a more comprehensive review of the existing model must be conducted to
develop a modified model to account for CNT signals.
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Appendix A

List of Species for Equilibrium Study

Table A.1 Species list

Species group Literature
Gas phase species: [82]
C, CH, CH2, CH3, CH4, C2, C2H,
C2H2(acetylene), C2H2(vinylidene), C2H3(vinyl),
C2H4, C2H5, C2H6, C3, C3H3(propargyl),
C3H4(allene), C3H4(propyne), C3H4(cyclo-)
C3H5(allyl), C3H6(propylene), C3H6(cyclo-),
C3H7(n-propyl), C3H7(i-propyl), C3H8,
C4, C4H2, C4H4(1,3-cyclo-), C4H6(butadiene),
C4H6(2-butyne), C4H6(cyclo-), C4H8(1-butene),
C4H8(cis2-buten), C4H8(tr2-butene), C4H8(isobutene),
C4H8(cyclo-), C4H9(n-butyl), C4H9(i-butyl),
C4H9(s-butyl), C4H9(t-butyl), C4H10(isobutane),
C4H10(n-butane), C5, C5H6(1,3cyclo-),
C5H8(cyclo-), C5H10(1-pentene), C5H10(cyclo-),
C5H11(pentyl), C5H11(t-pentyl), C5H12(n-pentane),
C5H12(i-pentane), CH3C(CH3)2C3,
C6H2, C6H5(phenyl), C6H6,
C6H10(cyclo-), C6H12(1-hexene), C6H12(cyclo-),
C6H13(n-hexyl), C7H7(benzyl), C7H8,
C7H14(1-heptene), C7H15(n-heptyl), C7H16(n-heptane),
C8H8(styrene), C8H10(ethylbenz), C8H16(1-octene),
C8H17(n-octyl), C8H18(isooctane), C8H18(n-octane),
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C9H19(n-nonyl), C10H8(naphthale), C10H21(n-decyl),
C12H9(o-biphenyl), C12H10(biphenyl), C12H23(Jet-A(g)),
CS, CS2, H, H2, H2S, S, SH, S2, S8, Fe, CN, CNN,
CH3CN, CH3N2CH3, CCN, CNC, C2N2, C4N2, HCN,
HCCN, HNC, N, NH, NH2, NH3, N2, NCN, N2H2,
N2H4, N3, N3H, SN, Ar, C3H5O, C4H10O, C4H10O2, FeO2

CH2OH, CH3O, CH3OH, CO, COS, CO2, COOH, CHCO(ketyl),
CH2CO(ketene), CH3CO(acetyl), C2H4(ethylen),
CH3CHO(ethanal), CH3COOH, (HCOOH)2, CH3OCH3,
C2H5OH, C2O, C3H6O, C3H8O(1-propanol),
C3H8O(2-propanol), C3O2, (CH3COOH)2,
C6H5O(phenoxy), C6H5OH(phenol), C7H8O(cresol),
FeC5O5, FeO, Fe(OH)2, HCO, HO2, HCHO(formaldehy),
HCOOH, H2O, H2O2, H2SO4, O, OH, O2, O3, SO, SO2,
SO3, S2O, HCCO, HCCOH, CH2CHO, CH3CHO CH2O
Solid phase species:
α-Fe(s), γ-Fe(s), δ -Fe(s), FeS(s), FeS2(s), C(s), FeO(s), Fe2O3(s)
Fe3O4(s), Fe(OH)2(s), Fe(OH)3(s), FeSO4(s), Fe2S3O12(s)
Liquid phase species:
Fe(l), S(l), FeS(l), FeO(l), FeC5O5(l), H2SO4, H2O(l)
FeS(g), C4H4S(g), Fe3C(s), Fe3C(l) [87]
Fe(C5H5)2(g) [90]
CNTs by Gozzi et.al [106]
CNTs by Kabo et.al [107]
CNTs by Levchenko et.al [105]



Appendix B

Summary of Experimental Conditions

Experimental details of the flame synthesis of CNTs have been illustrated in Chapter 5 and 6;
we here summarise all the experimental conditions in Table B.1:
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ṁ
′′

(s
lp

m
)

(s
lp

m
)

(w
t.%

)
(w

t.%
)

(m
l/m

in
)

(s
lp

m
)

(k
g

m
−

2
s−

1 )

E
ff

ec
ts

of
V

ar
yi

ng
φ

A
1

1.
0

7

17
.5

1.
0

0
0.

5
0.

1

0.
27

A
2

1.
05

16
.7

0.
26

A
3

1.
1

16
.0

0.
25

A
4

1.
15

15
.3

0.
24

A
5

1.
2

14
.6

0.
23

A
6

1.
3

13
.5

0.
21

A
7

1.
4

12
.6

0.
20

A
8

1.
5

11
.7

0.
18

E
ff

ec
ts

of
va

ry
in

g
q̇

B
1

1.
05

7
16

.7
1.

0
0

0.
1

0.
1

0.
26

B
2

0.
3

B
3

0.
5

B
4

0.
7

B
5

1.
0

B
6

1.
5

B
7

2.
0

E
ff

ec
ts

of
va

ry
in

g
V̇ A

r
C

1

1.
05

7
16

.7
1.

0
0

0.
5

0.
05

0.
26

C
2

0.
1

C
3

0.
2

C
4

0.
5

C
5

1.
0



143

Ta
bl

e
B

.1
...

co
nt

in
ue

d.

Te
st

N
o.

φ
H

2
A

ir
Fe

rr
oc

en
e

T
hi

op
he

ne
q̇

V̇ A
r

ṁ
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