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3Instituto Carlos I de Fı́sica Teórica y Computacional, Universidad de Granada,
E-18071 Granada, Spain
∗Corresponding author

Abstract

Chemical gardens and clock reactions are two of the best known demon-
stration reactions in chemistry. Until now these have been separate cate-
gories. We have discovered that a chemical garden confined to two dimen-
sions is a clock reaction involving a phase change, so that after a repro-
ducible and controllable induction period it explodes.
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Many a youngster has become a chemist after the excitement of seeing for the
first time — or even better, performing — one of the classic classroom experi-
ments. Chemical gardens and clock reactions are two of these classic demonstra-
tion experiments that until now have been seen as entirely separate categories of
reaction. But we have found that if one constrains a chemical garden to grow in
two dimensions, within certain parameter ranges there is an induction time fol-
lowed after many minutes by an explosion of the garden. This, then, is a version
of the chemical garden that is also a chemical clock.
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Chemical gardens, first described centuries ago by Glauber at the very begin-
nings of chemistry1, are the precipitation reactions of the cations of many metal
salts with solutions of anions such as silicate, phosphate, carbonate and many
more2. The particularity of these precipitates is that the solid formed has the right
physical properties of cohesiveness and porosity so that it forms a semipermeable
membrane, a partial barrier that is an impediment to some species and not to oth-
ers. Reaction continues through the membrane to form a vesicle around the initial
salt, and different ionic strengths on either side of this barrier lead to a movement
of water under osmosis that may lead the membrane to rupture under osmotic
pressure, on which buoyant fluid flows out. Further reaction at the interface of
this plume with the surrounding fluid leads to the formation of a tube that tem-
plates the plume3;4. Chemical reaction plus fluid dynamics and osmosis together
constitute an osmotic pump that produces in the classic chemical garden a series
of tubular and vesicular forms that, seeming biotic, are dubbed a chemical garden.
Recently such classical chemical gardens have been shown to be one of a series of
phenomena linked by the formation of a self-assembled precipitate membrane and
the field has been termed chemobrionics2. Applications include tubular structure
formation in corrosion5, cement hydration6, polyoxometalates7, and the origin of
life at submarine hydrothermal vents8.

Clock reactions arise from nonlinear chemical kinetics, and as such are linked
to nonequilibrium processes, to nonlinear dynamical systems, to oscillations and
to chaos9;10. The precise definition of a chemical clock is a matter of debate. Some
have argued for a definition that restricts a clock reaction to an abrupt increase in
the concentration of one or more products owing to the total consumption of a lim-
iting reagent11, while others argue that it is not the details of the kinetics but the
phenomenology that is important12. Yet others have equated clock reactions to os-
cillations13;14. But it is inarguable that the classic clock reactions are timers: they
have a induction period that may be very long followed by a sharp change — often
a colour change — at a given moment, and this induction time can be controlled
and predicted by altering the quantities of reagents. Examples in gaseous com-
bustion have noted the dependence of the induction time before explosion on the
transport rates of chemicals and heat15;16. In the case of our scenario, the concept
of a chemical clock is based upon the chemical-garden reaction acting as a timer
whose period we can control. Here we describe and analyse the clock-reaction
explosion of a chemical garden when confined to two dimensions.

Figure 1a shows the membrane growing at the interface between the inner
solution containing the cation Co2+, from the dissolving pellet, and the outer so-
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lution of anion SiO2−
3 , according to the reaction

Co2+(aq) + SiO2−
3 (aq)→ CoSiO3(s). (1)

Moreover, Co2+ cations combine also with hydroxyl anions, forming cobalt hy-
droxides. Three zones delimited by the membrane can be distinguished: a central
zone with a pink colour from the dissolving pellet, an intermediate zone with a
clear colour; and the external zone with a fuchsia colour; the latter composes the
membrane, which contains precipitated CoSiO3. An ESEM micrograph of a seg-
ment of this membrane is also shown (Figure 1a). Energy-dispersive X-ray (EDX)
analysis with an artificial-colour mapping of the distribution of Si (shown in red)
and Co (blue) is displayed in Figure 1c and indicates that the smoother interior
region of the membrane to the left is richer in silicon than the more rugged exte-
rior surface to the right, which is mainly cobalt. The presence of this cation in the
membrane surface could be owing to the distribution of cobalt after the explosion.
An EDX mapping of the chemical composition of another region of the CoSiO3

membrane shows the distribution of Cl (green), Si (red) and Co (blue) (Figure 1d).
The Cl is chloride anions coming from the initial seed; Si is silicate and Co the
cobalt cation, probably in form of cobalt oxide/hydroxide. This concentration
gradient is similar to that found in 3D chemical gardens17;18. Raman spectra of
these samples (Figure 1b) show the presence of cobalt oxides with bands at 201
and 248 cm−1, which can be assigned to cobalt hydroxides and cobalt oxide. The
intense band at 3400 cm−1 can be assigned to the stretching vibration of the O-H
bonds of hydroxides and molecules of water of crystallization. The band that ap-
pears at 1618 cm−1 can be assigned to the bending vibrations of the molecules of
water of crystallization19. The ESEM micrographs are of dried samples; although
the drying and vacuum in the ESEM chamber produce macroscopic cracks, the
microscopic morphology is not altered by the drying procedure18, and the drying
process is at a low temperature of 25−40 ◦C, so that the cobalt hydroxides cannot
dehydrate to oxides.

This membrane is initially impermeable to both the cobalt and silicate ions,
but permeable to water, so that an osmotic pressure develops across it. The gra-
dient of osmotic pressure drives water from the exterior environment into the cell
enclosed by the membrane, thereby increasing the internal pressure. This increase
in pressure, in turn, opens small cracks in the membrane and pumps the aque-
ous solution of cobalt outwards through these. A dual permeability membrane
therefore develops: the chemistry controls the low permeability of the inflow re-
gions, while the internal pressure and solid mechanics of the membrane control
the higher permeability in the outflow regions. Figure 2 shows the trajectories of
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Figure 1: (a) Plan view of a precipitate membrane formed at a silicate concentra-
tion of 0.275 M and ESEM micrograph of a segment of the membrane. (b) Raman
spectrum of one point of this sample. (c) ESEM micrograph of a segment of the
circular membrane with false-colour EDX mapping of chemical composition of
Si (red) and Co (blue) and the EDX spectrum at one point. (d) EDX mapping of
an another part of the membrane with Cl (green), Si (red), and Co (blue) together
with the EDX spectrum at one point.
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Figure 2: Measured trajectories of two seed particles near the membrane surface,
at a silicate concentration of 0.275 M. The outside silicate solution flows towards
the membrane with speed uin driven by the osmotic pressure. Accumulation of
water inside the cell builds up the internal pressure, which forces cobalt solution
out of the membrane at speed uout.

two seed particles as they move towards and away from the membrane surface.
In all experiments, the outward flow decreases with time and the chemical garden
ultimately explodes. Figure 3a depicts a sequence of photographs of an explosion
for a concentration of silicate of 0.3 M. Figure 3a shows a section of the approx-
imately circular inner-surface of the membrane, which then ruptures and allows
the ejection of the inner cobalt solution. The ejected fluid subsequently oscillates
inward and outward in several cycles, Figure 3b, while new solid precipitates at
the interface with the external silicate solution. A well-defined steady finger of
cobalt solution is seen at the end of the sequence. Such explosion of the chemical
garden occurs at a reproducible time, which depends of the concentration of the
silicate solution.

The evolution of the concentration of product at the interface between the
two fluids, c, the pressure inside the cell enclosed by the membrane, p, and the
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Figure 3: Sequence of photographs showing the rupture of the membrane and the
ejection of cobalt solution, for a concentration of silicate of 0.30 M (oscillatory
case). The rupture of the membrane is accompanied by the formation of a finger
of cobalt solution (c), which oscillates to and from the membrane (d). Field of
view: 12.55 × 12.55 mm2.

thickness of the membrane Lm can be written as

dc

dt
=

(
uin

cSi
Lr

− uout
c

R

)
H[uout], (2a)

dp

dt
= γ (uinAin − uoutAout) , (2b)

dLm

dt
=
MR

ρs

(
−dc
dt

+
uincSi
Lr

)
H[uout]. (2c)

Here, cSi is the concentration of the silicate solution, po is the osmotic pres-
sure, and uin and uout are the radial speeds of external fluid towards the membrane
and of the internal fluid at the outer edge of the membrane, respectively. As the
internal fluid exits the membrane, it forms small fingers on the scale of the pore
radii R. Reaction occurs on the surface of these fingers over a length scale Lr.
The Heaviside step function H[uout] ensures the product is only formed when
there is outflow of cobalt ions. The deformation of the thin cylindrical membrane
of thickness Lm is governed by the coefficient γ = (∂p/∂V )T = 2LmE/(RpVp),
where Rp and Vp are the radius and volume of the solid pellet, while E denotes
Young’s modulus for the membrane material. The surface areas for inward os-
motic flow Ain and for the outward flow Aout are assumed constant. Thus, the
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first equation describes a balance between the supply of silicate ion for reaction
and product buildup, and the spreading of product owing to outflow. The second
equation quantifies the change in pressure owing to the change in the volume of
fluid inside the cell enclosed by the membrane. The third equation relates the rate
of growth of the membrane to the difference between the flux of of silicate ions
towards the membrane and the rate of accumulation of the solid at its surface.

The radial osmotic and outward speeds are given by20;21;22

uin =
kin
µ

po − p
Lm

, (3a)

uout =
kout
µ

p

Lm

(
1− c

c∗

)
H[1− c

c∗
]. (3b)

Here, kin and kout are the permeabilities of the membrane23 in the regions of
inflow and outflow, respectively, while µ is the viscosity of the fluids without
product. As the concentration of product increases at the interface of the inner
and outer fluids, the speed of the outflowing fingers decreases; the motion ceases
above the critical product concentration c∗. This form of dependence of the speed
on concentration was first proposed by24 for the growth of a precipitate filament.
We introduce the Heaviside step function H[1 − c/c∗] to ensure that c ≤ c∗ and
uout ≥ 0.

Substituting the speed relations (3) into the governing equations (2) and non-
dimensionalizing (see Supporting Information) shows that the behaviour of the
system depends only on two non-dimensional groups: N = pokinAinV Rp/(2ELskout0A

2
outR)

represents the ratio of the timescales for outflow and for osmotic pumping; M =
N [(cSiAoutR/(c

∗AinLr)] represents the ratio of the timescales for outflow and for
accumulation of solid. In the simplified limit of Aout ∼ Ain and R/Lr ∼ 1,
then M ≈ NcSi/c

∗. Our previous study of the frozen-time behaviour of the
membrane, in which its growth was neglected, revealed the following properties:
EAout = 7.4 × 10−3 Pa m2, Ain/Aout = 0.98 and R = 4.5 × 10−4 m. These
properties are used below to determine the nonlinear time-dependent behaviour of
the system.

In the laboratory, we have measured the pressure inside the pellet, but we can-
not measure directly the concentration of solid at the reaction front on the outer
surface of the membrane. We can however measure the surface area of the solid
membrane S. We expect this surface area to grow following dS/dt ∼ dLm/dt ∼
uoutc ∼ −dc/dt + uincSi/Lr. The last term here is approximately constant, so
that any temporal oscillations in c will be reflected as oscillations in S too. Figure
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4 depicts the evolution of the measured pressure, as well as the rate of change of
the surface area of the solid membrane, in our experimental system for a range of
concentrations of the silicate solution. Also shown are the corresponding predic-
tions of our model S.1 for the pressure and concentration of product, using perme-
abilities of the membrane in the inflow and outflow regions within the measured
range (see Table 1, Supporting Information). We can identify three regimes of
behaviour, according to the the early-time evolution. In the stable regime, 4a, the
pressure and concentration of product remain low for some time, but later increase
when the permeability of the membrane decreases. After the membrane closes,
the pressure increases drastically leading to rupture. The measured and predicted
pressure increases are in good agreement. The oscillatory case, 4b, exhibits initial
oscillations for both pressure and concentration, followed by a sudden increase
as the permeability of the membrane decreases. In both the stable and oscillatory
cases, the concentration of product remains well below the threshold at which the
outflow stops until the permeability decrease becomes significant. In contrast, in
the unstable behaviour, 4c, the concentration grows fast initially, decreasing the
flow out of the membrane, and inducing a rapid pressure increase. The decreasing
permeability in the outflow regions as the membrane grows is presented in Figure
5 for all three regimes. The agreement between experiments and theory is good; in
the oscillatory and unstable cases, the outflow permeability drops off slightly more
rapidly than predicted, but given the minimal physical model considered here, the
difference is acceptable. In all three regimes, the membrane ultimately blocks,
inducing a rapid pressure increase and explosion of the membrane. However, the
mechanisms leading to explosion are different. For low silicate concentrations,
the decrease in permeability owing to closure of small pores during the membrane
growth is crucial. For high silicate concentrations, the concentration of product
at the outer surface of the membrane drives the increase in pressure and eventual
rupture of the membrane; this mechanism is reflected in the more abrupt decrease
of the permeability in the outflow regions. In the next section, we analyse these
two limits of behaviour further.

As precipitation progresses, the exit pathways within the membrane get blocked.
The external fluid continues to be pumped in osmotically, causing a rise in the in-
ternal pressure, and the eventual rupture of the membrane. We may derive the
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Figure 4: Comparison of experimental measurements (top) and theoretical pre-
dictions (bottom) for the membrane behaviour in the (a) stable, (b) oscillatory and
(c) unstable regimes. Shown are the experimental pressure (solid line) and rate of
increase of surface area of precipitate (dashed line), and the theoretical predictions
of (2) for the pressure (solid line) and concentration of product (dashed line).

following asymptotic limits for the explosion time (see Supporting Information),

te1 ≈
µRpVp

2EAoutkout0
(
G1/2σcLs

psRpN
+G

N

M
), for low cSi (4a)

te2 ≈
µRpVp

2EAoutkout0
(

σcLs

2psRpN2
+

1

4NM
), for high cSi (4b)

where σc is the critical circumferential stress at which the membrane ruptures.
Figure 6a shows the ruptured membrane for varying concentration of the sili-

cate solution. While at low silicate concentration, the ejection of cobalt solution
following rupture is a localized event, at larger concentration the flow of cobalt
is more diffuse, indicating the rupture of the membrane in several positions. The
critical stress at which the membrane ruptures increases with the silicate solu-
tion concentration, as presented in Figure 6b. These measurements are consistent
with observations of a flaky, fragile membrane at low concentrations and a more
robust one at high concentrations. The measured and predicted explosion times
as a function of silicate concentration are shown in Figure 6c. The numerical
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Figure 5: Evolution of the membrane permeability in the outflow regions (top)
and membrane thickness (bottom) for example cases of (a) stable, (b) oscillatory
and (c) unstable behaviours.

and asymptotic predictions are in excellent agreement with the measured explo-
sion times, showing that the physical mechanisms leading to the explosion of the
membrane have been well captured by the simple model. For increasing silicate
concentration, the explosion time first decreases since the membrane cannot block
in the limit of zero concentration, but then increases owing to an increase in the
critical stress of the membrane. For higher silicate concentration, the solid on the
outer surface of the membrane attains the critical concentration required to block
the flow at earlier times, so the explosion time decreases.

Our description of this version of the chemical garden as a chemical clock
begs the question of what a chemical clock is. The widest definition of a chemical
clock would encompass any oscillatory reaction. For example, recently Goesten
et al.14 described what they termed a clock reaction in which a solidifying entity, a
metal–organic framework, displays oscillations in crystal dimension and number.
Similarly, McEwen et al.13 described a clock reaction of oscillations on the surface
of a catalyst. We see this definition of a chemical clock as too broad to be useful.
On the other hand, we see as unduly restrictive the proposal of Lente et al.11 that
only reactions with a very particular kinetics whereby a given limiting reagent
is used up to enable a subsequent rapid increase in the clock product should be
considered as clock reactions. We argue that the definition of a chemical clock
should neither be so restrictive that only one kinetic mechanism is possible nor
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Figure 6: (a) Photographs of ruptured membrane for varying concentration of the
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with the numerical prediction (2) (solid line) and the asymptotic solutions (4)
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so open that any oscillating reaction is sufficient, but should recognise that the
classical idea of a chemical clock is that of a timer, which is what we have here.

Most clock reactions involve kinetics and chemical transport. In contrast, the
chemical-garden clock reaction involves kinetics, chemical transport, and also
solid mechanics: the membrane deformation. Chemical-garden reactions in gen-
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eral have not previously been shown to have clock-reaction dynamics. However,
cement hydration is a well known and commercially important precipitation reac-
tion, and cement hydration is another example of chemobrionics closely linked to
chemical gardens2. Interestingly, cement hydration has an induction period and
this has been put in the context of clock reactions25. It is clearly of significance to
seek to apply the present results to the cement case, with the idea of achieving a
better understanding of the mechanisms of hydration acceleration and retardation
that would have wide industrial applicability26.

Our clock keeps reasonable but not perfect time. According to Figure 6c the
system is a better timer at higher and lower concentrations of silicate than at inter-
mediate concentrations. Fluctuations in clock reaction dynamics have also been
investigated, wherein chaotic and stochastic aspects — i.e., both non-linear be-
haviour and noise — of the dynamics can give rise to so-called crazy clocks where
the lag time has a varying component27;28. We calculate two limits for the explo-
sion time and plot them on the data in Figure 6c, and it is interesting to wonder
about the jump between the two limits in the middle of the graph and its possi-
ble relationship with fluctuations in explosions times. In our case the trajectory
escapes to infinity, but there might possibly be transient chaos, which would lead
to a spread of explosion times for those concentrations. However, altering the ini-
tial conditions of the simulations shows that the results are quite robust; we did
not see any difference in the explosion time when changing the initial condition
of non-dimensional pressure from 0 to at least 10, and initial condition of non-
dimensional concentration 0 to 0.4. Hence the experimental spread in explosion
times at intermediate concentrations is likely to be a stochastic effect not present
in our physical model.

The simple physical model presented here is capable of describing the emer-
gent dynamical regimes observed in the experiments. The focus has been in re-
ducing the multitude of physical and chemical processes in the self-assembling
chemical-garden membrane to the interaction of osmotic flow and chemical reac-
tion in the membrane. This is a beautiful example of active fluid dynamics, where
the chemistry controls the flow, which in turn can lead to a physical explosion.
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