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Abstract. The stock market prediction is a lucrative field of interest with 
promising profit and covered with landmines for the unprecedented. The 
markets are complex, non-linear and chaotic in nature which poses huge 
difficulties to predict the prices accurately. In this paper, a stock trading system 
utilizing feed-forward deep neural network (DNN) to forecast index price of 
Singapore stock market using the FTSE Straits Time Index (STI) in t days 
ahead is proposed and tested through market simulations on historical daily 
prices. There are 40 input nodes of DNN which are the past 10 days’ opening, 
closing, minimum and maximum prices and consist of 3 hidden layers with 10 
neurons per layer. The training algorithm used is stochastic gradient descent 
with back-propagation and is accelerated with multi-core processing. A trading 
system is proposed which utilizes the DNN forecasting results with defined 
entry and exit rules to enter a trade. DNN performance is evaluated using 
RMSE and MAPE. The overall trading system shows promising results with a 
profit factor of 18.67, 70.83% profitable trades and Sharpe ratio of 5.34 based 
on market simulation on test data. 
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1   Introduction 

Stock market prediction remains a lucrative field of research with promising profits 
for investors and researchers. However, there are challenges in predicting the stock 
markets accurately and precisely as the markets are complex, non-linear and chaotic 
in nature which calls for more powerful methods to tackle this problem.  

Many artificial intelligence methods have been employed to predict stock market 
prices. Artificial neural networks (ANN) remain a popular choice for this task and are 
widely studied [1] and have been shown to exhibit good performance [2].  

More recently, deep learning has emerged an improved method over conventional 
neural networks for various applications such as recognition system, natural language 
processing and medical sciences and has shown astonishing results [3]. It has also 
been applied in financial markets for prediction of stock prices using textual news 
data and numerical data [4] [5]. Experiment has been conducted to test its profitability 
and performance as a trading system in the stock and commodity market [6]. 



However, there is still a lack of studies conducted on the usage of deep learning as an 
integral part of a trading system. 

In this paper, we propose a trading system for stock market which utilizes the 
prediction of DNN to generate trading signals, and evaluate its performance in the 
stock market as an attempt to convert the DNN predictions into a profitable system.   

2   Methodology 

This section describes the data set, process of training and testing the deep neural 
network and trading rules applied on the prediction output to test the profitability of 
the trading system.  

2.1   Data Set  

The data set used throughout this study consists of historical data of the opening, 
closing, maximum and minimum prices of FTSE Straits Time Index (STI) which is 
deemed to be the barometer of Singapore stock market. The opening price is the price 
at the beginning of the day. The closing price is the price at the end of the day. As the 
price fluctuates throughout the day, there is a maximum and minimum price which is 
recorded. Each time series data of stock ranged from 1st January 2010 until 3rd 
January 2017 with a period of 1769 days where the market is open. They were 
obtained from Yahoo Finance. The dataset is split into train and test sets with 75-25 
ratio whereby evaluations are conducted using the test sets. 

2.2   Deep Neural Network  

Deep neural network is a special type of artificial neural network characterized by its 
architecture which consists of higher number of hidden layers and neurons compared 
to conventional neural network. Higher number of hidden layers exhibits increased 
capability of high-level features extraction for every added hidden layer [7]. Hence, 
the raw input data is not required to be pre-processed using features extraction 
methods compared to conventional neural network.  

The principle for forecasting is based on windowing method, that is to use the 
opening, closing, maximum and minimum prices of n-1, n-2, … n-10 days as inputs 
to the DNN to output the predicted closing price of t days ahead. The number of prior 
working days is selected based on [8] which has shown promising results. Multiple 
models need to be trained for every forecast of  t days ahead.  

In this paper, the architecture of DNN comprises of an input layer with 40 input 
nodes, 3 hidden layers with the composition of 10-10-10 neurons respectively and an 
output layer with a single node which outputs the stock price in t days ahead. The 
DNN architecture is depicted in Fig. 1. 



 
Fig. 1. Feed-forward deep neural network architecture used for prediction model of stock 

price of n+t day  

 
 
2.3   Network Training 
 
Stochastic gradient descent and back-propagation is used as the learning algorithm. 
Training the DNN is an expensive process with 40 input variables and high number of 
neurons. To address this issue, multi-core processing method is used using Hogwild 
algorithm [9], which is a lock-free parallelization scheme whereby each core handles 
separate subsets of the training data. The result of training DNN is a forecast model 
which can be used to predict the closing price of n+t day. 
 
 
2.4  Proposed Trading System 
 
The rules of a trading system tell the investor when to buy or sell the stocks which 
will result in a profitable trade. The proposed trading system uses the results of 
predicted closing stock prices of n, n+1 and n+2 days.  

 
   The proposed trading rules employ the logic of buying stocks when the forecasted 
closing price is higher than the current opening price, and selling all stocks (if any) in 
possession if the forecasted closing price is lower than current opening price. The 



effect of trading rules was investigated using different combination of n+t day 
forecast. Let ݈ܿ݁ݏ݋௧  be the predicted closing price at n+t day and open be the opening 
price of n-th day. Trading rules used are divided into entry and exit rules. Different 
entry rules are proposed to be tested on the trading system to compare its 
performance. The trading rules used are as follows: 
 

Entry rules: 
1) Buy when ݈ܿ݁ݏ݋଴ > open   

 2) Buy when ݈ܿ݁ݏ݋଴ and ݈ܿ݁ݏ݋ଵ > open   
 3) Buy when ݈ܿ݁ݏ݋଴ and ݈ܿ݁ݏ݋ଵ and ݈ܿ݁ݏ݋ଶ  > open   

4) Buy when ݈ܿ݁ݏ݋଴ and ݈ܿ݁ݏ݋ଵ and ݈ܿ݁ݏ݋ଶ  and ݈ܿ݁ݏ݋ଷ  > open   
 5) Buy when ݈ܿ݁ݏ݋଴ and ݈ܿ݁ݏ݋ଵ and ݈ܿ݁ݏ݋ଶ  and ݈ܿ݁ݏ݋ଷ  and ݈ܿ݁ݏ݋ସ > open   
   
 Exit Rule:  

1) Sell all when ݈ܿ݁ݏ݋଴  > open   

   It is important to note that the proposed trading system do not consider the option of 
shorting stocks. For each buy signal, an equal amount of stock is bought. Also, the 
system allows stacking of bought stocks for consecutive buy signals, and sells all 
stocks in account for any sell signal. If there is no stock in hand when a sell signal is 
met, the system does nothing.  

3   Results 

 
The evaluation is conducted on two components namely the stock prediction model 
and performance of trading system. All evaluations are performed on the testing set. 
 
 
3.1  Evaluation of Stock Prediction Model 
 
The predicted closing price for the testing sets are plotted on the graph to visualize the 
actual versus the predicted price as depicted in Fig 2, 3, 4,5 and 6.  



 
Fig. 2. Prediction of STI stock price in n days 

 
Fig. 3. Prediction of STI stock price in n+1 days 



 
Fig. 4. Prediction of STI stock price in n+2 days 

 
Fig. 5. Prediction of STI stock price in n+3 days 



 
Fig. 6. Prediction of STI stock price in n+4 days 

 
 
 
The evaluation metrics used for the prediction models are the conventional root mean 
square error (RMSE) and mean absolute percentage error (MAPE) which is a 
statistical measure of prediction accuracy of a forecast model. Different models are 
compared for closing price of n, n+1, n+2, n+3, n+4 days and are shown in Table 1. 
 
Table 1.  RMSE of closing stock price prediction models of t days ahead. 
 

t (days) RMSE MAPE 
0 (Today) 32.77 0.75 
1 48.40 1.20 
2 51.38 1.26 
3 72.00 1.83 
4 74.64 1.84 

 
As the number of days increases for the forecast, the generalization error increases as 
well. This shows that it is less accurate to predict the price further into the future 
compared to more recent forecasts. Note that since the model uses windowing 
method, in the beginning of the time series where the past stock prices are not 
available, the prediction result is not available as well. 
 



 
3.2  Evaluation of Trading System 
 
The trading system is simulated on the test data using different entry rules as stated in 
the methodology. The metrics used are profit factor, Sharpe ratio and percentage of 
profitable trade and results are tabulated in Table 2.  

Table 2.  Performance of trading system using different entry rules 

Entry Rule Profit 
Factor 

Profitable 
Trades (%) 

Sharpe 
Ratio 

1 2.54 47.37 2.13 
2 4.92 52.08 3.21 
3 14.32 67.74 4.69 
4 15.31 65.52 4.80 
5 18.67 70.83 5.34 

 
It is shown that the best performance is exhibited by using the entry rule 5 which 
enters a buy trade only when the forecasted closing prices of n, n+1, n+2,… n+4 day 
are higher than the opening price of n-th day. This can be attributed to the higher 
chance of entering a profitable trade if there is an upward trend and ultimately 
increases the profit factor. This shows that the trading system which uses multiple 
steps of prediction from deep neural network can be profitable for the investors. 
   The market simulation of the transactions made using the trading system and its 
cumulative return curve is shown in Fig. 7 where the green triangle depicts a buy 
signal and the red triangle depicts a sell signal.  
 



 
Fig. 7. Market simulation results of DNN trading system on test data  

4   Conclusion 

In this paper, a stock market trading system is proposed which uses deep neural 
network as part of its core components. The DNN uses historical data prices to 
forecast stock prices of t days ahead which is incorporated in the trading system to 
make buy and sell decisions. The effect of varying the number of steps of the forecast 
model was investigated and it is shown that the forecast further into the future yields 
less accurate results. The consequences of varying the trading rules were also studied 
and the trading system with best performance was determined to have a profit factor 
of 18.67, 70.83% profitable trades and Sharpe ratio of 5.34.  
   In the future, different types of deep learning algorithm can be investigated such as 
Deep Boltzmann machine and Deep Q-networks. Better trading rules can also be 
investigated by using more advanced methods such as evolutionary programming. 
There is also potential for using different inputs of data such as correlated commodity 
and currency value, and varying the time frames such as every minute or hourly data. 
There are huge potential for the expandability of this trading system and its robustness 
and reliability should also be tested on other stock markets.  
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