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Abstract

The Brownian map is a random sphere-homeomorphic metric measure space
obtained by “gluing together” the continuum trees described by the x and y
coordinates of the Brownian snake. We present an alternative “breadth-first”
construction of the Brownian map, which produces a surface from a certain
decorated branching process. It is closely related to the peeling process, the hull
process, and the Brownian cactus.

Using these ideas, we prove that the Brownian map is the only random
sphere-homeomorphic metric measure space with certain properties: namely, scale
invariance and the conditional independence of the inside and outside of certain
“slices” bounded by geodesics and metric ball boundaries. We also formulate
a characterization in terms of the so-called Lévy net produced by a metric
exploration from one measure-typical point to another. This characterization
is part of a program for proving the equivalence of the Brownian map and the
Liouville quantum gravity sphere with parameter v = /8/3.
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1 Introduction

1.1 Overview

In recent years, numerous works have studied a random measure-endowed metric space
called the Brownian map, which can be understood as the n — oo scaling limit of the
uniformly random quadrangulation (or triangulation) of the sphere with n quadrilaterals
(or triangles). We will not attempt a detailed historical account here. Miermont’s recent
St. Flour lecture notes are a good place to start for a general overview and a list of
additional references [Miel4].!

This paper will assemble a number of ideas from the literature and use them to derive
some additional fundamental facts about the Brownian map: specifically, we explain

ITo give an extremely incomplete sampling of other papers relevant to this work, let us mention the
early planar map enumerations of Tutte and Mullin [Tut62, Mul67, Tut68], a few early works on tree
bijections by Schaeffer and others [CV81, JS98, Sch99, BMS00, CS02], early works on path-decorated
surfaces by Duplantier and others [DK88, DS89, Dup98|, the pioneering works by Watabiki and by Angel
and Schramm on triangulations and the so-called peeling process [Wat95, Ang03, AS03], Krikun’s work
on reversed branching processes [Kri05], the early Brownian map definitions of Marckert and Mokkadem
[MMO06] and Le Gall and Paulin [LGPO08] (see also the work [Mie08] of Miermont), various relevant
works by Duquesne and Le Gall on Lévy trees and related topics [DLG02, DLG05, DLG06, DLGO09],
the Brownian cactus of Curien, Le Gall, and Miermont [CLGM13], the stable looptrees of Curien and
Kortchemski [CK14], and several recent breakthroughs by Le Gall and Miermont [LG10, LG13, Miel3,
LG14].



how the Brownian map can be constructed from a certain branching “breadth-first”
exploration. This in turn will allow us to characterize the Brownian map as the only
random metric measure space with certain properties.

Roughly speaking, in addition to some sort of scale invariance, the main property we
require is the conditional independence of the inside and the outside of certain sets
(namely, filled metric balls and “slices” of filled metric balls bounded between pairs
of geodesics from the center to the boundary) given an associated boundary length
parameter. Section 1.5 explains that certain discrete models satisfy discrete analogs
of this conditional independence; so it is natural to expect their limits to satisfy a
continuum version. Our characterization result is in some sense analogous to the
characterization of the Schramm-Loewner evolutions (SLEs) as the only random paths
satisfying conformal invariance and the so-called domain Markov property [Sch00], or
the characterization of conformal loop ensembles (CLEs) as the only random collections
of loops with a certain Markov property [SW12].

The reader is probably familiar with the fact that in many random planar map models,
when the total number of faces is of order n*, the length of a macroscopic geodesic path
has order n, while the length of the outer boundary of a macroscopic metric ball has
order n?. Similarly, if one rescales an instance of the Brownian map so that distance
is multiplied by a factor of C, the area measure is multiplied by C*, and the length
of the outer boundary of a metric ball (when suitably defined) is multiplied by C?
(see Section 4). One might wonder whether there are other continuum random surface
models with other scaling exponents in place of the 4 and the 2 mentioned above,
perhaps arising from other different types of discrete models. However, in this paper
the exponents 4 and 2 are shown to be determined by the axioms we impose; thus a
consequence of this paper is that any continuum random surface model with different
exponents must fail to satisfy at least one of these axioms.

One reason for our interest in this characterization is that it plays a role in a larger
program for proving the equivalence of the Brownian map and the Liouville quantum
gravity (LQG) sphere with parameter v = \/% Both \/8/_3—LQG and the Brown-
ian map describe random measure-endowed surfaces, but the former comes naturally
equipped with a conformal structure, while the latter comes naturally equipped with
the structure of a geodesic metric space. The program provides a bridge between these
objects, effectively endowing each one with the other’s structure, and showing that once
this is done, the laws of the objects agree with each other.

The rest of this program is carried out in [MS15a, MS15b, MS16a, MS16b], all of which
build on [Shel6a, MS16¢, MS16d, MS16e, MS13, MS16f, DMS14] — see also Curien’s
related work on this question [Curl5]. After using a quantum Loewner evolution (QLE)
exploration to impose a metric structure on the LQG sphere, the papers [MS15a, MS16a]
together prove that the law of this metric has the properties that characterize the law
of the Brownian map, and hence is equivalent to the law of the Brownian map.



1.2 Relation with other work

There are several independent works which were posted to the arXiv shortly after the
present work that complement and partially overlap the work done here in interesting
ways. Bertoin, Curien, and Kortchemski [BCK15] have independently constructed a
breadth-first exploration of the Brownian map, which may also lead to an independent
proof that the Brownian map is uniquely determined by the information encoding this
exploration. They draw from the theory of fragmentation processes to describe the
evolution of the whole countable collection of unexplored component boundaries. They
also explore the relationship to discrete breadth-first searches in some detail. Abraham
and Le Gall [AL15] have studied an infinite measure on Brownian snake excursions in
the positive half-line (with the individual Brownian snake paths stopped when they
return to 0). These excursions correspond to disks cut out by a metric exploration
of the Brownian map, and play a role in this work as well. Finally, Bettinelli and
Miermont [BM17] have constructed and studied properties of Brownian disks with an
interior marked point and a given boundary length L (corresponding to the measure
we call M]lles,K; see Section 4.2) including a decomposition of these disks into geodesic
slices, which is related to the decomposition employed here for metric balls of a given
boundary length (chosen from the measure we call ). They show that as a point
moves around the boundary of the Brownian disk, its distance to the marked point
evolves as a type of Brownian bridge. In particular, this implies that the object they
call the Brownian disk has finite diameter a.s.

We also highlight two more recent works. First, Le Gall in [Le 16] provides an alternative
approach to constructing the object we call the Lévy net in this paper and explores
a number of related ideas. The Lévy net as defined in this paper is (in some sense)
the set of points in the Brownian map observed by a metric exploration (“continuum
peeling”) process from a point x to a point y. Roughly speaking, the approach in
Le Gall’s paper is to start with the continuum random tree used in the construction
of the Brownian map (which encodes a space-filling path on the Brownian map) and
then take the quotient w.r.t. an equivalence relation that makes two points the same
if they belong to the closure of the same excursion into the complement of the Lévy
net (such an excursion always leaves and re-enters the Lévy net at the same point).
This equivalence relation is easy to describe directly using the Brownian snake, which
makes the Lévy net construction very direct. We also make note of a recent work by
Bertoin, Budd, Curien, and Kortchemski [BBCK16] that studies (among other things)
the fragmentation processes that appear in variants of the Brownian map that arise as
scaling limits of surfaces with “very large” faces.

1.3 Theorem statement

In this subsection, we give a quick statement of our main theorem. However, we stress
that several of the objects involved in this statement (leftmost geodesics, the Brownian
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map, the various o-algebras, etc.) will not be formally defined until later in the paper.
Let Mgpy be the space of geodesic metric spheres that come equipped with a good
measure (i.e., a finite measure that has no atoms and assigns positive mass to each
open set). In other words, Mgpy is the space of (measure-preserving isometry classes
of) triples (S, d,v), where d: S x S — [0,00) is a distance function on a set S such that
(S,d) is topologically a sphere, and v is a good measure on the Borel o-algebra of S.

Denote by u45 the standard unit area (sphere homeomorphic) Brownian map, which is
a random variable that lives on the space Mgpy. We will also discuss a closely related
doubly marked Brownian map measure pipy on the space MZpy of elements of Mgpy
that come equipped with two distinguished marked points x and y. This p2py is an
infinite measure on the space of finite volume surfaces. The quickest way to describe it
is to say that sampling from pépy amounts to

1. letting A be a positive real number whose law is the infinite measure A=3/2dA,
2. letting (S, d,v) be an independent measure-endowed surface from the law pgss,
3. then letting = and y be two marked points on S chosen independently from v,

4. then “rescaling” the doubly marked surface (S,d,v,x,y) so that its area is A
(scaling area by A and distances by AY/4).

The measure pdpy turns out to describe the natural “grand canonical ensemble” on
doubly marked surfaces. We formulate our main theorems in terms of p2py (although
they can indirectly be interpreted as theorems about pgsy as well).

Given an element (S, d, v, x,y) € MZpy, and some r > 0, let B(z,r) denote the open
metric ball with radius r and center x. Let B*(z,r) denote the filled metric ball of
radius r centered at z, as viewed from y. That is, B*(x,r) is the complement of
the y-containing component of the complement of B(z,r). One can also understand
S\ B*(z,r) as the set of points z such that there exists a path from z to y along which
the function d(z, -) stays strictly larger than . Note that if 0 < r < d(z,y) then B*(z, )
is a closed set whose complement contains y and is topologically a disk. In fact, one
can show (see Proposition 2.1) that the boundary 0B®(z, ) is topologically a circle,
so that B®(x,r) is topologically a closed disk. We will sometimes interpret B*(x,r) as
being itself a metric measure space with one marked point (the point x) and a measure
obtained by restricting v to B*(x,r). For this purpose, the metric we use on B*(z, )
is the interior-internal metric on B®(z,r) that it inherits from (S, d) as follows: the
distance between two points is the infimum of the d lengths of paths between them that
(aside from possibly their endpoints) stay in the interior of B*(z,7). In most situations,
one would expect this distance to be the same as the ordinary interior metric, in which
the infimum is taken over all paths contained in B®(x,r), with no requirement that
these paths stay in the interior. However, one can construct examples where this is
not the case, i.e., where paths that hit the boundary on some (possibly fractal) set of
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times are shorter than the shortest paths that do not. In general, the interior-internal
metric is less informative than the internal metric; given either metric, one can compute
the d lengths of paths that remain in the interior; however the interior-internal metric
does not determine the d lengths of curves that hit the boundary an uncountable
number of times. Whenever we make reference to metric balls (as in the statement of
Theorem 1.1 below) we understand them as marked metric measure spaces, endowed
with the interior-internal metric induced by d, and the restriction of v. (When we
discuss “slices” bounded between two geodesics, it is more natural to use the ordinary
internal metric. A minimal path between two points  and y can be constructed so
that if it hits one of the two geodesic boundary arcs in two locations, then it traces the
entire arc between those locations.)

We will later recall that in the doubly marked Brownian map, if we fix » > 0, then on the
event that d(x,y) > r, the circle B*(z,7) a.s. comes endowed with a certain “boundary
length measure” (which scales like the square root of the area measure). This is not too
surprising given that the Brownian map is a scaling limit of random triangulations, and
the discrete analog of a filled metric ball clearly comes with a notion of boundary length.
We review this idea, along with more of the discrete intuition behind Theorem 1.1, in
Section 1.5.

We will also see in Section 2 that there is a certain o-algebra on the space of doubly
marked metric measure spaces (which induces a g-algebra F? on M32py;) that is in some
sense the “weakest reasonable” o-algebra to use. We formulate Theorem 1.1 in terms of
that o-algebra. (In some sense, a weaker o-algebra corresponds to a stronger theorem in
this context, since if one has a measure defined on a stronger o-algebra, one can always
restrict it to a weaker o-algebra. Theorem 1.1 is a general characterization theorem
for these restrictions.) We will also explain in Section 2 why F? is strong enough for
practical purposes — strong enough so that certain natural events and functions are
measurable.

Specifically, we will explain in Section 2 why the hypotheses in the theorem statement
are meaningful (e.g., why objects like B*(z,r), viewed as a metric measure space
as described above, are measurable random variables), and we will explain the term
“leftmost” (which makes sense once one of the two orientations of the sphere has been
fixed). However, let us clarify one point upfront: whenever we discuss geodesics in this
paper, we will refer to paths between two endpoints that have minimal length among
all paths between those endpoints (i.e., they do not just have this property in some
local sense).

Theorem 1.1. The (infinite) doubly marked Brownian map measure pipy is the only
measure on (MZpy, F2) with the following properties. (Here a sample from the measure
is denoted by (S,d,v,x,y).)

1. The law is invariant under the Markov operation that corresponds to forgetting
x (ory) and then resampling it from the measure v (multiplied by a constant to
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make it a probability measure). In other words, given (S,d,v), the points x and y
are conditionally i.i.d. samples from the probability measure v/v(S).

2. Fizr > 0 and let &, be the event that d(z,y) > r. Then pipy(&) € (0,00),
so that pdpg (€)' times the restriction of pépy to & is a probability measure.
Suppose that we have chosen an orientation of S by tossing an independent fair
coin. Under this probability measure, the following are true for s = r and also for
s=d(z,y) —r.

(a) There is an F?-measurable random variable that we denote by L, (which we
interpret as a “boundary length” of OB*(x,s)) such that given Ly and the
orientation of S, the random oriented metric measure spaces B*(x,s) and
S\ B*(z,s) are conditionally independent of each other. In the case s =r,
the conditional law of S\ B*(x,s) depends only on the quantity Ls, and does
so in a scale invariant way; i.e., there exists some fived a and b such that
the law given Ly = C 1is the same as the law given Ly = 1 except that areas
and distances are respectively scaled by C* and C®. The same holds for the
conditional law of B®(x,s) in the case s = d(x,y) — .

(b) In the case that s = d(z,y) — r, there is a measurable function that takes
(S,d,v,x,y) as input and outputs (S,d, 7, x,y) where 7 is a.s. a good measure
(which we interpret as a boundary length measure) on 0B*(x,s) (which is
necessarily homeomorphic to a circle) that has the following properties:

(i) The total mass of 7 is a.s. equal to Ly.

(i1) Suppose we first sample (S,d,v,x,y), then produce w, then sample
z1 from m, and then position 2o, z3,...,2, S0 that zy, 29, 23, ..., 2, are
evenly spaced around OB*(x,s) according to  following the orientation
of 0B*(x,s). Then the n “slices” produced by cutting B*(z,s) along
the leftmost geodesics from z; to x are (given Lg) conditionally i.i.d.
(as suggested by Figure 1.1 and Figure 1.2) and the law of each slice
depends only on Lg/n, and does so in a scale invariant way (with the
same exponents a and b as above).

As we will explain in more detail in Section 2, every doubly marked geodesic metric
sphere comes with two possible “orientations” and one way to specify one of these
orientations is to specify an ordered list of three additional distinct marked points on
boundary of a filled metric ball (which effectively determine a “clockwise” direction).
Two quintuply marked spheres defined this way can be said to be “equivalent” if
they are equivalent as doubly marked spheres and the extra triples of points encode
the same orientation — and one can then limit attention to events that consist of
unions of equivalence classes. We will also show that both B*(z,s) and S\ B*(z, s) are
topological disks. One can specify an orientation of either by specifying three additional
distinct marked points on the boundary and this is what we mean in the statement of
Theorem 1.1 when we say that these spaces come with an orientation.



We remark that one can formulate a version of Theorem 1.1 in which one assumes that
the space comes with an orientation (not necessarily chosen by a fair coin toss). As we
explain in Section 2, formulating statements about random oriented spheres requires us
to extend the o-algebra slightly to account for the extra bit of information that encodes
the orientation. The reader may recall that the Brownian map can be interpreted as
a random oriented metric sphere (since the Brownian snake construction produces a
directed Peano curve that traces the boundary of a geodesic tree in what we can define
to be the “clockwise” direction.) Although in the Brownian map the geodesics to the
root are a.s. unique (from a.a. points) we are interested in random metric spheres for
which this is not assumed to be the case a priori — and in these settings we will use
the fact that one can always define leftmost geodesics in a unique way.

We also remark that the statement that we have a way to assign a boundary length
measure to 0B®(x,s) can be reformulated as the statement that we have a way to
randomly assign a marked boundary point z to 0B*(z,s). The boundary length
measure is then L times the conditional law of z given (S,d, v, z,y).

Among other things, the conditions of Theorem 1.1 will ultimately imply that L, can be
viewed as a process indexed by r € [0,d(z,y)], and that both L, and its time-reversal
can be understood as excursions derived from Markov processes. We will see a posteriori
that the time-reversal of L, is given by a certain time change of a 3/2-stable Lévy
excursion with only positive jumps. One can also see a posteriori (when one samples
from a measure which satisfies the axioms in the theorem — i.e., from the Brownian map
measure ppy) that the definition of the “slices” above is not changed if one replaces
“leftmost” with “rightmost” because, in fact, from almost all points on dB*(x, s) the
geodesic to z is unique. We remark that the last condition in Theorem 1.1 can be
understood as a sort of “infinite divisibility” assumption for the law of a certain filled
metric ball, given its boundary length.

Before we prove Theorem 1.1, we will actually first formulate and prove another closely
related result: Theorem 4.11. To explain roughly what Theorem 4.11 says, note that
for any element of MZpy, one can consider the union of the boundaries dB®(z,r) taken
over all € [0,d(x,y)]. This union is called the metric net from z to y and it comes
equipped with certain structure (e.g., there is a distinguished leftmost geodesic from any
point on the net back to z). Roughly speaking, Theorem 4.11 states that pdpy is the
only measure on (MZpy, F?) with certain basic symmetries and the property that the
infinite measure it induces on the space of metric nets corresponds to a special object
called the a-(stable) Lévy net that we will define in Section 3.

1.4 Outline

In Section 2 we discuss some measure theoretic and geometric preliminaries. We begin
by defining a metric measure space (a.k.a. mm-space) to be a triple (S, d, v) where (S, d)
is a complete separable metric space, v is a measure defined on its Borel o-algebra, and



v(S) € (0,00).2 Let M denote the space of all metric measure spaces. Let M* denote
the set of metric measure spaces that come with an ordered set of & marked points.

As mentioned above, before we can formally make a statement like “The doubly marked
Brownian map is the only measure on M? with certain properties” we have to specify
what we mean by a “measure on M2, i.e., what o-algebra a measure is required to be
defined on. The weaker the o-algebra, the stronger the theorem, so we would ideally like
to consider the weakest “reasonable” g-algebra on M and its marked variants. We argue
in Section 2 that the weakest reasonable o-algebra on M is the o-algebra F generated
by the so-called Gromov-weak topology. We recall that this topology can be generated
by various natural metrics that make M a complete separable metric space, including
the so-called Gromov-Prohorov metric and the Gromov-0J; metric [GPWO09, Loh13].

We then argue that this o-algebra is at least strong enough so that the statement
of our characterization theorem makes sense: for example, since our characterization
involves surfaces cut into pieces by ball boundaries and geodesics, we need to explain
why certain simple functions of these pieces can be understood as measurable functions
of the original surface. All of this requires a bit of a detour into metric geometry and
measure theory, a detour that occupies the whole of Section 2. The reader who is not
interested in the details may skip or skim most of this section.

In Section 3, we recall the tree gluing results from [DMS14]. In [DMS14] we proposed
using the term peanosphere® to describe a space, topologically homeomorphic to the
sphere, that comes endowed with a good measure and a distinguished space-filling
loop (parameterized so that a unit of area measure is filled in a unit of time) that
represents an interface between a continuum “tree” and “dual tree” pair. Several of the
constructions in [DMS14] describe natural measures on the space of peanospheres, and
we note that the Brownian map also fits into this framework.

Some of the constructions in [DMS14] also involve the a-stable looptrees introduced by
Curien and Kortchemski in [CK14], which are in turn closely related to the Lévy stable
random trees explored by Duquesne and Le Gall [DLG02, DLG05, DLG06, DLGO09].
For a € (1,2) we show how to glue an a-stable looptree “to itself” in order to produce an
object that we call the a-stable Lévy net, or simply the a-Lévy net for short. The Lévy
net is a random variable which takes values in the space which consists of a planar real

2Elsewhere in the literature, e.g., in [GPWO09], the definition of a metric measure space also requires
that the measure be a probability measure, i.e., that v(S) = 1. It is convenient for us to relax this
assumption so that the definition includes area-measure-endowed surfaces whose total area is different
from one. Practically speaking, the distinction does not matter much because one can always recover a
probability measure by dividing the area measure by the total area. It simply means that we have one
extra real parameter — total mass — to consider. Any topology or o-algebra on the space of metric
probability-measure spaces can be extended to the larger space we consider by taking its product with
the standard Euclidean topology (and Borel-o-algebra) on R.

3The term emerged in a discussion with Kenyon. On the question of whether to capitalize (a la
Laplacian, Lagrangian, Hamiltonian, Jacobian, Bucky Ball) or not (a la boson, fermion, newton, hertz,
pascal, ohm, einsteinium, algorithm, buckminsterfullerene) the authors express no strong opinion.
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tree together with an equivalence relation which encodes how the tree is glued to itself.
It can be understood as something like a Peano carpet. It is a space homeomorphic to a
closed subset of the sphere (obtained by removing countably many disjoint open disks
from the sphere) that comes with a natural measure and a path that fills the entire
space; this path represents an interface between a geodesic tree (whose branches also
have well-defined length parameterizations) and its dual (where in this case the dual
object is the a-stable looptree itself).

We then show how to explore the Lévy net in a breadth-first way, providing an equivalent
construction of the Lévy net that makes sense for all a € (1,2). Our results about the
Lévy net apply for general o and can be derived independently of their relationship
to the Brownian map. Indeed, the Brownian map is not explicitly mentioned at all in
Section 3.

In Section 4 we make the connection to the Brownian map. To explain roughly what
is done there, let us first recall recent works by Curien and Le Gall [CLG17, CLG16]
about the so-called Brownian plane, which is an infinite volume Brownian map that
comes with a distinguished origin. They consider the hull process L,, where L, denotes
an appropriately defined “length” of the outer boundary of the metric ball of radius r
centered at the origin, and show that L, can be understood in a certain sense as the
time-reversal of a continuous state branching process (which is in turn a time change of
a 3/2-stable Lévy process). See also the earlier work by Krikun on reversed branching
processes associated to an infinite planar map [Kri05].

Section 4 will make use of finite-volume versions of the relationship between the Brownian
map and 3/2-stable Lévy processes. In these settings, one has two marked points
and y on a finite-diameter surface, and the process L, indicates an appropriately defined
“length” of 0B*(x,r). The restriction of the Brownian map to the union of these boundary
components is itself a random metric space (using the shortest path distance within the
set itself). In Section 2.4 we will show that one can view this space as corresponding to
a real tree (which describes the leftmost geodesics from points on the filled metric ball
boundaries dB*(z, ) to x) together with an equivalence relation which describes which
points in the leftmost geodesic tree are identified with each other. We will show that
this structure agrees in law with the 3/2-Lévy net.

Given a single instance of the Brownian map, and a single fixed point z, one may
let the point y vary over some countable dense set of points chosen i.i.d. from the
associated area measure; then for each y one obtains a different instance of the Lévy
net. We will observe that, given this collection of coupled Lévy net instances, it is
possible to reconstruct the entire Brownian map. Indeed, this perspective leads us to
the “breadth-first” construction of the Brownian map. (As we recall in Section 4, the
conventional construction of the Brownian map from the Brownian snake involves a
“depth-first” exploration of the geodesic tree associated to the Brownian map.)

The characterization will then essentially follow from the fact that a-stable Lévy
processes (and the corresponding continuous state branching processes) are themselves
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characterized by certain symmetries (such as the Markov property and scale invariance;
see Proposition 3.11) and these correspond to geometric properties of the random metric
space. An additional calculation will be required to prove that a = 3/2 is the only value
consistent with the axioms that we impose, and to show that this determines the other
scaling exponents of the Brownian map.

1.5 Discrete intuition

This paper does not address discrete models directly. All of our theorems here are
formulated and stated in the continuum. However, it will be useful for intuition and
motivation if we recall and sketch a few basic facts about discrete models. We will not
include any detailed proofs in this subsection.

1.5.1 Infinite measures on singly and doubly marked surfaces

The literature on planar map enumeration begins with Mullin and Tutte in the 1960’s
[Tut62, Mul67, Tut68]. The study of geodesics and the metric structure of random
planar maps has roots in an influential bijection discovered by Schaeffer [Sch97], and
earlier by Cori and Vauquelin [CV81].

The Cori-Vauquelin-Schaeffer construction is a way to encode a planar map by a pair
of trees: the map M is a quadrangulation, and a “tree and dual tree” pair on M are
produced from M in a deterministic way. One of the trees is a breadth-first search tree
of M consisting of geodesics; the other is a type of dual tree.* In this setting, as one
traces the boundary between the geodesic tree and the dual tree, one may keep track of
the distance from the root in the dual tree, and the distance in the geodesic tree itself;
Chassaing and Schaeffer showed that the scaling limit of this random two-parameter
process is the continuum random path in R? traced by the head of a Brownian snake
[CS02], whose definition we recall in Section 4. The Brownian map® is a random metric
space produced directly from this continuum random path; see Section 4.

Let us remark that tracing the boundary of a tree counterclockwise can be intuitively
understood as performing a “depth-first search” of the tree, where one chooses which
branches to explore in a left-to-right order. In a sense, the Brownian snake is associated
to a depth-first search of the tree of geodesics associated to the Brownian map. We

41t is slightly different from the usual dual tree definition. As in the usual case, paths in the dual
tree never “cross” paths in the tree; however, the dual tree is defined on the same vertices as the tree
itself; it has some edges that cross quadrilaterals diagonally and others that overlap the tree edges.

5The Brownian map was introduced in works by Marckert and Mokkadem and by Le Gall and
Paulin [MMO06, LGP08]. For a few years, the term “Brownian map” was used to refer to any one of
the subsequential Gromov-Hausdorff scaling limits of certain random planar maps. Works by Le Gall
and by Miermont established the uniqueness of this limit, and proved its equivalence to the metric
space constructed directly from the Brownian snake [LG13, Miel3, LG14].
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mention this in order to contrast it with the breadth-first search of the same geodesic
tree that we will introduce later.

The scaling limit results mentioned above have been established for a number of
types of random planar maps, but for concreteness, let us now focus our attention
on triangulations. According to [AS03, Theorem 2.1] (applied with m = 0, see also
[Ang03]), the number of triangulations (with no loops allowed, but multiple edges
allowed) of a sphere with n triangles and a distinguished oriented edge is given by

911 (3!

T C(27/2)"n /2 (1.1)

where C' > 0 is a constant. Let ptg; be the probability measure on triangulations
such that the probability of each specific n-triangle triangulation (with a distinguished
oriented edge — whose location one may treat as a “marked point”) is proportional
to (27/2)7™. Then (1.1) implies that the pty; probability of obtaining a triangulation
with n triangles decays asymptotically like a constant times n=%/2. One can define a
new (non-probability) measure on random metric measure spaces ulTRLk, where the area
of each triangle is 1/k (instead of constant) but the measure is multiplied by a constant
to ensure that the pipg;, measure of the set of triangulations with area in the interval

(1,2) is given by ff z=%2dz, and distances are scaled by k=% As k — oo the vague
limit (as defined w.r.t. the Gromov-Hausdorff topology on metric spaces) is an infinite
measure on the set of measure-endowed metric spaces. Note that we can represent any
instance of one of these scaled triangulations as (M, A) where A is the total area of
the triangulation and M is the measure-endowed metric space obtained by rescaling
the area of each triangle by a constant so that the total becomes 1 (and rescaling all
distances by the fourth root of that constant).

As k — oo the measures ulTRL . converge vaguely to the measure dM ® A~52dA, where
dM is the standard unit volume Brownian map measure (see [LG13| for the case of
triangulations and 2p-angulations for p > 2 and [Miel3] for the case of quadrangulations);
a sample from dM comes equipped with a single marked point. The measure dM ®
A752dA can be understood as type of grand canonical or Boltzmann measure on the
space of (singly marked) Brownian map instances.

Now suppose we consider the set of doubly marked triangulations such that in addition to
the root vertex (the first point on the distinguished oriented edge), there is an additional
distinguished or “marked” vertex somewhere on the triangulation off the root edge.
Since, given an n-triangle triangulation, there are (by Euler’s formula) n/2 other vertices
one could “mark,” we find that the number of these doubly marked triangulations is
(up to constant factor) given by n times the expression in (1.1), i.e.

n2" 1 (3n)! n, —3/2

Let pig; denote this probability measure on doubly marked surfaces (and let piggy;, be
the obvious the doubly marked analog of gy ;). Then the scaling limit of 7y, is an
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Figure 1.1: Shown is a triangulation of the sphere (the outer three edges form one
triangle) with two marked points: the blue dots labeled = and y. For a vertex z and
r € N, the metric ball B(z,r) of radius r consists of the union of all faces which contain
a vertex whose distance to z is at most r — 1. The red cycles are outer boundaries of
metric balls centered at x as viewed from y (of radii 1, 2, 3) and at y as viewed from «
(of radii 1, 2, 3, 4, 5). From each point on the outer boundary of B*(x,3) (resp. B*(y, 5))
a geodesic toward x (resp. y) is drawn in white. The geodesic drawn is the “leftmost
possible” one; i.e., to get from a point on the circle of radius k to the circle of radius
k — 1, one always takes the leftmost edge (as viewed from the center point). “Cutting’
along white edges divides each of B*(x,3) and B*(y,5) into a collection of triangulated
surfaces (one for each boundary edge) with left and right boundaries given by geodesic
paths of the same length. Within B*(z,3) (resp. B*(y,5)), there happens to be a single
longest slice of length 3 (resp. 5) reaching all the way from the boundary to x (resp.
y). Parts of the left and right boundaries of these longest slices are identified with each
other when the slice is embedded in the sphere. This is related to the fact that all of
the geodesics shown in white have “merged” by their final step. Between B®(x,3) and
B*(y,5), there are 8 + 5 = 13 slices in total, one for each boundary edge. The white
triangles outside of B*(z,3) U B*(y,5) form a triangulated disk of boundary length 13.

)

infinite measure of the form dM ® A=3/2dA, where M now represents a unit area doubly
marked surface with distinguished points z and y. Note that if one ignores the point v,
then the law dM in this context is exactly the same as in the one marked point context.

Generalizing the above analysis to k marked points, we will write jfpy to denote the
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natural limiting infinite measure on k-marked spheres, which can be understood (up to
a constant factor) as the k-marked point version of the Brownian map. To sample from
{tdpy; one may

1. Choose A from the infinite measure A~7/?>t¢dA.
2. Choose M as an instance of the standard unit area Brownian map.
3. Sample k points independently from the measure with which M is endowed.

4. Rescale the resulting k-marked sphere so that it has area A.

Of the measures uifpy, we mainly deal with p2py in this paper. As mentioned earlier,
we also sometimes use the notation pgs to describe the standard unit-area Brownian

map measure, i.e., the measure described as dM above.

1.5.2 Properties of the doubly marked Brownian map

In this section, we consider what properties of the measure ppy on doubly marked
measure-endowed metric spaces (as described above) can be readily deduced from
considerations of the discrete models and the fact that p2py is a scaling limit of such
models. These will include the properties contained in the statement of Theorem 1.1.
Although we will not provide fully detailed arguments here, we note that together with
Theorem 1.1, this subsection can be understood as a justification of the fact that pu2py is
the only measure one can reasonably expect to see as a scaling limit of discrete measures
such as ji7g; (or more precisely as the vague limit of the rescaled measures piggy ).
In principle it might be possible to use the arguments of this subsection along with
Theorem 1.1 (or the variant Theorem 4.11) to give an alternate proof of the fact that the
measures [irg; have pdpy as their scaling limit. To do this, one would have to show that
any subsequential limit of the measures p%g; satisfies the hypotheses of Theorem 1.1
(or Theorem 4.11).

We also remind the reader that one well known oddity of this subject is that to date
there is no direct proof that the Brownian map (as constructed directly from the
Brownian snake) satisfies root invariance. Rather, the existing proofs by Le Gall and
Miermont derive root invariance as a consequence of discrete model convergence results
[LG10, LG13, Miel3, LG14]. Thus the fact that pdpy itself satisfies the hypotheses of
Theorem 1.1 (or Theorem 4.11) is a result whose existing proofs rely on planar map
models. Very roughly speaking, it is easy to see root invariance in the planar map
models, and as one proves that the discrete models converge to the Brownian map (as
in [LG13, Miel3, LG14]) one obtains that the Brownian map must be root invariant as
well. In this paper, we cite this known fact (the root invariance of the Brownian map)
and do not give an independent proof of that. Rather, the main results of this paper
are in the other direction: we show that no measure other than uZpy can satisfy the
either the hypotheses of Theorem 1.1 or the hypotheses of Theorem 4.11.

15



Remark 1.2. Although this is not needed for the current paper, we remark that in
combination with later works by the authors, Theorem 4.11 can be used to give to give
a purely continuum (non-planar-map-based) proof of Brownian map root invariance
based on the Liouville quantum gravity sphere (an object whose root invariance is easy
to see directly [DMS14]). In other words, the LQG sphere can be made to play the
role that the random planar map plays in the earlier (and simpler) arguments by Le
Gall and Miermont: it is an obviously-root-invariant object whose connection to the
Brownian map can be used to prove the root invariance of the Brownian map itself.

More precisely, root invariance follows from Theorem 4.11 of this paper and the main
result of [MS16a] because:

1. Theorem 4.11 states that no measure other than p2py satisfies certain hypotheses.

2. [MS16a] constructs a root-invariant measure (from the LQG sphere) and proves
that it satisfies those hypotheses.

3. Ergo that measure is pdpy and pdpy is root-invariant.

Let us stress again that all of the properties discussed in this subsection can be proved
rigorously for the doubly marked Brownian map measure pZp;. But for now we are
simply using discrete intuition to argue (somewhat heuristically) that these are properties
that any scaling limit of the measures p%g; should have.

Although pdpy; is an infinite measure, we have that pdpy[A > ] is finite whenever ¢ > 0.
Based on what we know about the discrete models, what other properties would we
expect pdpy to have? One such property is obvious; namely, the law pépy should be
invariant under the operation of resampling one (or both) of the two marked points
from the (unit) measure on M. This is a property that pu4g; clearly has. If we fix =
(with its directed edge) and resample y uniformly, or vice-versa, the overall measure
is preserved. Another way to say this is the following: to sample from dM, one may
first sample M as an unmarked unit-measure-endowed metric space (this space has no
non-trivial automorphisms, a.s.) and then choose x and y uniformly from the measure
on M.

Before describing the next properties we expect ppy to have, let us define B*(z,r) to
be the set of vertices z with the property that every path from z to y includes a point
whose distance from z is less than or equal to r. This is the obvious discrete analog of
the definition of B*(z,r) given earlier. Informally, B*(x,r) includes the radius r metric
ball centered at x together with all of the components “cut oft” from y by the metric
ball. It is not hard to see that vertices on the boundary of such a ball, together with
the edges between them, form a cycle; examples of such boundaries are shown as the
red cycles in Figure 1.1.

Observe that if we condition on B*(z,r), and on the event that d(x,y) > r (so that
y & B*(x,r)), then the pfg;, conditional law of the remainder of the surface depends
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Poisson point process on
Filled metric ball of 4=~~~ slice space times [0, L]
boundary length L 0
with geodesics

o)) ! T/ AW REIL]
e o e — 1 N
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. Doubly marked sphere

with geodesic

Single slice '

Figure 1.2: Upper left: A filled metric ball of the Brownian map (with boundary
length L) can be decomposed into “slices” by drawing geodesics from the center to
the boundary. Upper right: the slices are embedded in the plane so that along the
boundary of each slice, the geodesic distance from the black outer boundary (in the
left figure) corresponds to the Euclidean distance below the black line (in the right
figure). We may glue the slices back together by identifying points on same horizontal
segment (leftmost and rightmost points on a given horizontal level are also identified)
to recover the filled metric ball. Bottom: Lower figures explain the equivalence of the
slice measure and p2py.

only on the boundary length of B*(z,r), which we denote by L,.(z,y), or simply L,
when the choice of x and y is understood. This conditional law can be understood as the
standard Boltzmann measure on singly marked triangulations of the disk with boundary
length L,, where the probability of each triangulation of the disk with n triangles is
proportional to (27/2)~". From this we conclude in particular that L, evolves as a
Markovian process, terminating when y is reached at step d(z,y). This leads us to a
couple more properties one would expect the Brownian map to have, based on discrete
considerations.

1. Fix a constant r > 0 and consider the restriction of p2py to the event d(z,y) > r.
(We expect the total p2py; measure of this event to be finite.) Then once B®(z,r) is
given, the conditional law of the singly marked surface comprising the complement
of B*(z,r) is a law that depends only a single real number, a “boundary length”
parameter associated to B*(z,r), that we call L,.

2. This law depends on L, in a scale invariant way—that is, the random singly
marked surface of boundary length L and the random singly marked surface of
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boundary length C'L differ only in that distances and areas in the latter are each
multiplied by some power of C'. (We do not specify for now what power that is.)

3. The above properties also imply that the process L, (or at least its restriction to
a countable dense set) evolves as a Markov process, terminating at time d(x,y),
and that the pdpy law of L, is that of the (infinite) excursion measure associated
to this Markov process.

The scale invariance assumptions described above do not specify the law of L,. They
suggest that log L, should be a time change of a Lévy process, but this still leaves an
infinite dimensional family of possibilities. In order to draw further conclusions about
this law, let us consider the time-reversal of L,, which should also be an excursion of
a Markov process. (This is easy to see on a discrete level; suppose we do not decide
in advance the value of T' = d(x,y), but we observe Ly_1, Ly_o,... as a process that
terminates after 7" steps. Then the conditional law of Ly given Ly, Lr_j11,..., Ly
is easily seen to depend only the value of Ly_;.) Given this reverse process up to a
stopping time, what is the conditional law of the filled ball centered at y with the
corresponding radius?

On the discrete level, this conditional law is clearly the uniform measure (weighted
by (27/2)7", where n is the number of triangles, as usual) on triangulations of the
boundary-length-L disk in which there is a single fixed root and all points on the
boundary are equidistant from that root. A sample from this law can be obtained by
choosing L independent “slices” and gluing them together, see Figure 1.1. As illustrated
in Figure 1.2, we expect to see a similar property in the continuum. Namely, that given
a boundary length parameter L, and a set of points along the boundary, the evolution
of the lengths within each of the corresponding slices should be an independent process.

This suggests that the time-reversal of an L, excursion should be an excursion of a
so-called continuous state branching process, as we will discuss in Section 3.5. This
property and scale invariance will determine the law of the L, process up to a single
parameter that we will call a.

In addition to the spherical-surface measures pfpy and pgs; discussed earlier, we will in
the coming sections consider a few additional measures on disk-homeomorphic measure-
endowed metric spaces with a given fixed “boundary length” value L. (For now we give
only informal definitions; see Section 4.2 for details.)

1. A probability measure p5q on boundary length L surfaces that in some sense
represents a “uniform” measure on all such surfaces — just as pfpy in some sense
represents a uniform measure on spheres with & marked points. It will be enough
to define this for L = 1, as the other values can be obtained by rescaling. This
L = 1 measure is expected to be an m — oo scaling limit of the probability
measure on discrete disk-homeomorphic triangulations with boundary length m,
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where the probability of an n-triangle triangulation is proportional to (27/2)7".
(Note that for a given large m value, one may divide area, boundary length, and
distance by factors of m?, m, and m'/? respectively to obtain an approximation
of ks with L = 1.) (We remark that another construction of the measure we
all ko appears in the work by Abrams and Le Gall [AL15].)

2. A measure g on marked disks obtained by weighting ki by area and then
choosing an interior marked point uniformly from that area. In the context of
Theorem 1.1, this is the measure that should correspond to the conditional law of
S\ B*(z,r) given that the boundary length of B*(x,r) is L.

3. A measure jifpr on disk-homeomorphic measure-endowed metric spaces with a
given boundary length L and an interior “center point” such that all vertices
on the boundary are equidistant from that point. In other words, ey is a
probability measure on the sort of surfaces that arises as a filled metric ball.
Again, it should correspond to a scaling limit of a uniform measure (except that
as usual the probability of an n-triangle triangulation is proportional to (27/2)~")
on the set of all marked triangulations of a disk with a given boundary length and
the property that all points on the boundary are equidistant from that marked
point. This is the measure that satisfies the “slice independence” described at the
end of the statement of Theorem 1.1.

Suppose we fix r > 0 and restrict the measure p2py to the event that d(x,y) > 7, so
that p2py becomes a finite measure. Then one expects that given the filled metric ball
of radius r centered at z, the conditional law of the component containing y is a sample
from ;Lll)’ILSK, where L is a boundary length measure. Similarly, suppose one conditions
on the outside of the filled metric ball of radius d(z,y) — r centered at x. Then the
conditional law of the filled metric ball itself should be p¥ . This is the measure that
one expects (based on the intuition derived from Figures 1.1 and 1.2 above) to have the
“slice independence” property.

2 Preliminaries

2.1 Metric measure spaces

A triple (S,d,v) is called a metric measure space (or mm-space) if (S,d) is a
complete separable metric space and v is a measure on the Borel o-algebra generated
by the topology generated by d, with v(S) € (0,00). We remark that one can represent
the same space by the quadruple (S,d,7,m), where m = v(S) and 7 = m™'v is a
probability measure. This remark is important mainly because some of the literature on
metric measure spaces requires v to be a probability measure. Relaxing this requirement
amounts to adding an additional parameter m € (0, 00).
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Two metric measure spaces are considered equivalent if there is a measure-preserving
isometry from a full measure subset of one to a full measure subset of the other. Let M
be the space of equivalence classes of this form. Note that when we are given an element
of M, we have no information about the behavior of S away from the support of v.

Next, recall that a measure on the Borel o-algebra of a topological space is called good
if it has no atoms and it assigns positive measure to every open set. Let Mgpy be the
space of geodesic metric measure spaces that can be represented by a triple (5, d,v)
where (5, d) is a geodesic metric space homeomorphic to the sphere and v is a good
measure on S.

Note that if (S1,dy, 1) and (S99, ds, v5) are two such representatives, then the a.e.
defined measure-preserving isometry ¢: S; — S5 is necessarily defined on a dense set,
and hence can be extended to the completion of its support in a unique way so as
to yield a continuous function defined on all of S; (similarly for ¢~'). Thus ¢ can
be uniquely extended to an everywhere defined measure-preserving isometry. In other
words, the metric space corresponding to an element of Mgpy is uniquely defined, up
to measure-preserving isometry.

As we are ultimately interested in probability measures on M, we will need to describe
a o-algebra on M. We will also show that Mgpy belongs to that o-algebra, so that in
particular it makes sense to talk about measures on M that are supported on Mgpy.
We would like to have a o-algebra that can be generated by a complete separable metric,
since this would allow us to define regular conditional probabilities for random variables.
We will introduce such a o-algebra in Section 2.4. We first discuss some basic facts
about metric spheres in Section 2.2.

2.2 Observations about metric spheres

Let M’gPH be the space of elements of Mgpy that come endowed with an ordered set of
k marked points 21, 29, ..., 2. When j < k there is an obvious projection map from
Moy to Mgy that corresponds to “forgetting” the last k — j coordinates. We will be
particularly interested in the set M2py in this paper, and we often represent an element
of MZpy by (S,d, v, z,y) where x and y are the two marked points. The following is a
simple deterministic statement about geodesic metric spheres (i.e., it does not involve
the measure v).

Proposition 2.1. Suppose that (S,d) is a geodesic metric space which is homeomorphic
to S% and that x € S. Then the following hold:

1. Each of the components of S\ B(z,r) has a boundary that is a simple closed curve
in S, homeomorphic to the circle S*.

2. Suppose that A is a connected component of O0B(x,r). Then the component
of S\ A that contains x is homeomorphic to a disk. Moreover, there exists a
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homeomorphism from the unit disk to this component that extends continuously to

its boundary. (The restriction of the map to the boundary gives a map from S!

onto A, which can be interpreted as a closed curve in S. This curve may hit or

retrace itself but — since it is the boundary of a disk — it does not cross itself.)
Proof. We begin with the first item. Let U be one component of S\ B(x,r) and consider
the boundary set I' = OU. We aim to show that I' is homeomorphic to S!. Note that
every point in I' is of distance r from x.

Since U is connected and has connected complement, it must be homeomorphic to D.
We claim that the set S\ I' contains only two components: the component U and
another component that is also homeomorphic to D. To see this, let us define U to be
the component of S\ I' containing z. By construction, OU C I, so every point on 0U
has distance r from x. A geodesic from any other point in I' to 2 would have to pass
through U, and hence such a point would have to have distance greater than r from x.
Since all points in I" have distance r from z, we conclude that OU = I'. Note that U
has connected complement, and hence is also homeomorphic to D.

The fact that I' is the common boundary of two disjoint disks is not by itself enough
to imply that I" is homeomorphic to S'. There are still some strange counterexamples
(e.g., topologist’s sine curves, exotic prime ends, etc). To begin to rule out such things,
our next step is to show that I' is locally connected.

Suppose for contradiction that I' is not locally connected. By definition, this means
that there exists a z € I" such that I' is not locally connected at z, which in turn
means that there exists an s > 0 such that for every sub-neighborhood V' C B(z, s)
containing z the set V' NT is disconnected. Note that since I is connected the closure of
every component of I'N B(z, s) has non-empty intersection with 0B(z, s), see Figure 2.1.
Since these components are closed within B(z, s), all but one of them must have positive
distance from z. Moreover, for each € € (0, s), the number of such components which
intersect B(z, €) must be infinite since otherwise one could take V' to be the open set
given by B(z, s) minus the union of the components of I'N B(z, s) that do not hit z, and
V' N T would be connected by construction, contradicting our non-local-connectedness
assumption.

Now (still assuming that I" is not locally connected), the above discussion implies
that there must be an annulus A (i.e., a difference between the disk-homeomorphic
complements of two concentric filled metric balls) centered at z such that ANT contains
infinitely many connected components crossing it. Let ¢ be equal to the width of A
(i.e., the distance between the inside and outside boundaries of A). It is not hard to
see from this that both AN U and AN U contain infinitely many distinct components
crossing A, each of diameter at least §.

Let A; be the inner boundary of A and let A,; be the image of a simple loop ¢ in A
which has positive distance from 0A and surrounds A;. Fix € > 0. We claim that the
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0B(z,s)

Figure 2.1: Schematic drawing of B(z, s) (which does not actually have to be “round”
in a Euclidean sense, or even simply connected) together with z and some possible
components of I' N B(z,s) colored in red. In light of the non-local-connectedness
assumption (assumed for purpose of deriving a contradiction) we have (for some z and
s) infinitely many red components intersecting B(z, €) for each € < s. Note that I" is the
common boundary of U and U , each of which is homeomorphic to a disk. Any point on
a red component is incident to both U and U.

above implies that we can find w € A; N B(x,r) and points z1,25 € Ay N U with
d(z1, z2) < € such that a given geodesic v which connects w and x necessarily crosses
a given geodesic n which connects z; and 2, see Figure 2.2. Indeed, let (s;,t;) be the
(pairwise disjoint) collection of intervals of time so that each ¢((s;,t;)) is a component
of Ay N U which disconnects part of the inner boundary (i.e., in A;) of a component
of ANU from its outer boundary (i.e., in the outer boundary of A). We note that for
each of the infinitely many components Vof ANU , there exists at least one j so that
#((sj,t;)) € V. In particular, we can find such a j so that d(¢(s;), ¢(t;)) < € by the
continuity of ¢. Let 21 = ¢(s;), 22 = ¢(t;), and let w be a point on A; so that ¢((s;,t;))
disconnects w from the outer boundary of A in some component of AN U.

Since w € B(z,r), we have that v is contained in B(z,r). Let v be a point on v N 7.
Then d(z,w) = d(z,v) + d(v,w). We claim that d(v,w) < e. Indeed, if d(v,w) > € then
as d(z;,v) < € for j = 1,2 we would have that

d(z,z;) < d(z,v) +d(v,z;) < d(z,v) +e<d(z,v)+dv,w) =dz,w) <r.

This contradicts that zq, ze ¢ B(z,r), which establishes the claim. Since d(v,w) < ¢,
we therefore have that

d(z;,w) < d(zj,v) +d(v,w) < 2e.

Since € > 0 was arbitrary and A;, Ay; are closed, we therefore have that Ay, N A; # 0.
This is a contradiction since we took Aj; to be disjoint from A;. Therefore I is locally
connected.
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Figure 2.2: Schematic drawing of A; and A); (which again do not actually have to be
“round” in a Euclidean sense) together with z and choices for 21, 25, and w. We assume
that topological considerations imply that a geodesic from w to x (which cannot cross
" except at x) has to cross a geodesic connecting z; and zo. Roughly speaking, one gets
a contradiction by noting that this crossing point has to be close to I' (since z; and
2o can be made arbitrarily close to each other) but also far from I' (since the geodesic
starting at w had to travel most of the distance from A; to A,; before reaching the
crossing point).

Note that the image of I' under a homeomorphism S — S? must be locally connected as
well. Moreover, there is a conformal map ¢ from D to the image of U, and a standard
result from complex analysis (see e.g. [Law05, Proposition 3.6]) states that since the
image of I' is locally connected, the map ¢ must extend continuously to its boundary.
This tells us that I is given by the image of a continuous curve ¢: S* — S. It remains
only to show 1(21) # 1(z) for all 21,2, € S'. This will complete the proof because
then v is a simple curve which parameterizes oU.

Assume for contradiction that there exists 21, zo € S distinct so that 1(21) = 1(22).
We write [21, 2o for the counterclockwise segment of S which connects z; and z,. Then
we have that 1 restricted to each of 21, 23] and S' \ (21, 22) is a loop and the two loops
touch only at 1(21) = 1(z2) by the connectedness of U. Therefore the loops are nested
and only one of them separates U from x. We assume without loss of generality that
|1\ (21,20) Separates U from z. Fix w € (21, 22), let 1 be a path from z to w, and let
ty (resp. t2) be the first time that 7 hits OU (resp. w). Then we have that t; # to.
Applying this to the particular case of a geodesic from = to w, we see that the distance
of z to w is strictly larger than the distance of QU to w. This a contradiction, which
completes the proof of the first item in the theorem statement. To prove the second
item, we apply exactly the same argument above with A in place of I" in order to show
that A is locally connected, which implies, as above, that the map from the unit disk to
the z-containing component of S\ A extends continuously to the boundary. [

As mentioned earlier, given a doubly marked geodesic metric space (S, d, z,y) which is
homeomorphic to S?, we let B*(z, r) denote the filled metric ball of radius r centered at
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as viewed from y. That is, B*(z,r) is the complement of the y-containing component

of S\ B(x,r).

Fix some r with 0 < r < d(z,y), and a point z € dB*(z,r). Clearly, any geodesic
from z to x is a path contained in B®(x,r). In general there may be more than one such
geodesic, but the following proposition gives us a way to single out a unique geodesic.

Proposition 2.2. Suppose that (S,d,x,y) is a doubly marked geodesic metric space
which is homeomorphic to S?, that 0 < r < d(x,y), and that B*(x,r) is the radius r
filled ball centered at x and z € OB*(x,r). Assume that an orientation of OB*(x,r) is
fized (so that one can distinguish the “clockwise” and “counterclockwise” directions).
Then there exists a unique geodesic from z to x that is leftmost viewed from x (i.e.,
furthest counterclockwise) when lifted and understood as an element of the universal

cover of B*(z,r) \ {x}.

Proof. Proposition 2.1 implies that B*(z,r) is homeomorphic to D. Therefore B*(x,7)\
{2} is homeomorphic to D\ {0}. Tt thus follows that the universal cover of B*(x,r)\ {z}
is homeomorphic to H. Let 7: H — B*(x,7) \ {z} be the associated projection map.
Let z be as in the statement of the proposition and let 2z’ € R be a preimage of z with
respect to 7 (i.e., m(z’) = z). Note that for each " € (0,r), the lifting of 0B*(z,r’)
to the universal cover H is homeomorphic to R (by Proposition 2.1 and since R is
the lifting of the circle to its universal cover). Let 2. be the leftmost (i.e., furthest
counterclockwise) point in H reachable by the lifting of any geodesic connecting z to
x taken to start from 2’. We claim that s — 7(2/_,) for s € [0,r] forms the desired
leftmost geodesic. By definition, it is to the left of any geodesic connecting 2z to x as
in the statement of the proposition. It therefore suffices to show that it is in fact a
geodesic from z to x.

Suppose that 1y, 1o are geodesics from 2z to x. Then there exists a geodesic n from z to z
which is to the left of 11, ;. Indeed, let 7}, n, be the liftings of 71, 7, to H starting from
2. Let I = U,(s;,t;) be the set of times so that n} # n) where the (s;,t;) are pairwise
disjoint. In each such interval, we have that 7},n; do not intersect and therefore one of
the paths is to the left of other in H. We take 7’ in (s;,¢;) to be the leftmost of these
two paths. Outside of I, we take i’ be equal to the common value of 7; and 7,. Then
we take n = 7(n'). Then 7 is a geodesic from z to = which is to the left of n; and 7.

For each s € (0,r), there exists a sequence of geodesics (7,) from z to x such that if 7/,
is the lifting of 1, to H starting from 2’ then 7/ (s) converges to z.__ as n — co. By
the Arzeld-Ascoli theorem, by passing to a subsequence, we may assume without loss
of generality that (7,) converges in the limit to a geodesic n connecting z to = whose
lifting n’ starting from 2’ passes through 2, _ at time s. By combining this with the
statement proved in the previous paragraph, we see that there exists a geodesic 7 so

that its lifting o’ to H starting from 2’ passes through all of the 2/__, as desired.

r—s’

]
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We next establish some “rigidity” results for metric spaces. Namely, we will first show
that there is no non-trivial isometry of a geodesic closed-disk-homeomorphic metric
space which fixes the boundary. We will then show that the identity map is the only
orientation-preserving isometry of a triply marked geodesic sphere that fixes all of the
marked points. (Note that there can be many automorphisms of the unit sphere that fix
two marked points if those points are on opposite poles.) We will note that it suffices
to fix two points if one also fixes a distinguished geodesic between them.

Proposition 2.3. Suppose that (S,d) is a geodesic metric space such that there exists
a homeomorphism ¢: D — S. Suppose that ¢: S — S is an isometry which fizes
0S := @(0D). Then ¢(z) = z for all z € S.

Proof. Fix x1, 29,23 € 05 distinct. Then x, x5, r3 determine an orientation of 9S.
Thus for x € 95 and z € S, we have a well-defined leftmost geodesic v connecting z
to = with respect to this orientation. Since ¢ fixes 05, it preserves the orientation
of 0S. In particular, if it is true that ¢(z) = z then it follows that ¢ must fix v (for
otherwise we would have more than one leftmost geodesic from z to ). We conclude that
{z: ¢(2) = 2z} is connected and connected to the boundary, and hence its complement
must have only simply connected components. Moreover, if U is such a component
then we have that ¢(U) = U. Brouwer’s fixed point theorem implies that none of these
components can be non-empty, since there would necessarily be a fixed point inside.
This implies that ¢(z) = z for all z € S. O

Proposition 2.4. Suppose that (S, d, x1, z2,x3) is a triply marked geodesic metric space
with 1, T2, x5 distinct which is topologically equivalent to S?. We assume that S is
oriented so that we can distinguish the clockwise and counterclockwise directions of simple
loops. Suppose that ¢: S — S is an orientation-preserving isometry with ¢(x;) = x; for
j=1,2,3. Then ¢(z) = z for all z € S. Similarly, if (S,d,x1,x3) is a doubly marked
space with xq, xs distinct and vy is a geodesic from x1 to x5, then the identity is the only
orientation-preserving isometry that fixes x1, xo, and .

Proof. The latter statement is immediate from Proposition 2.3 applied to the disk
obtained by cutting the sphere along v. To prove the former statement, we assume
without loss of generality that R = d(x1, 22) < d(x1, x3).

We first consider the case that x5 is on a geodesic from x; to x3. Consider the filled
metric ball B*(xy, R) (relative to x3) so that xo € 0B*(z1, R). Since we have assumed
that S is oriented, we have that 0B®(x1, R) is oriented, hence Proposition 2.2 implies
that there exists a unique leftmost geodesic v from x; to x5. Since ¢ fixes 1, 3 and ¢
is an isometry, it follows that ¢ fixes 0B®(x1, R). Moreover, ¢(7) is a geodesic from
¢(x1) = x1 to ¢(x2) = zo. As ¢ is orientation preserving, we must in fact have that
¢(v) = 7. Therefore the latter part of the proposition statement implies that, in this
case, ¢ fixes all of S.
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We next consider the case that x5 is not on a geodesic from z; to x3. Let A be the
union of all of the geodesics from x; to x3 and note that A is closed. Moreover, the
boundary of the component U of S\ A containing x5 consists of two geodesics: one (7r)
which passes to the left of x5 and one (vg) which passes to the right of z5. Since ¢ fixes
x1, T2, and x3 it follows that ¢ fixes U. As ¢ is orientation preserving, it also fixes both
~vr, and vg. Therefore the latter part of the proposition statement implies that, in this
case, ¢ fixes all of S. O

We remark that the above argument implies that the identity is the only map that
fixes x and the restriction of v to any neighborhood about x. In other words, the
identity is the only map that fixes x and the equivalence class of geodesics v that end
at x, where two geodesics considered equivalent if they agree in a neighborhood of z.
This is analogous to the statement that a planar map on the sphere has no non-trivial
automorphisms (as a map) once one fixes a single oriented edge. We next observe that
Proposition 2.3 can be further strengthened.

Proposition 2.5. In the context of Proposition 2.3, if the isometry ¢: S — S is
orientation preserving and fizes one point x € 0S it must be the identity.

Proof. By Proposition 2.3, it suffices to check that ¢ fixes the circle S pointwise (since ¢
is a homeomorphism, it clearly fixes 0S as a set). Note that the set {y € S : ¢(y) = y}
is closed and non-empty. Suppose for contradiction that {y € 95 : ¢(y) = y} is not
equal to all of 9S. Then there exists I C 95 connected which is relatively open in 0.5
such that ¢ fixes the endpoints z1, 2o of I but does not fix any point in [ itself. Fix
e > 0 small so that there exists z € I with d(z,z1) = €. Then there is a well-defined
first point w € I starting from z; with d(z;,w) = €/2. Since ¢ fixes I as a set, it must
be that ¢(w) = w. This is a contradiction, which gives the result. O

We now return to our study of leftmost geodesics.

Proposition 2.6. Suppose that we are in the setting of Proposition 2.2. Suppose that
a € 0B*(x,r) and that (a;) is a sequence of points in OB*(x,r) which approach a from
the left. For each j, we let vy; be the leftmost geodesic from a; to x and vy the leftmost
geodesic from a to x. Then we have that v; — v uniformly as j — 0o. Moreover, for
all but countably many values of a (which we will call jump values) the same is true
when the a; approach a from the right. If a is one of these jump values, then the limit
of the geodesics from a;, as the a; approach a from the right, is a non-leftmost geodesic
from a to x.

Proof. Suppose that the (a;) in 0B*(z,r) approach a € dB*(x,r) from the left and (v;),
7 are as in the statement. Suppose that (v;, ) is a subsequence of (v;). It suffices to show
that (v;,) has a subsequence which converges uniformly to 7. The Arzeld-Ascoli theorem
implies that (;,) has a subsequence which converges uniformly to some limiting path ¥
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connecting a to x. This path is easily seen to be a geodesic connecting a to x which is
non-strictly to the left of 7. Since 7 is leftmost, we conclude that v ==. This proves
the first part of the proposition.

Suppose now that the (a;) approach a from the right and let 7;,y be as in the previous
paragraph. The Arzeld-Ascoli theorem implies that every subsequence of (v;) has a
further subsequence which converges uniformly to a geodesic connecting a to x. That
the limit does not depend on the subsequence follows by monotonicity.

To prove the second part of the proposition, note that each jump value a is associated
with the non-empty open set J, C B*(z,r) which is between the leftmost geodesic from a
to x and the uniform limit of leftmost geodesics along any sequence (a;) approaching a
from the right. Moreover, for distinct jump values a,a’ we must have that J, N J, = 0.
Therefore the set of jump values is countable. m

As in the proof of Proposition 2.6, if a is a jump value, we let .J, denote the open set
bounded between the (distinct) left and right limits described in Proposition 2.6, both
of which are geodesics from a to z. Recall that if a,d’ are distinct jump values then J,,
Jo are disjoint. Moreover, observe that the union of the J, (over all jump values a) is
the complement of the closure of the union of all leftmost geodesics. As the point a
moves around the circle, the leftmost geodesic from a to  may vary continuously (as
it does when (S, d) is a Euclidean sphere) but it may also have countably many times
when it “jumps” over an open set J, (as is a.s. the case when (S, d, v) is an instance of
the Brownian map, see Section 4).

We next need to say a few words about “cutting” geodesic metric spheres along curves
and/or “welding” closed geodesic metric disks together. Before we do this, let us consider
the general question of what it means to take a quotient of a metric space w.r.t. an
equivalence relation (see [BBIO1, Chapter 3] for more discussion on this point). Given
any metric space (.S, d) and any equivalence relation = on S, one may define a distance
function d between equivalence classes of = as follows: if @ and b are representatives of
distinct equivalence classes, take d(a, b) to be the infimum, over even-length sequences
a = Xg,T1, X2, ..., Lo = b with the property that z,, = x,,.1 for odd m, of the sum

o

-1

d(xzm, $2m+1)-
0

3
]

This d is a priori only a pseudometric on the set of equivalence classes of 2 (i.e., it may
be zero for some distinct @ and b). However, it defines a metric on the set of equivalence
classes of &* where a =* b whenever d(a,b) = 0. It is not hard to see that d is the
largest pseudometric such that d(a,b) < d(a,b) for all a,b and d(a,b) = 0 when a = b.
The procedure described above is what we generally have in mind when we speaking of

taking a quotient of a metric space w.r.t. an equivalence relation.

Now let us ask what happens if a geodesic metric sphere is cut along a simple loop I, to
produce two disks. Note that on each disk, there is an interior-internal metric, where
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the distance between points a and b is defined to be the length of the shortest path
that stays entirely within the given disk. This distance is clearly finite when a and b
are in the interior of the disk. (This can be deduced by taking a closed path from a
to b bounded away from the disk boundary, covering it with open metric balls bounded
away from the disk boundary, and taking a finite subcover.) However, when either a
or b is on the boundary of the disk, it is not hard to see that (if the simple curve is
windy enough) it could be infinite.

Let us now ask a converse question. What happens when we take the two metric disks
and try to “glue them together” to recover the sphere? We can clearly recover the sphere
as a topological space, but what about the metric? Before we address that point, note
there is always one way to glue the disks back together to create a new metric space:
namely, we may consider the disjoint union of the pair of disks to be a common metric
space (with the distance between points on distinct disks formally set to be infinity)
and then take a metric quotient (in the sense discussed above) w.r.t. the equivalence
relation that identifies the boundary arcs. This can be understood as the largest metric
compatible with the boundary identification. In this metric, the distance between a
and b is the infimum of the lengths (in the original metric) of paths from a to b that
only cross I' finitely many times. However, one can actually construct a geodesic metric
sphere with a closed curve I' and points a and b such that the shortest path from a to b
that crosses I finitely many times is longer than the shortest path overall.® In other
word, there are situations where cutting a metric sphere into two disks and gluing the
disks back together (using the quotient procedure described above) does not reproduce
the original sphere.

On the other hand, it is easy to see that this type of pathology does not arise if I'
is a curve comprised of a finite number of geodesic arcs, since one can easily find a
geodesic v between any points @ and b that crosses no geodesic arc of I' more than once.
(If it crosses an arc multiple times, one may replace the portion of v between the first
and last hitting times by a portion of the arc itself.) The same applies if one has a
disk cut into two pieces using a finite sequence of geodesic arcs. This is an important
point, since in this paper we will frequently need to glue together disk-homeomorphic
“slices” whose boundaries are geodesic curves. The following proposition formalizes one
example of such a statement.

Proposition 2.7. Suppose that (S,d,x,y) is a doubly marked geodesic metric space
which is homeomorphic to S?. Suppose that 1,7, are distinct geodesics which connect

SFor example, consider the ordinary Euclidean metric sphere and let T’ be the equator curve. The
equator comes with a Lebesgue length measure; let A be a closed positive-Lebesgue-measure subset of
the equator whose complement is dense within the equator. Let d be the largest metric on C for which
the d length of any rectifiable path is the Euclidean length of the portion of that path that does not lie
in A. (Informally, d is the ordinary Euclidean metric modified so that there is no cost for travel within
A.) Then d is topologically equivalent to the original metric; but any path between points a and b that
intersects I' only finitely many times will have the same length in both metrics, despite the fact that
the distance between a and b may be different in the two metrics.
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x toy and that S\ (71 U~z) has two components Uy, Us. For j = 1,2, let x; (resp. y;)
be the first (resp. last) point on OU; wvisited by v, (or equivalently by v, ). We then let
(Uj,d;, xj,y;) be the doubly marked metric space where d; is given by the interior-internal
metric induced by d on U;. Let S be given by the disjoint union of Uy and Uy and let d
be the distance on S which is defined by d(a b) =d;(a,b) if a,b € U, for some j = 1,2,

otherwise d(a b) = co. We then define an equivalence relation = on S by declaring that

= b if either a =b or if a € Uy corresponds to the same point b € Uy in S. Let d
be the largest metric compatible with S/ =. Then d = d. That is, the metric gluing of
the (Uj,d;, x;,y;) along their boundaries gives (S,d,x,y).

For future reference, let us remark that another instance where this pathology will not
arise is when (S, d, x) is an instance of a Brownian map with a marked point = and T is
the boundary of a filled metric ball centered at x. In that case, the definition of d given
in Section 4.1 will imply that the length of the shortest path between points a and b is
the infimum over the lengths of paths comprised of finitely many arcs, each of which is
a segment of a geodesic from some point to x. By definition, such a path clearly only
crosses I finitely many times. Note that the two situations discussed above (cutting
along geodesics and along boundaries of filled metric balls) are precisely those that are
needed to make sense of the statements in Theorem 1.1.

In this article we will not rule out the possibility that the interior-internal metric
associated with S\ B*(x,r) defines an infinite diameter metric space. (Update: This
has been subsequently ruled out in the works [BM17, LG19]. Indeed, [BM17] gives a
Brownian snake construction of the Brownian disk from which it is immediate that the
Brownian disk has finite diameter and [LG19] shows that this definition is equivalent to
the filled metric ball complement considered here.) Let us note, however, that one can
recover the entire collection of geodesics back to x (hence d) from the interior-internal
metrics associated with S\ B*(x,r) and B*(z,r). In particular, if z € S\ B*(z,r) then
by the very definition of B*(z,r) we have that the distance between z and 0B*(z, )
is finite and given by d(z, z) — r. Moreover, the shortest paths from z to 0B*(z,r) in
S\ B*(z,r) comprise of the initial (d(z, z) — r)-length segments of the geodesics from z
to x. It is clearly the case that the remaining r-length segments of the geodesics from z
to x are contained in B*(x,r).

Update: Pathologies of the aforementioned type were ruled out in other settings for
natural gluing operations one can perform for Brownian and \/%-LQG surfaces in
[GM16b], which together with [GM16a, GM16¢| has led to a proof that the self-avoiding
walk on random quadrangulations converges to SLEg/3 on \/%—LQG.

2.3 A consequence of slice independence/scale invariance

At the end of Section 1.5, the measure ¥ is informally described, along with a notion
of “slice independence” one might expect such a measure to satisfy. Although we have
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not given a formal description of ufp vet, we can observe now some properties we
would expect this measure to have. For concreteness, let us assume that L = 1 and that
a point on the boundary is fixed, so that the boundary of a sample from pfjpy can be
identified with the interval [0, 1]. We “cut” along the leftmost geodesic from 0 to z and
view a sample from pfpr as a “triangular slice” with one side identified with [0, 1] and
the other two sides forming geodesics of the same length (one from 0 to z and one from
1 to z).

We define glv(a, b) to be the distance from the boundary at which the leftmost geodesic
from a to x and the leftmost geodesic from b to x merge. Now, no matter what space
and o-algebra plipy is defined on, we would expect that if we restrict to rational values
of a and b, then the c?(a, b) should be a countable collection of real-valued random
variables. Before we even think about o-algebras on M or Mgpy, we can answer a more
basic question. What would “slice independence” and “scale invariance” assumptions
tell us about the joint law of these random variables d(a,b)? The following proposition
formalizes what we mean by scale invariance and slice independence, and shows that in
fact these properties characterize the joint law of the random variables d(a,b) up to a
single real parameter. As we will see in the proof of Theorem 1.1, this will allow us to
deduce that the metric net associated with a space which satisfies the hypotheses of
Theorem 1.1 is related to the so-called Lévy net introduced in Section 3 below.

Proposition 2.8. Consider a random function d defined on all pairs (a,b) € (QNI0, 1])2
such that

1. d(a,b) = d(b,a) for all a,b € QN |0, 1]

2. Ifa,b,c,d € QN[0,1] with a < b and ¢ < d then d(a,b) and d(c, d) are independent
provided that (a,b) and (c,d) are disjoint.

3. d(a,a) =0 a.s. for alla € QN 0, 1]

4. Ifa<b<careinQnNI0,1] then d(a,c) = max(d( ,b), d(b, c)).

5. The law of d(a b) depends only on |b—al. In fact, there is some [ so that for any
a and b the law of d(a,b) is equivalent to the law of |a — b|?d(0, 1).

Then the law of c?(a, b) has a particular form. Precisely, one can construct a sample
from this law as follows. First choose a collection of pairs (s,x) as a Poisson point
process on [0,1] x Ry with intensity ds ® x*dx where « = =1/ — 1 and ds (resp. dx)
denotes Lebesgue measure on [0,1] (resp. Ry ). Then define c?(a,b) to be the largest
value of x such that (s,x) is a point in this point process for some s € (a,b).

Proof. The lemma statement describes two ways of choosing a random d and asserts
that the two laws agree. It is immediate from Lemma 2.9 (stated and proved just below)
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that the laws agree when one restricts attention to {0,1/k,2/k,...,1}?, for any k € N.
Since this holds for all k&, the result follows. O

Lemma 2.9. Suppose for some 8 > 0, a real-valued random variable A has the following
property. When Ay, Ay, ..., Ay are i.i.d. copies of A, the law of k=" max,<;<p A; is the
same as the law of A. Then A agrees in law (up to some multiplicative constant) with
the size of the mazimum element of a Poisson point process chosen from the infinite
measure x*dz, where « = —1/f — 1 and dx denotes Lebesque measure on R .

Proof. Let F be the cumulative distribution function of A, so that F(s) = P[A < s].
Then
F(s) =P[A<s] =Pk PA<s]f = F(k’s)~.

Thus F(ks) = F(s)'/*. Set r = k” so that 1/k = r='/%. Then when r has this form
we have F(rs) = F(s)/* = F(s)”"". Applying this twice allows us to draw the same
conclusion when r = k /k5 for rational k = ky/ks, i.c., for all values r which are a Sth
power of a rational. Since this is a dense set, we can conclude that in general, if we set
e! = F(1), we have
tr—1/8
F(r)y=e : (2.1)

It is then straightforward to see that this implies that (up to a multiplicative constant)
A has the same law as the Poisson point process maximum described in the lemma
statement. (See, e.g., [Sat99, Exercise 22.4].) O

2.4 A o-algebra on the space of metric measure spaces

We present here a few general facts about measurability and metric spaces, following
up on the discussion in Section 1.4. Most of the basic information we need about the
Gromov-Prohorov metric and the Gromov-weak topology can be found in [GPW09].

Other related material can be founded in the metric geometry text by Burago, Burago,
and Ivanov [BBIO1], as well as Villani’s book [Vil09, Chapters 27-28].

As in Section 1.4, let M denote the space of metric measure spaces, defined modulo a.e.
defined measure preserving isometry. Suppose that (5,d, ) € M. If we choose points
x1, %o, ..., 2 1.id. from v, then we obtain a k x k matrix of distances d;; = d(x;, x;)
indexed by i,7 € {1,2,...,k}. Denote this matrix by My = My (S,d,v).

If ¢ is any fixed bounded continuous function on R**, then the map
(Su d7 V) - Elx[w(Mk)]

is a real-valued function on M. The Gromov-weak topology is defined to be the weakest
topology w.r.t. which the functions of this type are continuous. In other words, a
sequence of elements of M converge in this topology if and only if the laws of the
corresponding M}, (understood as measures on R’“Q) converge weakly for each k. We
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denote by F the Borel o-algebra generated by this topology. Since we would like to be
able to sample marked points from v and understand their distances from each other, we
feel comfortable saying that F is the weakest “reasonable” o-algebra we could consider.
We will sometimes abuse notation and use (Mgpy, F) to denote a measure space, where
in this context F is understood to refer to the intersection of F with the set of subsets of
Mspr. (We will apply a similar notational abuse to the “marked” analogs M*, MEqy,
and F* introduced below.)

It turns out that the Gromov-weak topology can be generated by various natural metrics
that make M a complete separable metric space: the so-called Gromov-Prohorov metric
and the Gromov-{J; metric [GPW09, Loh13]. Thus, (M, F) is a standard Borel space
(i.e., a measure space whose g-algebra is the Borel o-algebra of a topology generated by
a metric that makes the space complete and metrizable). We do not need to discuss
the details of these metrics here. We bring them up in order to show that (M, F) is a
standard Borel space. One useful consequence of the fact that (M, F) is a standard
Borel space is that if G is any sub-c-algebra of F, then the regular conditional probability
of a random variable, conditioned on G, is well-defined [Durl0, Chapter 5.1.3].

We can also consider marked spaces; one may let M* denote the set of tuples of the form
(S,d,v, 1,29, ...,x,) where (S,d,v) € M and xy,zs,...,x; are elements (“marked
points”) of S. Given such a space, one may sample additional points i1, Tgio, ..., Tm
i.i.d. from v and consider the random matrix M,, of distances between the x;. One may
again define a Gromov-weak topology on the marked space to be the weakest topology
w.r.t. which expectations of bounded continuous functions of M,, are continuous. We
let F* denote the Borel o-algebra of the marked space. Clearly for any m > k one
has a measurable map M™ — MP¥* that corresponds to “forgetting” the last m — k
points. One can similarly define M> to be the space of (S,d, v, z1,22,...) with an z;
defined for all positive integer j. The argument that these spaces are standard Borel is
essentially the same as in the case without marked points. One immediate consequence
of the definition of the Gromov-weak topology is the following:

Proposition 2.10. Fiz (S,d,v) € M with v(S) = 1. Let x1,xs,... be i.i.d. samples
from v. Let (Sy,, dm, Vi) be defined by taking S,, = {x1,xs,...,xy}, letting d,, be the
restriction of d to this set, and letting v,, assign mass 1/m to each element of S,,.
Then (Spm, dm, Vm) converges to (S,d,v) a.s. in the Gromov-weak topology. A similar
statement holds for marked spaces. If k < m and (S,d,v,x1, 2o, ..., x1) € M then one
may choose Ty 1, Tki2,. .., Ty i.i.d. and consider the discrete metric on {x1,...,xmy}
with uniform measure, and x4, ..., x, marked. Then these approximations converge a.s.
to (S,d,v,xq,...,x1) in the Gromov-weak topology on MF.

Let AV be the space of all infinite-by-infinite matrices (entries indexed by N x N) with
the usual product o-algebra and let N be the subset of A° consisting of those matrices
with the property that for each k, the initial & x k matrix of N describes a distance
function on k elements, and the limit of the corresponding k-element metric spaces
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(endowed with the uniform probability measure on the k elements) exists in M. We refer
to this limit as the limit space of the infinite-by-infinite matrix. It is a straightforward
exercise to check that N is a measurable subset of N.

Proposition 2.11. There is a one-to-one correspondence between

1. Real-valued F-measurable functions ¢ on M, and

2. Real-valued measurable functions 5 on N with the property that their value depends
only on the limit space.

The relationship between the functions is the obvious one:

1. If we know 5, then we define ¢ by setting gb((S, d, l/)) to be the a.s. value ofgg(Moo)
when My, is chosen via (S,d,v).

2. If we know ¢, then a(Moo) is ¢ of the limit space of M.

Moreover, for each k € N the analogous correspondence holds with (M*, F*) in place

of (M, F).

Proof. We will prove the result for (M, F); the case of (M", F*) for general k € N is
analogous.

Suppose that gg is a bounded, continuous function on A which depends only on a
finite number of coordinate entries. Then we know that (S, d,v) — E,[¢(M)] is an
F-measurable function where M, is the infinite matrix of distances associated with
an i.i.d. sequence (z;) chosen from v. From this it is not difficult to see that if ¢ is an
indicator function of the form 1, where A C R* is compact (i.e., 14 depends only on
the initial & x k matrix) then (S, d, ) — E,[¢(M.)] is F-measurable. We note that
the collection of such sets A is a 7-system which generates the product o-algebra on .
We also note that the set of all functions ¢ on N for which (S, d,v) — E,[p(M)] is F-
measurable is closed under taking finite linear combinations and non-negative monotone
limits. Therefore the monotone class theorem implies that (S,d,v) — E,[¢p(My)] is
F-measurable for any bounded, measurable function on AV. In particular, this holds if
ng is a bounded, measurable function on N which depends only on the limit space. In
this case, we note that the a.s. value of ¢(M..) is the same as E,[¢(M.)]. This proves
one part of the correspondence.

On the other hand, suppose that ¢ is an F-measurable function of the form (S,d, v) —
E,[¢)(M,)] where 9 is a bounded, continuous function on R¥* and M, is the matrix of
distances associated with 1, ...,z chosen i.i.d. from v. Suppose that M., € N. For
each j, we let (S}, d;, vj) be the element of M which corresponds to the j x j submatrix
M; of M. Then the map which associates M., with ¢((.S;,d;,v;)) is continuous on N,
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Therefore the map which associates M., with ¢((S,d,v)) where (S,d,v) is the limit
space of M, is measurable as it is the limit of continuous maps. The other part of the
correspondence thus follows from the definition of F. n

We are now going to use Proposition 2.11 to show that certain subsets of M are
measurable. We begin by showing that the set of compact metric spaces in M is
measurable. Throughout, we let C consist of those elements of N' whose limit space is
compact.

Proposition 2.12. The set of compact metric spaces in M is measurable. More
generally, for each k € N we have that the set of compact metric spaces in MF with k
marked points is measurable.

Proof. We are going to prove the first assertion of the proposition (i.e., the case k = 0).
The result for general values of k is analogous.

For each ¢ > 0 and n € N, we let ./(\/'7176 be those elements (d;;) in N such that for every j
there exists 1 < k < n such that d;; <e. That is, (d;;) is in ./Vme provided the e-balls
centered at points in the limit space which correspond to the first n rows (or columns)
in (d;;) cover the entire space. As AA/M is measurable, we have that both /(\/' =U /\A/M
and ﬂegq +./\/' are measurable. By Proposition 2.11, it therefore suffices to show that
Necq +/\/’ is equal to C. This, however, follows because a metric space is compact if and
only if it is complete and totally bounded.

]

To prove the measurability of certain sets in M, we will find it useful first to show that
they are measurable with respect to the Gromov-Hausdorff topology and then use that
there is a natural map from C into the Gromov-Hausdorff space which is measurable. In
order to remind the reader of the Gromov-Hausdorff distance, we first need to remind
the reader of the definition of the Hausdorff distance. Suppose that K;, Ky are closed
subsets of a metric space (.5, d). For each € > 0, we let K be the e-neighborhood of Kj.
Recall that the Hausdorff distance between K, K5 is given by

dH<K1, KQ) = iIlf{E >0:K; C K;, Ky C Kf} (22)

Suppose that (S1,d;), (52, ds) are compact metric spaces. The Gromov-Hausdorff
distance between (51, d;) and (Ss, ds) is given by

dau((S1,d1), (S, d2)) = inf {du(p1(S1), p2(52))} (2.3)

where the infimum is over all metric spaces (5,d) and isometries p;: S; — S. We
let X be the set of all compact metric spaces equipped with the Gromov-Hausdorff
distance dgy. More generally, for each & € N, we let X* be the set of all compact metric
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spaces (S, d) marked with k points zy,...,2, € S. We equip X* with the distance
function

dGH((Sla d17 T11,--- 7x1,k)7 (527 d2> T21, .- 7x2,k))

it {del(sl), pa(82)) + 3 dli(any), soz(fvz,j))} . 24

=1

where the infimum is as in (2.3). We refer the reader to [Vil09, Chapter 27] as well as
[BBIO1, Chapter 7] for more on the Hausdorff and Gromov-Hausdorff distances.

We remark that in (2.3), one may always take the ambient metric space to be /.
Indeed, this follows because every compact metric space can be isometrically embedded
into ¢,. We will use this fact several times in what follows.

We also note that there is a natural projection : C— X. Moreover, if we equip N with
the ¢, topology (in place of the product topology), then the projection 7: C — X is
2-Lipschitz. Indeed, this can be seen by using the representation of dgy in terms of the
distortion of a so-called correspondence between metric spaces; see [Vil09, Chapter 27].
See, for example, the proof of [Miel4, Proposition 3.3.3] for a similar argument. Since
the product topology generates the same Borel o-algebra as the /., topology on N , 1t
follows that 7 is measurable. This observation will be useful for us for proving that
certain sets in A/ are measurable. We record this fact in the following proposition.

Proposition 2.13. The projection : C — X is measurable.

In the following proposition, we will combine Proposition 2.11 and Proposition 2.13 to
show that the set of compact, geodesic metric spaces in M is measurable.

Proposition 2.14. The set of compact, geodesic spaces is measurable in M.

Proof. That the set of geodesic spaces is closed hence measurable in X follows from
[Vil09, Theorem 27.9]; see also the discussion in [BBIO1, Chapter 7.5]. Therefore the
result follows by combining Proposition 2.11 and Proposition 2.13. [

We note that it is also possible to give a short proof of Proposition 2.14 which does not
rely on the measurability of the projection 7: C — X. The following proposition will
imply that the set of good measure endowed geodesic spheres is measurable in M.

Proposition 2.15. For each k € Ny we have that MEpy is measurable in M*.

We will prove Proposition 2.15 in the case that & = 0 (i.e., we do not have any extra
marked points). The proof for general values of k is analogous. As in the proof of
Proposition 2.14, it suffices to show that the set of geodesic metric spaces (S, d) which
are homeomorphic to S? is measurable in X. In order to prove this, we first need to
prove the following lemma.
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Lemma 2.16. Suppose that (S, d) is a geodesic metric space homeomorphic to S* and
suppose that v 1s a non-space-filling loop on S. Let U be a connected component of
S\ v and let A =S\ U. For every e > 0, v is homotopic to a point inside of the
e-neighborhood of A.

Proof. Since v is a continuous curve, it follows that U is topologically equivalent to D.
Let ¢: D — U be a homeomorphism. Then there exists § > 0 so that I' = ¢(9(1 — §)D)
is contained in the e-neighborhood of A. Since I is a simple curve, it follows that there
exists a homeomorphism 1 from D to the component V' of S\ I" which contains 7. Let
5 =171 (y). Then 7 is clearly homotopic to 0 in D hence 7 is homotopic to ¥(0) in V/,
which implies the result. [

Proof of Proposition 2.15. For simplicity, we will prove the result in the case that £ = 0.
The case for general values of k is established in an analogous manner. We are going
to prove the result by showing that the set ) of geodesic metric spaces in X which
are homeomorphic to S? is measurable in X. The result will then follow by invoking
Proposition 2.11 and Proposition 2.13.

Let Y be the closure of ) in X'. Suppose that (S, d) is in X. Let v be a path in (S, d)
and let f(v, (S,d)) be the infimum of diam(A) over all A C S in which 7 is homotopic
in A to a point in S and S\ A is connected. Let f(d, (S, d)) be equal to the supremum
of f(7,(S,d)) over all paths v in (S, d) with diameter at most 6. Let ) consist of those
(S,d) in Y such that for every e > 0 there exists 6 > 0 such that (4, (S,d)) < e.

We are ﬁrstNgoing to show that ﬁ =Y. We cle@rly have that Y C ?, so we just need to
show that ) C ). Suppose that (S,d) is in ). We assume without loss of generality
that diam(S) = 1. Then there exists a sequence (S,,d,) in Y which converges to (S, d)
in X. We note that we may assume without loss of generality that both S and the S,,’s
are subsets of /., such that dy(S,,S) — 0 as n — oo and that diam(S,,) = 1 for all n.

Fix € > 0. It suffices to show that there exists 6 > 0 such that f(6, (S,,d,)) < € for all
n € N. Indeed, this implies that the (S,,d,) converge to (S,d) in X regularly which,
by [Beg44], implies that (S,d) is in V.

Fix 6 > 0 such that f(4,(5,d)) < € and assume that § < e. We assume that nyg € N is
sufficiently large so that

9

<
dH(Sm S) = 16

for all n > ny. (2.5)

We note that for each 1 < n < ng there exists d,, > 0 such that f(d,, (S, d,)) <e. We
set dp = minj<p<pn, 6,. We are now going to show that there exists 5 > 0 such that
F(8,(Sn, dy)) < 43¢ for all n > ng. Upon showing this, we will have that with 6 = dg A
we have f(5, (S, dy,)) < 43¢ for all n.
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Fix n > ng and suppose that v,: S! — S, is a path in S,, with diam(~,) < /4. Then
we can construct a path v in S as follows. We pick times 0 < tf < --- < {7 < 27 such
that with z" = 7, (") we have

)
lxly — e, < 16 forall 1<i<jy. (2.6)

By (2.5), for each 1 < i < j there exists x; € S C {y such that ||z — z;]|e, < §/16.
We then take v to be the path S! — S which is given by successively concatenating
geodesics from x;_; to x; for each 1 <4 < j 4 1 where we take ;41 = . Suppose
that a,b € 7. Then there exists i, such that ||¢ — = |lo, < 36/16 for ¢ € {a,b} as
|lwi1 — xille,, < 36/16 for each 1 < ¢ < j+ 1. Consequently, by (2.5) and (2.6) we have
that

||a’ - b||goo S ||a - xiaHzoo + ||xia - beHzoo + ||xlb - b||€oo
< Q0 i, = 23 e + N2, — 25 llewe + 125, = iy [l

< =6 + diam(7y,) < 0.
This implies that diam(y) < §. Moreover, we have that the dy-distance between the
ranges of 7, and ~ is at most §/2.

By assumption, we can contract v to a point in S inside of a set A C S of diameter at
most € such that B = S\ A is connected. Pick z € B with dist(z, A) > (1 —¢€)/2. Fix
T, € S, with ||z — 1z, < §/16. Let B,, be the component of S, \ 7,, containing z,, and
let A, be the closure of S\ B,,. By Lemma 2.16, we have that f(~v,, (S,,d,)) < diam(A4,).
It therefore suffices to bound diam(A,,).

Suppose that u,, € A, is a point with distance at least €+200 from 7,. Let u € S be such
that ||u, —u|le, < 0/16. We will show that u € A. This will imply that diam(A) > 104,
a contradiction since we have assumed that § < e and we have diam(A) < ¢, hence

diam(A4,,) < 2e + 406 4 diam(v,,) < 2e + 416. (2.7)

Suppose that u ¢ A. Then there exists a path 1 from u to 2 which does not intersect .
Arguing as above, this implies that there exists a path 7, in S,, from u,, to z, so that
the dy distance of the ranges of n and 7, is at most §/2. Since n does not intersect
{z € A:dist(z,0A) > ¢}, it follows that n, does not intersect {z € A, : dist(z,0A4,) >
20}. This is a contradiction, which proves (2.7).

Since 7, was an arbitrary path in (S,, d,) of diameter at most 4, we have thus shown
that f(9, (Sn,dy)) < 2e 4 416 < 43¢ for all n > ngy. This finishes the proof that Y = ).

To finish proving the result, we will show that JNJ (hence ) can be written as an
intersection of sets which are relatively open in the closure of geodesic spheres in X,
hence is measurable. It follows from the argument given just above that, for each fixed
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0 > 0, the map (S,d) — f(9, (5, d)) is uniformly continuous on Y. This implies that
(S,d) — f(0,(S,d)) extends to a continuous map on ). It therefore follows that, for
each € > 0, we have that

Ves ={(S,d) € Y : f(6,(S.d)) < e}

is relatively open in ). Therefore with Q; = Q N (0, 00) we have that

N U 5

€€Q4 6€Q

is a Borel set in X'. The result follows since this set is equal to . O

In what follows, it will be useful to consider geodesic spheres which are marked by
two points and also come with an orientation. We note that if (S,d, v, z,y) € M%PH
and x # y, then we can determine an orientation of S by specifying three additional
distinct marked points x = (x1, 29, 23) with x; € 9B*(z,r) for i = 1,2,3 for some
r € (0,d(z,y)) fixed. The extra marked points z specify an orientation because they
specify a continuous curve (modulo monotone parameterization) which parameterizes
OB*(x,r) and visits 1, xe, x3 in order. We observe that this also specifies for every
s € (0,d(z,y)) a continuous curve (modulo parameterization) which parameterizes
OB*(x,s). Indeed, if € > 0 is sufficiently small and s € (r — €,7), then we can specify
three distinct points on 0B*(z,s) by first specifying three points on 0B*(z,r) with
distance at least 2¢ from each other using the orientation and then taking points on
OB*(x, s) which each have distance  — s from the given points on B*(x,r). Continuing
in this manner specifies a parameterization of 0B*(x, s) for each s € (0,7). We can also
specify a parameterization of s € (r,r 4 €) by first choosing three points on dB*(z, s)
with distance at least 2e from each other and then taking points on 0B*(z,r) which
each have distance s —r from the given points on dB*(z, s) and then ordering the points
on OB*(z,s) in the same way as the points on dB*(xz,r). Continuing in this manner
specifies a parameterization of dB*(z, s) for each s € (r,d(z,y)).

We say that two spaces (S, d',z%,y",z"), i = 1,2, in M2py with marked points as
above are equivalent if there exists a measure preserving isometry S' — S? which
takes z' to 22, y' to 3%, and is orientation preserving. In what follows, we will be
considering various measurable maps which will not depend on the specific choice of
three points used to orient the sphere but rather just the equivalence class. We note
that the map M2py x M2py — {0,1} that outputs 1 if the two spaces have distinct
marked points are equivalent and otherwise 0 is measurable because if z' = (z}, 23, z1),
z? = (22,23, 22) are two triples of distinct points in S for (S,d, v, z,y) € MZpy with
z; € 0B*(z,r1) and z? € OB*(x,r3) with r = r; = 75 then z! and 2? determine the
same orientation if and only if the following is true. Suppose that w; = x, wy =y,
w3 = T1, Wy = To, wy = x3 and wg, wr, ... is an i.i.d. sequence chosen from v and
suppose that d;; = d(w;, w;). Then it is v-a.s. the case that for every e > 0 small
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enough there are points us, ..., u, among the (w;) such that B(u;,e) NdB*(x,r) # ),
B(ui, €) N B(ugy1, €) # 0 where we take un41 = ug and if ¥ € B(ui;?, €) then 4§, 1% i% are
in cyclic order (viewed as elements of Z,,) for both £ = 1,2. In the case that r; < ro,
then 2!, 2? determine the same orientation if and only if there exist paths 1, 72,73 in
B*(x,73) \ B*(z,r1) which respectively connect z} to x? and do not cross. The existence
of such paths can be similarly determined in a measurable manner using the matrix (d;;)
of pairwise distances. Finally, we note that it is not difficult to construct for each r > 0
a measurable map MZpy — MQpy which takes as input (S, d, v, z,y,z) and outputs
(S,d,v,z,y,z) if d(x,y) < r or the marked points are not distinct or the z do not all lie
on the same filled metric ball boundary and otherwise it outputs (5, d, v, x,y, ') where
the points of 2’ are distinct, lie in dB*(x,r), and induce an equivalent orientation.

We let MSPH denote the subset of M3py with distinct marked points modulo the above
equivalence relation. We let fSPH be the associated Borel o-algebra. We will refer to an
clement of Mz, using the notation (S, d, v, z,y) and suppress the orientation unless
we need to choose a representative of the equivalence class.

We will also need to consider orientations on planar metric measure spaces whose
interior is a geodesic disk. For our purposes, we do not need that the set of such spaces
is measurable in the set of metric measure spaces. So in this case we will introduce
an equivalence relation on M* which has the property that if the two spaces are of
the above type then they are equivalent if and only if they are equivalent as marked
metric measure spaces and have the same orientation. More specifically, we say that
two elements (S?, d*, 2%, 2%), i = 1,2, in M* with distinct marked points are equivalent if
there exists a measure preserving isometry which takes S! to S2%, ! to 22, and for each
d > 0 there exists a simple path in S'\ B(z!,§) which visits all of the marked points
z' for i = 1,2 and between hitting any pair of these points hits 9B(z', ). Arguing as
above, it is easy to see that that the map which takes as input two spaces in M* and
outputs 1 (resp. 0) if they are equivalent in this sense is Borel measurable since the
existence of such a path can be described in terms of the infinite matrix of pairwise
distances. If (S%, d') are topological disks and the marked points z° are in the boundary
and distinct and z* is not in the boundary, then this equivalence relation is equivalent to
2% inducing the same orientation. We let M*© be given by M* modulo this equivalence
relation.

Proposition 2.17. Fiz a constant r > 0 and let MSPH be the set of elements

(S,d,v,z,y) € MSPH such that R = d(xz,y) —r > 0 (and note that this is a mea-
surable subset of MZpy). Then the space which corresponds to B*(xz, R) (with its
interior-internal metric) is in M. The function MSPH,, — MO given by associal-
ing (S,d,v,x,y) to this space with the orientation induced from (S,d,v,x,y) is Borel
measurable.

Suppose that we have a measurable way of choosing z1, za, . . ., zx € OB*(x, R) that only
requires us to look at S\ B*(x, R). Then the map to the set of k slices (i.e., the metric
measure spaces which correspond to the regions between the leftmost geodesics from each
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z; to x) is measurable as a map M@;?H,T — (M3)*. (The three marked points in the jth
slice are given by zj, zj41, and the point where the leftmost geodesics from z; and zj44
to x first meet.)

If there is a unique geodesic from x to y, one example of a function which associates
S\ B*(x, R) with points 21, ...,z is as follows. Assume that we have a measurable way
of measuring “boundary length” on 0B*(z, R). Then we take z1,..., 2, € 0B*(z, R) to
be equally spaced points according to boundary length with z; given by the point on
OB*(x, R) which is first visited by the geodesic from x to y.

Proof of Proposition 2.17. That the space which corresponds to B*(x, R) is an element
of M* is obvious.

We are now going to argue that the map which associates (S5,d,v,z,y) € MSPHT
with the metric measure space associated with B®(z, R) and associated orientation is
measurable. To see this, we note that a point w is in S\ B*(z, R) if and only if there
exists € > 0 and yy,...,y, € S such that the following hold:

1. d(y;,x) > R+eforeach 1 <j </,
2. y € B(y1,¢€) and w € B(yy, €), and

3. B(yj;,€) has non-empty intersection with both B(y,_1,€) and B(y;;1,¢€) for each
2<j<0—1.

Suppose that wy = z, wy = y, wy = x1, Wy = T, ws = x3 and wg, wr, ... is an i.i.d.
sequence chosen from v and suppose that d;; = d(w;,w;). The above tells us how to
determine those indices j such that z; € S\ B*(z, R). In particular, it is clear from the
above that the event that x; € B*(x, R) is a measurable function of (d;;) viewed as an
element of AV Suppose that we are on the event that w;, w; € B*(x, R) for i, j distinct.
Then the event that the interior-internal distance between w; and w; is at most ¢ is

equivalent to the event that there exists € > 0 and indices j; = 7, J2, ..., Jk—1,Jk = J
such that d; <eforeachl1 <V <k—-1, (k—1)e <, and B(zj,,e) C B*(z,R)

Jeje+1
for each 1 < €+§ k (which we can determine using the recipe above). Thus it is easy
to see that the element of AV which corresponds to the matrix of distances between
the (w;) which are in B*(z, R) with the interior-internal metric is measurable. Thus
the measurability of the metric measure space corresponding to B*(z, R) viewed as an
element of M! follows by applying Proposition 2.11. The same likewise holds for the

orientation of B*(x, R).

Suppose that (S, d, v, z,y) € Mé’f?H’T and let (S,d,v,z,y,z) be a representative of the
equivalence class of (S,d, v, z,y) in MZpy. To see the final claim of the proposition, we
note that a point w is in the slice between the leftmost geodesics from z; and z;,; to
x if and only if there exists § > 0 such that for every € > 0 small enough there exist
points y1, ...,y with y, = w which satisfy the following properties:
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1. yj € B*(z,R) for each 1 < j <,
2. d(y;, ) > 60 and d(y;, zi+1) > 6 for each 1 < j </,

3. B(yi,€) has non-empty intersection with the clockwise part of 0B*(z, R) between
zi and zi4q,

4. B(yj, €) has non-empty intersection with B(y;_1,€) and B(y;;1,€) for each 2 <

5. No geodesic from z;;1 to = passes through the B(y;, €), and

6. No geodesic from a point on dB*(z, R) which starts from a point on the counter-
clockwise segment of 0B*(z, R) from z; to 2,41 to x passes through the B(y;,¢).

It is obvious that properties 1, 2, and 4 can be determined from the matrix (d;;) in a
measurable way. We will now explain in further detail why the other properties can be
measurably determined. Let us first explain how to check property 3. We note that
B(y1, €) intersects the clockwise part of 0B*(z, R) if and only if the following is true for
every € > ( small enough. There exist points uy, . .., u, such that B(u;,e)NIB*(z, R) #
0, B(us,€) N B(uiy1,€) # 0 where we take up1 = uy, if ; € B(uy,, €) then iy, iy, i3 are
in cyclic order (viewed as elements of Z,,) and the following is true. If k;, ko are such
that z; € B(ug,,€) and 241 € B(uy,, €) then B(y;, €) intersects B(u;, €) if and only if
ki1 < wu; < ko (viewed as elements of Z,). Property 5 holds if and only if
Join inf {d(z, y) +d(y, zi1) 1 y € Blyj, )} > d(x, 2i01).

Property 6 can be checked by combining the ideas used to check properties 3 and 5.
Combining, the result thus follows in view of Proposition 2.11 and the argument
described in the previous paragraph. ]

2.5 Measurability of the unembedded metric net

We will now develop some basic properties of metric nets and leftmost geodesic trees.
There are many places to get an overview of real trees, plane trees, and contour functions;
for example, [Ald91a, Ald91b, Ald93] uses these concepts to describe continuum random
trees and Section 3 of [LGMT12] reviews these concepts for the purpose of using them
to construct the Brownian map. (They will also be further discussed in Section 3.) Let
T be the circle given by starting with [0, 1] and identifying 0 and 1. We briefly recall
that a real planar tree is a quotient of the type described in Figure 2.3, where X, is
any continuous non-negative function which is not constant in any interval indexed by
t € Ty with inf;er, X; = 0. Every real planar tree is compact, by definition.

Given any real tree embedded in the plane, one can construct a continuous “contour
function” t — X; for t € T by tracing the boundary of the tree continuously clockwise
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and keeping track of the distance from the root as a function of time. This X; can then
be used to reconstruct the tree, as Figure 2.3 illustrates. The contour function ¢t — X,
is only determined up to monotone reparameterization: if f is any increasing continuous
function Ty — T then Xjq describes the same tree as X;, via the procedure described
in the caption to Figure 2.3. We call any such f a monotone reparameterization of the
circle.

Let T be the set of continuous functions X : Ty — R, with inf;er, X; = 0 which are
not constant in any interval modulo the equivalence relation X ~ Y if and only if X is
a monotone reparameterization of Y. For X,Y € T, we set

A(X.Y) = inf X = Yo f].

where the infimum is over all monotone reparameterizations. Then d defines a metric
on 7. It is not hard to see that under this metric the space of compact real planar trees
is complete and separable. We equip T with the associated Borel o-algebra.

Xy
t

Figure 2.3: Begin with the graph X; of a continuous excursion; then declare two
points on that graph to be equivalent if they can be a connected by a horizontal chord
that never goes above the graph of X; (these chords are shown as green lines). The
equivalence classes form a real planar tree with a natural metric: the distance between
points indexed by s and by ¢ (with s < t) is X + X; — 2inf,,«; X,.. It is not hard to
see that the number of local maximum heights a (i.e., values a such that for some s,
X, = a is a local maximum) is at most countably infinite (since any local maximum is
the largest value obtained in some sufficiently small interval with rational endpoints).
However, the horizontal red line illustrates that X; can have multiple local maxima
(perhaps uncountably many) of the same height a.

It is not always the case that the leftmost geodesics of an oriented metric net form a
real tree. For example, if (S5, d, z,y) is the Euclidean sphere (with x and y at opposite
poles) then the metric net has no holes, and one can draw uncountably many disjoint
leftmost geodesic arcs directed toward x. In this example, the “tree of leftmost geodesics”
has uncountably many disjoint branches, each corresponding to a geodesic from y to z
(with the endpoint y itself not being included in these branches, since there is no single
distinguished leftmost geodesic starting at y) and is clearly not a compact or precompact
metric space when it is endowed with the natural tree metric.

We say a doubly marked and oriented geodesic sphere (S,d, z,y) is strongly coalescent
if the leftmost geodesic tree of its metric net (endowed with the tree metric) is Cauchy-
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precompact, so that the completion of its leftmost geodesic tree (w.r.t. the natural tree
metric) is a real planar tree.

Proposition 2.18. A doubly marked and oriented geodesic sphere (S, d, x,y) is strongly
coalescent if and only if for any 0 < r < s < d(z,y) the number of disjoint leftmost-
geodesic segments (toward x) one can draw from 0B®*(x,s) to OB*(x,r) is bounded
above.

Proof. 1f there are infinitely many disjoint leftmost geodesic segments, for some r and s,
then the metric net is clearly not Cauchy-precompact. Conversely, if there are only
finitely many for each r and s, then this is true in particular if for some € > 0 we have
r =mne and s = (n + 1)¢, and letting n vary between 1 and d(z,y) /e, we can show that
it is possible to cover the tree with finitely many balls of diameter €. In other words,
the metric net is totally bounded, which is equivalent to Cauchy-precompactness. [l

Suppose (S, d, z,y) is a strongly coalescent doubly marked and oriented geodesic sphere
with metric net V. Let T be the leftmost geodesic tree and T the completion of 7. The
map from 7" to N \ {y} is one-to-one by construction, and can be extended continuously
to a map from T to N. Two points on 1" are called equivalent if they map to the same
point on N. Let X; be the corresponding contour function. We now present a few more
definitions and quick observations about contour functions of metric nets:

1. X, necessarily assumes every value r € (O, d(x, y)) an uncountable number of times.
This is because Proposition 2.1 shows that 0B®(x,r) is necessarily homeomorphic
to a circle, and the map sending a point on the graph of X; to the corresponding
point on the circle is onto.

2. In the proof of Proposition 2.1, it was shown that I' = 0B*(z, r) is locally connected
and that therefore the homeomorphism from the unit disk to the interior of B*(z, )
extends continuously to its boundary, so that the unit circle maps continuously
onto I'. Let A, D I' be the component of 0B(x,r) that contains 0B*(z,r). In
other words, A, is the portion of 0B(z,r) that lies in the metric net. If the metric
exploration “pinches off holes” exactly at time r then A, could be strictly larger
than I, as in Figure 2.4. By the second part of Proposition 2.1, the z-containing
component of B*(z,r) \ A, is a topological disk, and a homeomorphism from the
unit disk to that disk extends continuously to give a continuous map from the
unit circle onto A, (which need not be one-to-one, since A, is not necessarily
a topological circle). Thus it is natural to think of A, as being continuously
parameterized by a circle (even if not in a strictly one to one way).

3. Any simple closed loop that can be drawn within A, is necessarily the boundary of
one of the components of S\ dB(z,r). This simply follows from the fact the loop
divides the sphere into two pieces, and every point z in the piece not containing x
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must satisfy d(x, z) > r. Conversely, Proposition 2.1 (applied with z in place of )
implies that every such boundary is a simple closed loop. In particular this implies
that given the metric net N (as a metric space with marked points x and y) it
is possibly to construct the (necessarily countable) collection of loops that form
the boundaries of N when N is viewed as a subset of S. By gluing a topological
disk into each of those loops, one obtains a topological space that is topologically
equivalent to S, and which can be embedded in the sphere. In particular, this
implies that the metric net N determines its own embedding in the sphere (up to
a topological homeomorphism of the sphere).

A,
Y

Figure 2.4: Schematic drawing of the union of all of the leftmost geodesics from A,
— the component of 0B(z,r) containing 0B*(z,r) — back to x. The completion of
the union of these geodesics (endowed with the tree metric) is a closed subtree of T,
continuously mapped to the metric net, with all of the set of leaves mapping onto A,.

4. For r € (0,d(x,y)), consider the closed set A, = {t : X; = r}. This is a subset

of the circle T, which corresponds to a closed subset of T and hence maps onto
a closed subset of the metric net (the set A, described above). Let = be the
(topological closure of ) the smallest equivalence relation such that that two points
are equivalent if they are at opposite endpoints of an open interval of T; \ A4,. It
is not hard to see that if two points are equivalent in = then they must correspond
to the same point in A,, and that the topological quotient of A, w.r.t. = must be
a topological circle, which is mapped onto A, (as in Figure 2.4) in a continuous
way. If this map is one-to-one, we say that that 0B(x,r) is a simply traced loop.
If it is one-to-one except for two points that are mapped to the same place, then
we say that 0B(x,r) is a simply traced figure eight. (The A, shown in Figure 2.4
is neither of these; at least three pairs of points are “pinched together” in this
image. There are other possibilities; for example, it is possible for a whole interval
could get “pinched” to a single point.)

5. If 0B(x,r) is a simply traced figure eight, then y lies in one of the two loops of
the figure eight; all the points along the other loop correspond to local maxima of
X, as the red line in Figure 2.3. On the other hand, there must be a dense set of
points along the loop containing y that correspond to points that are not local
maxima (since if there were a whole interval of points that were local maxima,
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then the points on either ends of that interval would have to be equivalent). Thus
one can recover from the tree 7' where the two special points must be. This
will be discussed later in the specific context of the Lévy net (where the contour
function for T is a so called Lévy height function derived from a Lévy excursion
in a particular way). See Figure 3.4.

6. In order to speak about a “leftmost tree” we have to have an orientation assigned
to the metric net (so it is not quite enough to just have the metric space structure
of the metric net).

Proposition 2.19. Let F': MéfH — T be the following map. If the metric net of
X e M%’POH 1s not strongly coalescent, it outputs the 0 function. Otherwise, it outputs
the contour function for the completion of the leftmost geodesic tree. Then F is Borel
measurable.

This will follow from the propositions below.

The Gromov-Hausdorff distance on compact metric spaces marked by k points discussed
in (2.4) can be extend to a metric on compact metric spaces (S, Ay, As, ..., Ax) marked
by k distinguished closed subsets by setting

k
dan (S, Ar, As, o Ay), (5, A, Ay, Ay)) = inf (dn(S,9) + D du(Ai, A7),
=1

It is a simple exercise to check the following:

Proposition 2.20. If a sequence of k-subset-marked compact metric spaces converges
w.r.t. the metric dgn (on the S components) then it has a subsequence that converges
w.r.t. dgu (on all components).

Now given any metric net and small constant € > 0, we can consider the ball boundaries
O0B(x, ke) for positive integer k, as shown in Figure 2.5. A point on such a boundary
OB (z, ke) is called a “coalescence point” if it lies on a leftmost geodesic drawn from some
point on 0B (x, (k + 1)6) back to z. Clearly, if the surface is strongly coalescent, the
number of coalescence points on each 0B(z, ke) is finite (and each such point necessarily
lies on 0B*(z, ke)). Now imagine we fix k£ and number the coalescent points around
OB*(x, ke) clockwise as ag, ay, . ..ay,—1. (It does not matter which one we designate as
ap.) For each a; we define a point b; to be the rightmost point on dB(z, (k + 1)€) with
the property that the leftmost geodesic started at that point hits a;. (“Rightmost” can
be interpreted as “clockwisemost” within the universal cover of the annulus.) Let g;
be the leftmost geodesic connecting b; to a; and let (); be the quadrilateral bounded
between ¢g; and g;1; (addition taken modulo m) as shown on the RHS of Figure 2.5.
Call such a Q; a quad.
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Figure 2.5: Left: Shown in orange are the metric ball boundaries 0B(x, ke) for integer
k. Right: The distance from a; to b; is exactly €. The distance from ay to any point
on the black arc between b; and by to is exactly €. The distance between any other
pair of points — with one on the a; to ay arc and one on the b; to by arc — is strictly
larger than e. The metric sphere itself is a geodesic metric space, and it follows that
the metric net is “almost” a geodesic space in the sense that if a and b are any points
on the metric net then one can create a geodesic between them if one adds a countable
collection of arcs, each of which connects two points on the same hole and has length
given by the d distance between those points.

The caption of Figure 2.5 explains some conditions that quads must satisfy. But the
set of possible @); satisfying these conditions is not a GH closed set: the GH limit of a
sequence of (); can degenerate in at least two ways: first, the paths g; may collide in
the limit, so that they no longer correspond to disjoint and distinct leftmost geodesics.
Second, the distance between a pair of points on the upper and lower arcs may approach
€ in the limit—so that perhaps the limiting quad has additional leftmost geodesics.

If @ is the quad shown on the RHS of Figure 2.5, then the portion of the clockwise arc
of 0B*(x, ke) that lies between b; and by (not counting b) is called the entrance arc
of @ while the point as is called the exit point from (). Note that if z is any point on
the entrance arc of @), then the leftmost geodesic from z to x necessarily passes through
the exit point of (). We say that a quad ' is a child of @ if the exit point of Q) lies
on the entrance arc of (). We say ()’ is a boundary child of @ if the exit point of ()’
lies on the right boundary of the entrance arc of Q.

The collection of all quads @), together with the child-parent relationship, forms a tree
rooted at B(z,e) (which one may interpret as a “root quad”), in which some of the
child-parent edges are designated “boundary.” Let T be the labeled tree defined this
way.

Proposition 2.21. The map /\/lé’lg)H — T which outputs the contour function of the
tree T' defined above is Borel measurable.
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Proof. Given a labeled tree T" and positive r,s,d (with r < §/100 and s < §/100) we
let A(T,r,s,0) be the set of geodesic quintuply marked (hence oriented) metric spheres
(S,d,z,y,z) where the marked points are distinct and x = (xy, 22, x3) consists of three
points in 0B*(x,r), r = d(z,y)/2, whose metric net can be sliced along (not necessarily
leftmost) geodesics into “approximate quads” in the manner of Figure 2.5 in such a way
that the following conditions hold (where, as illustrated, the upper and lower boundaries
of an approximate quad need not be simple curves, but they are connected sets):

1. The distance between the two geodesics forming the left and right sides of any
given quad (the curves g; and g, in Figure 2.5) is at least §. Moreover, the distance
between any quad @) and any non-neighboring quad (i.e., any quad that would not
be distance zero from ) for a system of true quads corresponding to the labeled
tree T') is at least 9.

2. For each quad (labeled as in Figure 2.5) the distance between any point on the
upper arc and any point on the lower arc is at least € + s unless unless the lower
point is in B(as, s) or we have both that the lower point is in B(a, s) and the
upper point is in B(by, s).

3. The left boundary of each quad coincides exactly with the right boundary of the
quad to its left.

4. If z; is any point in an approximate quad (), and 25 is any other point outside
of @, then one can find a z3 such that z3 lies on the left, right, upper or lower
boundary of @ and d(z1, z3) = d(21, 23) + d(z3, 22). (This is also automatic from
the construction and the fact that the overall metric sphere is a length space.)

We stress that the “approximate quads” whose existence defines membership in A(T), r, s, )
are not “true quads” in the sense of satisfying all of the conditions of the quad shown
in Figure 2.5. Rather, they satisfy an approximation of those conditions.

The proof of the proposition proceeds in two parts:

1. First, we observe that A(T,r,s,d) is a Gromov-Hausdorff closed set. (More
precisely, every element in A(T,r,s,0) that is obtainable as the metric net of a
doubly marked oriented and geodesic sphere is again in A(T,r,s,6). So A(T,r,s,?)
is closed within the space of quintuply marked geodesic metric spheres as above
(i.e., oriented).)

2. Then we show that

AT =N JAT,r,s.9)

(where §, 7, and s are all restricted to powers of two) contains the set M (7T of
metric nets corresponding to the labeled tree T — which implies that the latter
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can be produced from countable unions/intersections of closed sets and is hence
measurable. This implies that 7" is a measurable function of the oriented metric
net.

The first part is a straightforward application of Proposition 2.20. Given any sequence
of elements in A(T,r,s,d), we can form a marked sequence by decorating each sequence
element with a set of quads satisfying the given conditions; for each quad there are five
compact sets (the left, right, upper and lower boundaries and the whole quad itself)
and by Proposition 2.20 one can find a subsequence along which the whole collection of
sets converges; next one just observes that the properties that characterize A(T,r,s,0)
are all evidently preserved by limits of this form.

For the second part, note that since the sets A(T,r,s,d) are decreasing in s, and we
are taking a union over s, it is enough to consider very small s (say s smaller than any
fixed threshold). Similarly, since one is taking an intersection over r, it is enough to
limit attention to r below any fixed threshold. Similarly, the sets (), |J, A(T,r, s, d) are
decreasing in 6. So, we find that the definition of A(7T) does not change if we require
that § < €/1024 and that furthermore s < 6/1024 and r < §/1024.

Next, note that the conditions on the quads in A(T,r,s,d) guarantee that no leftmost
geodesic (starting at least s distance away from b;) terminates more than s units from
ay. This implies that either ay or a point slightly (at most 7 units) to its left is a merge
point. So the number of true quads is at least the number of vertices in 7. At this point,
there could in principle be other true quads since there could be other merge points
within r units of ay. However, any such true quad would have to have some positive
width (some corresponding ¢’) which would have to be less than 7—so the number of
true quads with width greater than r has to be at most the corresponding number in 7.
Because we can take r arbitrarily small, this implies that the number of true quads is
exactly the number of vertices in T', taking the » — 0 limit, it is not hard to see that
the tree structure must agree with 7. O

Proof of Proposition 2.19. For each € > 0, we let T, be the tree produced from Propo-
sition 2.21 and let X¢ be its contour function. We also let T' be the tree of leftmost
geodesics. If (S,d, v, z,y) has a metric net which is strongly coalescent, by Propo-
sition 2.18 we know that 7' is precompact when equipped with the tree metric. In
particular, T is totally bounded. This implies that for every § > 0 there exists ¢y > 0
so that for every € € (0,¢) every point 7' has distance at most 6 > 0 from a point
in T,, when equipped with the tree metric. From this, it is not difficult to see that
for all €,¢ € (0,¢) the uniform distance between X¢ and X¢ modulo monotone repa-
rameterization is at most § > 0. Therefore X¢ converges as ¢ — 0 modulo monotone
reparameterization to the contour function X for 7T'. This proves the desired measurabil-
ity of X as a function of (5, d, v, z,y) since we have exhibited it as a limit of measurable
maps. [
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Combining the previous two propositions implies that the set of doubly-marked and
oriented geodesic spheres whose metric net from z to y is strongly coalescent is mea-
surable. Indeed, we know that the contour function X¢ of T, is measurable for each
€ > 0. As explained in the proof of Proposition 2.18, whether (S,d, v, z,y) € M&o,
has metric net from x to y which is strongly coalescent is determined by whether there
exists rational 0 < r; < 79 such that the number of crossings made by the graph of X*
across the lines with heights 7, r5 is unbounded as € — 0.

We are now going to upgrade the statement of Proposition 2.19 to obtain that the map
which takes as input an element of M%’POH and outputs the pair consisting of the contour
function of the leftmost geodesic tree and the equivalence relation which encodes how
the tree is glued to itself is Borel measurable. In order to formalize this statement, we
need to introduce an appropriate space and o-algebra.

We let A be the set of pairs consisting of a continuous function X : Ty — R, which
is not constant in any interval and with inf;cr, X; = 0 and a compact set K C Ty,
Ty = Ty x Ty, where we consider pairs (X, A), (Y, K) in A to be equivalent if there
exists an increasing homeomorphism f: T; — T} so that X =Y o f and A = f~1(K)
where we abuse notation and write f~'(K) = {(f'(x), [ (y)) : (z,y) € K}. We
define a metric d on A by setting

A(X, A), (Y, K)) = mf(nX Yo flle + du(A, f (K >>)

where the infimum is over all f as above.

Proposition 2.22. Consider the map F': MSPH — A which is defined as follows.
Suppose that (S,d,v,z,y) € MSPH. If (S,d) is not an oriented geodesic sphere whose
metric net from x to y is strongly coalescent, then it outputs (0,0). If (S, d) is a geodesic
sphere whose metric net from x to y is strongly coalescent, then it outputs the pair
consisting of the contour function X : T1 — R of the leftmost geodesic tree and the set
K C Ty which consists exactly of those pairs (s,t) € Ty which correspond to the same
points in S, both modulo monotone parameterization. Then F is Borel measurable.

Proof. The same argument used to prove Proposition 2.19 implies that the following
is true. Consider the map G from MSPH to the space which consists of an element
(S,d,v,z,y) of MSPH and a continuous map f: Ty — S, defined modulo monotone
parameterization, which is defined as follows. If (S,d, v, z,y) is not a geodesic sphere
with strongly coalescent metric net from x to y, then G outputs the pair consisting of
(S,d, v, x,y) and the function f(t) = z for all t € T. If (S,d, v, x,y) is a geodesic sphere
with strongly coalescent metric net from x to y, then G outputs the pair consisting of
(S,d,v,z,y) and the function f: Ty — S which is defined by setting f(t) for ¢ € Ty to be
equal to the point in S on the leftmost geodesic tree which corresponds to ¢ € T using the
contour function X. Then this is a measurable function when we equip the target space
with the obvious extension of the Gromov-weak topology. We can construct F from G
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as follows. If (S5, d, v, x,y) is a doubly marked and oriented geodesic sphere whose metric
net from x to y is strongly coalescent and ((S,d, v, x,y), f) = G((S,d, v, x,y)), then we
set F'((S,d,v,z,y)) to consist of the contour function produced by Proposition 2.19
and the compact set K of Ty consisting of those 0 < s,¢ < 1 so that d(f(s), f(t)) = 0.
This function is measurable since the function which takes as input a pair consisting of
an element (S,d, v, z,y) of Mé’gH and a continuous function f: Ty — S and outputs
the pair (S, d, v, z,y) and the set K as described just above is a measurable map from
M%’F?H to the space of doubly marked oriented and geodesic spheres which are also
marked by a compact set in Ts. O]

3 'Tree gluing and the Lévy net

Section 3.1 and Section 3.2 briefly recall two tree-mating constructions developed
in [DMS14], one involving a pair of continuum random trees, and the other involving a
pair of a-stable looptrees [CK14]. These very brief sections are not strictly necessary for
the current project, but we include them to highlight some relationships between this
work and [DMS14] (relationships that play a crucial role in the authors’ works relating
the Brownian map and pure Liouville quantum gravity). The real work of this section
begins in Section 3.3, which describes how to construct the a-Lévy net by gluing an
a-stable looptree to itself (or equivalently, by gluing an a-stable looptree to a certain
related real tree derived from the a-stable looptree — the geodesic tree of the Lévy
net). The reader may find it interesting to compare the construction in Section 3.3,
where a single a-stable looptree is glued to itself, to the one in Section 3.2, where two
a-stable looptrees are glued to each other. In Section 3.4 we present a different but (it
turns out) equivalent way to understand and visualize the Lévy net construction given
in Section 3.3. We give a review of continuous state branching processes in Section 3.5,
then give a breadth-first construction of the Lévy net in Section 3.6, and finally prove the
topological equivalence of the Lévy net constructions in Section 3.7. We end this section
by showing in Section 3.8 that the embedding of the Lévy net into S? is determined up
to homeomorphism by the geodesic tree and its associated equivalence relation in the
Lévy net.

3.1 Gluing together a pair of continuum random trees

There are various ways to “glue together” two continuum trees to produce a topological
sphere decorated by a space-filling path (describing the “interface” between the two
trees). One approach, which is explained in [DMS14, Section 1.1], is the following:
let X; and Y; be independent Brownian excursions, both indexed by ¢ € [0,7]. Thus
Xo=Xr=0and X; >0 fort € (0,7) (and similarly for Y;). Once X; and Y; are
chosen, choose C' large enough so that the graphs of X; and C'—Y; do not intersect. (The
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precise value of C' does not matter.) Write R = [0,7] x [0, C], viewed as a Euclidean
metric space.

Let = denote the smallest equivalence relation on R that makes two points equivalent if
they lie on the same vertical line segment with endpoints on the graphs of X; and C'—Y%,
or they lie on the same horizontal line segment that never goes above the graph of X;
(or never goes below the graph of C'—Y;). Maximal segments of this type are shown
in Figure 3.1. As explained in [DMS14, Section 1.1], if one begins with the Euclidean
rectangle and then takes the topological quotient w.r.t. this equivalence relation, one
obtains a topological sphere, and the path obtained by going through the vertical lines
in left-to-right order is a continuous space-filling path on the sphere, which intuitively
describes the “interface” between the trees encoded by X; and Y; after quotienting by =.
In fact, this remains true more generally when X; and Y; are not independent, and the
pair (X;,Y;) is instead an excursion of a correlated two-dimensional Brownian motion
into the positive quadrant (starting and ending at the origin), as explained in detail in

[DMS14, MS15b).

c-Y, va‘ J,v\.‘/

X

Figure 3.1: Left: Gluing continuum random trees to each other. Here X, and Y; are
Brownian excursions and C' is a constant chosen so that the two graphs shown do not
intersect. Points on the same vertical (or horizontal) line segment are declared to be
equivalent. The space of equivalence classes (endowed with the quotient topology) can
be shown to be homeomorphic to the sphere [DMS14, Section 1.1]. Right: Gluing
discrete trees to each other. There is a standard discrete analog of the construction
shown in the left that produces a planar triangulation (with distinguished tree and
dual tree) from a finite walk (X,,,Y,) in Z2 that starts and ends at (0,0). The bottom
figure is obtained by collapsing the horizontal red and blue lines to produce two trees,
connected to each other by black edges. See [Mul67, Ber07, Shel6b] for details.
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3.2 Gluing together a pair of stable looptrees

Also discussed in [DMS14, Section 1.3] is a method of obtaining a sphere by gluing
together two independent stable looptrees (with the disk in the interior of each loop
included), as illustrated in Figure 3.2. Each stable looptree is encoded by the time-
reversal of an a-stable Lévy excursion with only upward jumps with o € (1,2). In
the setting discussed there, each of the grey disks surrounded by a loop is given a
conformal structure (that of a “quantum disk”), and this is shown to determine a
conformal structure of the sphere obtained by gluing the trees together; given this
structure, the interface between the trees in Figure 3.2 is shown to be an SLE,. process
for k' = 16/v* € (4,8) where a = r’/4 € (1,2). In a closely related construction, the
interface between the trees in the left side of Figure 3.1 is shown to be a space-filling
form of SLE,, in which the path “goes inside and fills up” each loop after it is created.
As explained in [DMS14], one obtains a range different values of £’ by taking the trees
to be correlated with each other and varying the correlation coefficient.

. - al(S 48
/@ A
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Figure 3.2: Gluing stable looptrees to each other. Left: X, and Y; are independent and
are each given by the time-reversal of an a-stable Lévy excursion, « € (1,2), with only
upward jumps (so that X, Y; have downward jumps). Graphs of X; and C' — Y, are
sketched; red segments indicate jumps. Middle: Add a black curve to the left of each
jump, connecting its two endpoints; the precise form of the curve does not matter (as
we care only about topology for now) but we insist that it intersect each horizontal line
at most once and stay strictly below the graph of X; (or above the graph of C' —Y})
except at its endpoints. (The reader may easily verify that it is a.s. possible to draw
such a path for every jump discontinuity.) We also draw the vertical segments that
connect one graph to another, as in the left side of Figure 3.1, declaring two points
equivalent if they lie on the same such segment (or on the same jump segment). Shaded
regions (one for each jump) are topological disks. Right: By collapsing green segments
and red jump segments, one obtains two trees of disks with outer boundaries identified.
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3.3 Gluing a stable looptree to itself to obtain the Lévy net

Throughout, we fix a € (1,2). Figure 3.3 illustrates a procedure for generating a sphere
from a single stable looptree, which in turn is generated from the time-reversal of an
a-stable Lévy excursion with only upward jumps. (See Definition 3.1 below for a more
formal description.) Precisely, Proposition 3.4 below will show that the topological
quotient of the rectangle, w.r.t. the equivalence relation illustrated, actually is a.s.
homeomorphic to the sphere. The process Y; illustrated there is sometimes known as the
height process of the process X;, which is the cadlag modification of the time-reversal
of an a-stable Lévy excursion with upward jumps (so X; has downward jumps). The
fact that this Y; is well-defined and a.s. has a continuous modification (along with
Hélder continuity and the exact Holder exponent) is established for example in [DLGO5,
Theorems 1.4.3 and 1.4.4] (see also [LGLJ98]).

In this construction the upper tree in the figure is not independent of the lower tree
(with holes); in fact, it is strictly determined by the Lévy excursion below, as explained
in the figure caption. Note that every jump in the Lévy excursion (corresponding to a
bubble) comes with a “height” which is encoded in the upper tree. If one removes from
the constructed sphere the grey interiors of the disks shown, one obtains a closed subset
of the sphere; this set, together with its topological structure, can also be obtained
directly without reference to the sphere (simply take the quotient topology on the set of
equivalence classes in the complement of the grey regions in Figure 3.3). It is important
to note that the set of record infima achieved by X|i 7 looks locally like the range of
a stable subordinator with index o — 1 [Ber96, Chapter VIII, Lemma 1], and that in
particular it a.s. has a well-defined Minkowski measure [FT83], which also corresponds
to the time parameter of the stable subordinator.”

We now give the formal definition of the Lévy net, which is defined in terms of an
a-stable Lévy excursion with only upward jumps. Recall [Ber96, Chapter VIII.4] that
the standard infinite measure on a-stable Lévy excursions with only upward jumps is
constructed as follows. One first picks a lifetime 7" from the infinite measure c, 7~/*~*dT
where ¢, > 0 is a constant and d7" denotes Lebesgue measure on R;. One then samples
a normalized (unit length) excursion and then finally scales space and time respectively
by the factors T/ and T.

Definition 3.1. Fix a € (1,2) and suppose that X; is the cadlag modification of the
time-reversal of an a-stable Lévy excursion (as defined just above) and let Y; be its

"For an a-stable process with no negative jumps (8 = 1 in language of [Ber96]) the statement in
[Ber96, Chapter VIII, Lemma 1] is that the set of record mazima (the range of the so-called “ladder
height” process) has the law of the range of a stable subordinator of index ap where

p= % + (ra) "t arctan(tan(ra/2)) = % + (o) Hra/2 —7) =1 -1/

(Recall that for z € (7/2, 1) we have arctan(tan(z)) =  — w.) Thus in this case the index of the stable
subordinator is ap = o — 1. This value varies between 0 and 1 as « varies between 1 and 2. The
dimension of the range is given by the index oo — 1 (a special case of [Ber96, Chapter III, Theorem 15].
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Figure 3.3: Gluing a stable looptree to itself. lllustration of Definition 3.1, the definition
of the a-stable Lévy net. Left: X, is the cadlag modification of the time-reversal of
an a-stable Lévy excursion with only positive jumps. Middle: Extra arcs are added
to the lower graph as in Figure 3.2. Y} is the Minkowski measure of the set of record
infimum values obtained by X|77. (This quantity corresponds to a “distance” to the
dual root, in the sense of [DLG02].) Red and green lines indicate equivalences. Note
that whenever the lower endpoints of two vertical red segments are connected to one
another by a green segment, it must be the case that the upper endpoints have the
same height (which may be hard to recognize from this hand-drawn figure). Right:
Once the green lines are collapsed, one has a tree and a tree of loops (which we will
refer to as either the dual tree or looptree). The tree above is the geodesic tree. The
orange dot is the root of that tree. The blue dot is a “dual root” (a second marked
point). The horizontal green lines above the graph of Y; “wrap around” from one side
of the rectangle to the other; these lines correspond to the points on the geodesic tree
arc from the orange dot to the blue dot.

associated height process. Fix C' > 0 large enough so that the graphs of X; and C' +YV;
are disjoint and let R be the smallest Euclidean rectangle which contains both the
graphs of X; and C + Y;. We then define an equivalence relation on R as follows.
We declare points of R which lie above the graph of C' + Y; to be equivalent if they
lie on a horizontal chord which does not cross the graph of C' + Y;. For each ¢, we
declare the points of R on the vertical line segment from (¢, X;) to (¢t,C + Y;) to be
equivalent. Finally, we declare points of R which lie below the graph of X; (extended
as in Figure 3.2 and Figure 3.3) to be equivalent if they lie on a horizontal chord which
does not cross the graph of X;. The quotient space w.r.t. this equivalence relation is the
doubly marked compact topological space that we call the (a-stable) Lévy net. Let
7 be the corresponding quotient map from R to this space. As Figure 3.3 illustrates
the topological space can be understood as a gluing of a pair of trees: the geodesic tree
Ty (corresponding to C' — Y;) and a dual tree T, (corresponding to X;). The roots of
these two trees are respectively the root and dual root of the Lévy net.

(The reason for these names for 77,75 is that we will later find that the 3/2-stable Lévy
net describes the metric net in the Brownian map where 7} is the tree of geodesics.)
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We view the Lévy net as a random variable taking values in the space A defined at the
end of Section 2.4 (i.e., a continuous function on T; — R, which defines a real tree
together with a compact subset of Ty which defines a topologically closed equivalence
relation on T, both viewed modulo monotone reparameterization). The tree is the
one encoded by —(Yi/r — sup;epor ¥:). The equivalence relation on Ty is induced by
the equivalence relation on R defined above (we will prove in Proposition 3.4 that this
equivalence relation is topologically closed).

Although a priori we do not put a full metric space structure on the Lévy net, we define
the distance to the root of a point in the Lévy net to be the distance inherited from
the geodesic tree, i.e., the value of the function sup, Y; — Y;. The image of a shortest
path to the root in T} is called a geodesic to the root. Also, it is not hard to see that
every point in the Lévy net corresponds to either one or two points in 77, and hence
has either one or two distinguished “geodesics” from itself to the root (see the proof of
Proposition 3.4). When there are two, we refer to them as a leftmost geodesic and a
rightmost geodesic, depending on whether they correspond to the leftmost or rightmost
path in T}.

The left and right geodesics arise in Definition 3.1 when two geodesics in the geodesic
tree are identified together at some point. Every point in the dual tree which is a child
of such a point then has at least two geodesics in the Lévy net which go back to the
root. Since the Lévy net is defined by an equivalence relation on a FEuclidean rectangle,
there is a well-defined leftmost and rightmost geodesic from each point back to the root
(there in fact can be many geodesics from a given point back to the root). These are
the left and right geodesics referred to in Definition 3.1 just above.

We now establish a few basic properties of the Lévy net.

Proposition 3.2. Suppose that'Y; is the height process associated with the time-reversal
of an a-stable Lévy excursion with only upward jumps. It is a.s. the case that'Y; does
not have a decrease time. That is, it is a.s. the case that there does not exist a time
to and h > 0 such that Yy > Y, for all s € (to — h,tg) and Yy <Y, for s € (to,to + h).
Similarly, Y; a.s. does not have an increase time.

See Figure 3.8 for an illustration of the proof of Proposition 3.2. We will postpone the
detailed proof to Section 3.6, at which point we will have collected some additional
properties of the height process Y;. We emphasize that Proposition 3.2 will only be
used in the proof of Proposition 3.4 stated and proved just below, so the argument is
not circular.

Proposition 3.3. Suppose that'Y; is the height process associated with the time-reversal
of an a-stable Lévy excursion with only upward jumps. It is a.s. the case that Y; has
countably many local maxima, and each of these local maxima occurs at a distinct height
(and hence in particular each local mazimum is isolated).
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Proof. This is established in the first assertion in the proof of [DLGO05, Theorem 4.4]
See also [DLG02, Lemma 2.5.3] for a related result. O

Proposition 3.4. If one glues a topological disk into each of the loops of the looptree
instance associated with an instance of the Lévy net, then the topological space that one
obtains is a.s. homeomorphic to S?.

Proposition 3.4 implies that the quotient of the rectangle shown in Figure 3.3, w.r.t.
the equivalence relation induced by the horizontal and vertical lines as illustrated is
topologically equivalent to S2.

We will prove Proposition 3.4 using Moore’s theorem [Mo025], which for the convenience
of the reader we restate here. Recall that an equivalence relation = on S? is said to
be topologically closed if and only if whenever (x,,) and (y,) are two sequences in S?
with z, =y, for all n, x,, - = and y,, — y as n — oo, then x = y. Equivalently, = is
topologically closed if the graph {(z,y) : © = y} is closed as a subset of S? x S?. The
topological closure of a relation = is the relation whose graph is the closure of the graph
of 2. (Note that it is not true in general that the topological closure of an equivalence

relation is an equivalence relation.) The following statement of Moore’s theorem is
taken from [Mil04].

Proposition 3.5. Let = be any topologically closed equivalence relation on S%. Assume
that each equivalence class is connected and not equal to all of S®. Then the quotient
space S?/ = is itself homeomorphic to S% if and only if no equivalence class separates S?
into two or more connected components.

Proof of Proposition 3.4. We first claim that Proposition 3.2 implies that no vertical
line segment corresponding to an equivalence class in Definition 3.1 (or Figure 3.3) has
an endpoint on two distinct (non-zero-length) horizontal segments which correspond
to an equivalence class in Definition 3.1. (The reader might find it helpful to look at
Figure 3.8, which illustrates the proof of Proposition 3.2, to visualize the argument.)
Indeed, suppose that we have a vertical chord between the graphs of X and C'+Y which
connects to an endpoint of a horizontal chord, connecting (a,Y, + C') to (b, Y, + C) say,
which lies above the graph of C'+Y". Then there cannot exist t € (a, b) so that the graph
of X in (a,t] is strictly above X,. This follows because if there was such a ¢t € (a, b)
then the Minkowski measure of times at which X|; 7 spends at its running infimum
(i.e., the time parameter of the corresponding subordinator) would be larger than that
of X|ja,r)- That is, ¥; > Y,. Thus if the vertical chord is from (a, X,) to (a,Y, + C), a
horizontal chord below the graph of X which contains (a, X,) must contain (a, X,) as
its right endpoint. This cannot happen because then a would be a decrease time of Y,
which is ruled out in Proposition 3.2. Alternatively, if the vertical chord is from (b, Xj)
to (b, Y+ C), then a horizontal chord below the graph of X which contains (b, X;) must
contain (b, X;) as its left endpoint. Then b would be an increase time of Y, which is
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again ruled out in Proposition 3.2. We conclude that no equivalence class contains a
non-empty horizontal chord of both the upper and lower graphs.

The equivalence classes can thus be classified as:

Type I: Those containing neither upper nor lower horizontal chords. These are isolated
points in the interior of one of the topological disks glued into a loop of the
looptree (e.g., on the interiors of the grey regions in Figure 3.3) or single vertical
lines connecting one graph to the other.

Type II: Those containing an upper (but not lower) chord. By Proposition 3.3, such a
chord can hit the graph of C' + Y} either two or three times, but not more. Thus
these equivalence classes consist of a horizontal line segment attached to either
two or three vertical chords.

Type III: Those containing a lower (but not upper) chord. Since stable Lévy processes
with only downward jumps have a countable collection of unique local minima,
such a chord must hit the black curves in either two or three places. In the (a.s.
countable) set of places where the latter occurs, it is not hard to see that the
rightmost point is a.s. in the interior of one of the boundaries of the grey regions.
(One can see from this that the path tracing the boundary of the looptree hits
no point more than twice.) Thus the number of vertical line segments is either
one (if one of the two endpoints lies on the boundary of a grey region) or two (if
neither endpoint lies on the boundary of a grey region).

From this description, it is obvious that all equivalence classes are connected, fail to
disconnect the space, and do not contain the entire space. It only remains to check
that the equivalence relation is topologically closed. To do this we use essentially the
same argument as the one given in [DMS14, Section 1.1]. Suppose that x; and y; are
sequences with z; — x and y; — y, and x; = y; for all i. Then we can find a subsequence
of i values along which the equivalence classes of z; and y; all have the same type (of
the types enumerated above). By compactness, we can then find a further subsequence
and such that the collection of segment endpoints converges to a limit. It is not hard to
see that the resulting limit is necessarily a collection of vertical chords and horizontal
chords (each of which is an equivalence class) that are adjacent at endpoints; since x
and y are both in this limit we must have x = y. O]

We next briefly remark that the Lévy net can be endowed with a metric space structure
in various ways. Recall from Definition 3.1 that each point in the Lévy net has either
one or two geodesics back to the root in the tree encoded by C' — Y and that in the
case there are two geodesics there is always a distinguished left geodesic. The approach
that we use in Definition 3.1 is to use the distance inherited from the leftmost geodesics:
given any two points x and y, one may draw their leftmost geodesic until they merge
at a point z and define the distance to be the sum of geodesic arc lengths from z to

57



z and from y to z. Another is to consider the geodesic tree (as described by Y;) with
its intrinsic metric structure and then take the quotient (as in Section 2.2) w.r.t. the
equivalence relation induced by the gluing with the looptree. Note that when two points
in the upper tree are equivalent, their distance from the root is always the same; thus,
the distance between any point and the root is the same in the quotient metric space as
it is in the tree itself. This implies that the metric space quotient defined this way is not
completely degenerate — i.e., it is not the case that all points become identified with
each other when one takes the metric space quotient in this way. It would be natural
to try to prove a stronger form of non-degeneracy for this metric structure: namely,
one would like to show that a.s. no two distinct points in the Lévy net have distance
zero from each other in this quotient metric. This is not something that we will prove
for general « in this paper; however, in the case that o = 3/2, it will be derived in
Section 4 as a consequence of the proof of our main theorem.

We will see in Section 3.8 that given the structure described in Definition 3.1, one
can recover additional structure: namely an embedding in the sphere (unique up to
homeomorphism of the sphere), a cyclic ordering of the points around each metric ball
boundary (which is homeomorphic to either a circle or a figure 8) with a distinguished
point where the geodesic from x to y intersects the metric ball boundary, and a boundary
length measure on each such boundary.

3.4 A second approach to the Lévy net quotient

We are now going to give another construction of a topological space with the height
process Y; as the starting point which we will show just below is equivalent to the Lévy
net. It is an arguably simpler way to understand Definition 3.1 (or Figure 3.3), which
only involves the upper graph C' + Y; (or equivalently just Y;). The implications of this
are discussed further in the caption to Figure 3.4.

Definition 3.6 (Second definition of the Lévy net quotient). Let R be the smallest
rectangle which contains the graph of the height process Y;. We let = be the smallest
equivalence relation on R in which points which lie on a horizontal chord which is strictly
above or below the graph of Y; (except possibly at their endpoints) are equivalent and
also points which are the left and right endpoints of the (uncountable) set of local
minima of a given height corresponding to a jump time for X,.

See the left side of Figure 3.4 for an illustration of = as in Definition 3.6.

Proposition 3.7. In the setting of Definition 3.1, it is a.s. the case that two distinct
points on the graph of Yy are equivalent in = if and only if one of the following holds.

1. There is a horizontal chord above or below the graph of Y; that connects those two
points and intersects the graph of Y; only at its endpoints.
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Figure 3.4: Left: Illustration of Definition 3.6, the second approach to the Lévy net
quotient. Shown is the graph of Y; together with all horizontal lines, both above and
below the graph, drawn as chords. The points on a horizontal chord that lies strictly
above or below the graph (ezcept for its two endpoints) are considered to be equivalent.
The equivalence class corresponding to a given chord is either the chord itself or a pair
of such chords above the graph with a common endpoint (a local maximum). The two
horizontal purple segments correspond to sets of local minima of the same height each
indicated with a purple dot, which in turn correspond to jumps of the Lévy process.
Only two such segments are drawn, but in fact there are infinitely many; the endpoints
of such segments occupy a dense set of points on the graph of Y;. Each such segment
contains an uncountable collection of equivalence classes, including uncountably many
single points (purple dots), countably many closed chords that lie strictly under the
graph except at endpoints, and the pair of endpoints of the whole black segment (which
is its own equivalence class). Each purple segment becomes a circle in the topological
quotient. Right: Same graph with a horizontal stripe of “extra space” inserted at each
purple segment. The height of the stripe can be chosen so that the sum of the heights of
all of the (countably many) stripes is finite. At each of the (uncountably many) places
where Y; intersects the purple segment, a corresponding red vertical “bridge” is added
crossing the green stripe; points on the same bridge are considered equivalent. Points
on the closure of the same green rectangle (bounded between successive bridges) are
also considered equivalent. The bottom, left, and right edges of each grey rectangle
together constitute a single equivalence class, so that the topological quotient of each
grey rectangle’s boundary is a circle (as in the left figure).

2. There is a horizontal chord above the graph that intersects the graph of Y; at
exactly one location, in addition to its two endpoints.

3. The two points are the left and right endpoints of the (uncountable) set of local
minima of a given height corresponding to a jump time for X,.

Moreover, it is a.s. the case that two distinct points on the graph of Y; are equivalent
under Definition 3.1 if and only if they are equivalent under Definition 3.6.

Proof. We begin by noting that a horizontal chord above the graph of Y; can intersect
the graph of Y; in at most three places by Proposition 3.3. We also note that a
horizontal chord below the graph of Y; can only intersect the graph of Y; in two places
or uncountably many places. Indeed, suppose that the horizontal chord [(a,Y,), (b,Y})]
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intersects the graph of Y; in at least 3 places and let (¢,Y.) be one of these points
with a < ¢ < b. By the definition of Y}, it follows that X, is a local minimum for
X; which X, subsequently jumps below and therefore b must be a jump time for X;.
Therefore [(a, Y,), (b, Y})] necessarily intersects the graph of Y; uncountably many times,
corresponding to the record minimum times of the time-reversal of X|, .

We will now justify why the equivalence relations defined by Definition 3.1 and Defini-
tion 3.6 are the same. Suppose that (a,Y},), (b,Y},) are points on the graph of Y; with
a < b. Recalling the proof of Proposition 3.4, they are equivalent using Definition 3.1 if
and only if one of the following two possibilities hold (corresponding to Type II and
Type III in the proof of Proposition 3.4):

e (a,Y,), (b,Y,) are connected by a horizontal chord which lies above the graph
of Y;.

e (a,X,), (b, Xp) are connected by a horizontal chord which lies below the graph of
X;. By the definition of Y;, this implies that Y, = Y,. If b is not a jump time for
Xi, then this implies that Y, > Y, =Y, for all r € (a,b). If b is a jump time for
Xy, then (a,Y,) and (b,Y}) are respectively the left and right endpoints of the set
of local minima of Y; corresponding to the jump of X; at time b.

In each of these cases, (a,Y,) and (b,Y}) are equivalent under Definition 3.6.

Conversely, suppose that (a,Y,), (b,Y;) are equivalent under Definition 3.6. Since Y;
does not have increase or decrease times (Proposition 3.2), it follows that the horizontal
chord connecting (a,Y,), (b,Ys) cannot cross the graph of Y; (for otherwise there would
be infinitely many intersections). If the horizontal chord connecting (a,Y,), (b, Ys) lies
non-strictly above the graph of Y}, then it is obvious that (a,Y,), (b,Y3) are equivalent
under Definition 3.1. If the horizontal chord connecting (a,Y,), (b,Ys) lies below the
graph of Y; and intersects the graph of Y; only at its endpoints then we have that
X, = X, and the horizontal chord connecting (a, X,), (b, X}) lies below the graph of
X;. Indeed, X; cannot have a downward jump at time b because then the horizontal
chord connecting (a, Y,), (b, Y,) would intersect the graph of Y; in infinitely many places.
Lastly, if (a,Y,), (b, Y}) correspond to the left and right endpoints of an uncountable set
of local minima corresponding to a jump time for X;, then X, = X, and X, > X, = X,
for r € (a,b) so that (a,Y,), (b,Y;) are equivalent under Definition 3.1. O

The right hand side of Figure 3.4 illustrates an alternate way to represent the topological
sphere shown in Figure 3.3. On the left hand side of Figure 3.4 (i.e., Definition 3.6),
two distinct points are considered to be equivalent if and only if either:

Case 1: The line segment connecting them is horizontal and intersects the graph of Y; in
at most finitely many points. (Recall that it is a.s. the case that there can be at
most three such intersection points, counting the endpoints themselves; and if
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one of these points is in the interior of the segment, it must be a local maximum

of ¥;.)

Case 2: They are the pair inf{s : Y; = m} and sup{s : Yy = m} where m is the value of a
local minimum for Y; (which in turn corresponds to a jump in the Lévy process).

It is interesting because at first glance it looks like any two points of the same horizontal
line in the left side of Figure 3.4 should be equivalent. But of course, this is not the
case if the segment between them intersects the graph of Y; infinitely often.®

The quotient of the right side of Figure 3.4 is generated from the quotient of the left
side of Figure 3.4 by gluing topological disks into each of the holes, which is the same
procedure which generates the quotient in the middle image of Figure 3.3 from the
first definition of the Lévy net. Therefore the spaces defined in Definition 3.1 and
Definition 3.6 are equivalent.

We remark that one could also check directly that the relation on the right hand side of
Figure 3.4 satisfies the conditions of Moore’s theorem (Proposition 3.5), since each of
the equivalence classes is a single point, a single line segment (horizontal or vertical), a
solid rectangle, or the union of the left, right, and lower sides of a grey rectangle.

3.5 Characterizing continuous state branching processes

To study the Lévy net in more detail, we will need to recall some basic facts about
continuous state branching processes, which were introduced by Jifina and Lamperti
several decades ago [Jir58, Lam67a, Lam67b] (see also the more recent overview in
[LG99] as well as [Kyp06, Chapter 10]). A Markov process (Y;,t > 0) with values
in R, whose sample paths are cadlag (right continuous with left limits) is said to be a
continuous state branching process (CSBP for short) if the transition kernels P(x, dy)
of Y satisfy the additivity property:

P(x+1a',-) = P(x,-) * P2, ). (3.1)

Remark 3.8. Note that (3.1) implies that the law of a CSBP at a fized time is infinitely
divisible. In particular, this implies that for each fixed ¢ there exists a subordinator
(i.e., a non-decreasing process with stationary, independent increments) A" with A} =0
such that A} Ly, (We emphasize though that Y does not evolve as a subordinator
in t.) We will make use of this fact several times.

8If one begins with the tree obtained by gluing along horizontal chords above the graph (the tree
we call the geodesic tree) then each of the two types of equivalence classes described above produces an
equivalence relation on this tree in which each equivalence class has exactly one or two elements. The
smaller equivalence class obtained by focusing on either one of these two cases is a dense subset in the
full equivalence relation; so the full relation can be understood as the topological closure of either of
these two smaller relations.
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The Lamperti representation theorem states that there is a simple time-change procedure
that gives a one-to-one correspondence between CSBPs and Lévy processes without
negative jumps starting from a positive value and stopped upon first hitting 0, where
each is a time-change of the other. The statement of the theorem we present below is
lifted from a recent expository treatment of this result [CLUB09].

Consider the space D of cadlag functions f: [0, 00] — [0, 00] such that limy_, f(t) exists
in [0, 00] and f(t) = 0 (resp. f(t) = co) implies f(t+s) =0 (resp. f(t+s) = 00) for all
s > 0. For any f € D, let 6, := fot f(s)ds € [0, 00|, and let xk denote the right-continuous
inverse of 0, so r; := inf{u > 0: 6, >t} € [0,00], using the convention inf ) = occ.
The Lamperti transformation is given by L(f) = f o k. The following is the Lamperti
representation theorem, which applies to [0, co]-valued processes indexed by [0, oo].

Theorem 3.9. The Lamperti transformation is a bijection between CSBPs and Lévy
processes with no negative jumps stopped when reaching zero. In other words, for any
CSBP Y, L(Y) is a Lévy process with no negative jumps stopped whenever reaching
zero; and for any Lévy process X with no negative jumps stopped when reaching zero,
LX) is a CSBP.

Informally, the CSBP is just like the Lévy process it corresponds to except that its
speed (the rate at which jumps appear) is given by its current value (instead of being
independent of its current value). The following is now immediate from Theorem 3.9
and the definitions above:

Proposition 3.10. Suppose that X; is a Lévy process with non-negative jumps that is
strictly a-stable in the sense that for each C' > 0, the rescaled process Xcoy agrees in
law with CX; (up to a change of starting point). LetY = L™Y(X). Then'Y is a CSBP
with the property that Yoa—1; agrees in law with CYy (up to a change of starting point).
The converse is also true. Namely, if Y is a CSBP with the property that Yoa-1; agrees
in law with CY; (up to a change of starting point) then Y is the CSBP obtained as a
time-change of the a-stable Lévy process with non-negative jumps.

Proposition 3.10 will be useful on occasions when we want to prove that a given process Y’
is the CSBP obtained as a time change of the a-stable Lévy process with non-negative
jumps. (We refer to this CSBP as the a-stable CSBP for short.”) It shows that it
suffices in those settings to prove that Y is a CSBP and that it has the scaling symmetry
mentioned in the proposition statement. To avoid dealing with uncountably many
points, we will actually often use the following slight strengthening of Proposition 3.10:

Proposition 3.11. Suppose that Y is a Markovian process indexed by the dyadic
rationals that satisfies the CSBP property (3.1) and that Yoa-1, agrees in law with CY;
(up to a change of starting point) when C*~1 is a power of 2. Assume that'Y is not
trivially equal to O for all positive time, or equal to oo for all positive time. Then'Y is
the restriction (to the dyadic rationals) of an a-stable CSBP.

9This process is also referred to as a ¥-CSBP with “branching mechanism” ¢ (u) = Cu®, C >0 a
constant, in other work in the literature, for example [DLG02].
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Proof. By the CSBP property (3.1), the law of Y, assuming Yy = a > 0, is infinitely
divisible and equivalent to the law of the value A, where A is a subordinator and Aq = 0
(recall Remark 3.8). Fix k& € N and pick C' > 0 such that C*=* = 27%_ Similarly,

by scaling, we have that Ysi-a < C~1Ac,. By the law of large numbers, this law is
concentrated on aE[A;] when k is large; we observe that E[A;] = 1 since otherwise (by
taking the k — oo limit) one could show that Y is equal to 0 (if E[A;] < 1) or oo (if
E[A,] > 1) for all positive time.

From this we deduce that Y is a martingale, and the standard upcrossing lemma allows
us to conclude that a.s. Y has only finitely many upcrossings across the interval (z, x +€)
for any x and ¢, and that Y a.s. is bounded above. This in turn guarantees, for all
t > 0, the existence of left and right limits of Y;,, as s — 0. It implies that Y is a.s.
the restriction to the dyadic rationals of a cadlag process; and there is a unique way
to extend Y to a cadlag process defined for all £ > 0. Since left limits exist a.s. at any
fixed time, it is straightforward to verify that the hypotheses of Proposition 3.10 apply
to Y. O

CSBPs are often introduced in terms of their Laplace transform [LG99], [Kyp06, Chap-
ter 10] and Proposition 3.10 is also immediate from this perspective. We will give a
brief review of this here, since this perspective will also be useful in this article. In the
case of an a-stable CSBP Y, this Laplace transform is explicitly given by

Elexp(—\Y;) | Y] = exp(=Ysus—s(N\)) forall t>s>0 (3.2)
where, for a constant ¢ > 0,
ur(A) = (A 4 et) O (3.3)

More generally, CSBPs are characterized by the property that they are Markov processes
on R such that their Laplace transform has the form given in (3.2) where u;(\), t > 0,
is the non-negative solution to the differential equation

ouy

5
The function v is the so-called branching mechanism for the CSBP and corresponds to
the Laplace exponent of the Lévy process associated with the CSBP via the Lamperti
transform (Theorem 3.9). In this language, an a-stable CSBP is a called a “CSBP with

branching mechanism ¢ (u) = Cu®” (where C' > 0 is a constant depending on ¢ > 0
from (3.3)).

A) = —=(ug(N)) for wug(N) = A (3.4)

One of the uses of (3.2) is that it provides an easy derivation of the law of the extinction
time of a CSBP, which we record in the following lemma.

Lemma 3.12. Suppose that Y is an a-stable CSBP and let ( = inf{t > 0:Y, =0} be
the extinction time of Y. Then we have for a constant ¢, > 0 that

Pl( >t =1—exp (— c,t/07Y). (3.5)

63



Proof. Note that {¢ >t} = {Y; > 0}. Consequently,

P[>t =P[Y; > 0] =1 — lim E[e ] = 1 — exp(—cot/17Y)),

A—00

which proves (3.5). O

As we will see in Section 3.6 just below, it turns out that the boundary length of the
segment in a ball boundary between two geodesics in the Lévy net evolves as a CSBP
as one decreases the size of the ball. The merging time for the geodesics corresponds to
when this CSBP reaches 0. Thus Proposition 2.8 together with Lemma 3.12 allows us to
relate the structure of geodesics in a space which satisfies the hypotheses of Theorem 1.1
with the Lévy net.

3.6 A breadth-first approach to the Lévy net quotient

Now, we would like to consider an alternative approach to the Lévy net in which we
observe loops in the order of their distance from the root of the tree of loops (instead
of in the order in which they are completed when tracing the boundary of the stable
looptree). Consider a line at some height C' + s as depicted in Figure 3.5. As explained
in the figure caption, we would like to define Z; to be in some sense the “fractal measure”
of the set of points at which this line intersects the graph of C'+ Y; (which should be
understood as some sort of local time) and then understand how Z evolves as s changes.
A detailed account of the construction and properties of Z,, along with Proposition 3.14
(stated and proved below), appears in [DLGO05]. We give a brief sketch here.

First of all, in what sense is Z; defined? Note that if we fix s, then we may define the
set By = {t : Y; > s}. Observe that within each open interval of E the process X;
evolves as an a-stable Lévy process, which obtains the same value at its endpoints and
is strictly larger than that value in the interim. In other words, the restriction of X; to
that interval is (a translation and time-reversal of) an a-stable Lévy excursion. If we
condition on the number N, of excursions of this type that reach height at least € above
their endpoint height, then it is not hard to see that the conditional law of the set of
excursions is that of an i.i.d. collection of samples from the Lévy excursion measure
used to generate X; (restricted to the positive and finite measure set of excursions which
achieve height at least €). The ordered collection of Lévy excursions agree in law with
the ordered collection one would obtain by considering the “reflected a-stable Lévy
process” (with positive jumps) obtained by replacing an a-stable Lévy process R; by
R, = R, —inf{R, : 0 < s < t}. (See [Ber96] for a more thorough treatment of local
times and reflected processes.) The process ét then has a local time describing the
amount of time it spends at zero; this time is given precisely by R, — R,. For each
@ > 0, the set of excursions up to the first time that R; — R; first reaches () can be
understood as a Poisson point process corresponding to the product of the Lebesgue

64



measure [0, Q)] and the (infinite) Lévy excursion measure. In particular, one can deduce
from this that as € tends to zero the quantity e* N, a.s. tends to a constant times the
local time; this can then be taken as the definition of Z;.

Definition 3.13. We refer to the process Z; constructed just above from the height
process Y; associated with X; as the boundary length process associated with a Lévy net
instance generated by Xj.

Note that the discussion above in principle only allows us to define Z; for almost all s,
or for a fixed countable dense set of s values. We have not ruled out the possibility
that there exist exceptional s values for which the limit that defines Z, is undefined.
To be concrete, we may use the above definition of Z; for all dyadic rational times and
extend to other times by requiring the process to be cadlag (noting that this definition
is a.s. equal to the original definition of Z, for almost all s values, and for any fixed s
value; alternatively see [DLGO05] for more discussion of the local time definition). This
allows us to use Proposition 3.11 to derive the following, which is referred to in [DLGO5,
Theorem 1.4.1] as the Ray-Knight theorem (see also the Lévy tree level set discussion
in [DLG02, DLGO5]):

Proposition 3.14. The process Z from Definition 3.13 has the law of an «-stable
CSBP.

Proof. The CSBP property (3.1) follows from the derivation above because if the process
records L+ L’ units of local time at height s, then the amount of local time it records at
height £ > s in the first L units of local time at height s is independent of the amount
of local time it records at height ¢ in the last L’ units of local time. Moreover, the
scaling property required by Proposition 3.11 follows from the scaling properties of X
and Y. O]

Related to Proposition 3.14 is the following correspondence between the jumps of the Z
and X processes shown in Figure 3.5.

Proposition 3.15. The (countably many) jumps in the process Z from Definition 3.13
are a.s. in one-to-one correspondence with the (countably many) jumps in the process X
used to generate the corresponding Lévy net instance. Namely, it is a.s. the case that
whenever a jump in Z occurs at a time s we have s =Y; for some t value at which the
process X has a jump, and vice-versa; in this case, the corresponding jumps have the
same magnitude.

Proof. When a jump occurs in Z,, the line with height of s intersects the graph of Y;
at all points at which X; (run from right to left) reaches a record minimum following
the jump, up until X; (run from right to left) again reaches the value on the lower side
of the jump. Using the description of local time above (in terms of R and R), we see
that the amount of local time added due to the appearance of the jump is precisely the
height of the X; jump. O
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HITHY 0

Figure 3.5: Tllustration of the breadth-first construction of the Lévy net. The following
caption should be read together with the contents of Section 3.6 up to the statement of
Proposition 3.17. Upper left: An orange line is drawn at height C' + s for some s. Upper
right: If a and b are the endpoints of an excursion of C' + Y; above the orange line, then a
and b are identified (via a red line) to points on the lower graph that are identified (via a
green horizontal line). Lower left: As the height of the orange segment in the upper graph
increases (i.e., s increases), Zs measures the local time of the intersection between that segment
and the graph of C' 4+ Y;. When the rising orange line encounters a point (¢, s) on the upper
graph such that X has a jump at time t, there is a corresponding upward jump in Zs of the
same magnitude. This is due to the fact (not obvious in this illustration) that all points on
the loop corresponding to the jump are identified with points on the upward graph of the
same height; the local time of this set of points is the magnitude of the jump. The amount of
this local time in the orange/black intersection which is to the right of the point (¢,s) is a
quantity that lies strictly between 0 and Zs_ (see [DLGO02, Proposition 1.3.3]); this quantity
is encoded by the height of the red dot (one for each of the countably many jumps) shown in
the center graph. Another perspective is that the jumps in Z; correspond to loops observed in
the tree on the right as one explores them in order of their distance from the root of the tree
encoded by —Y;, where the distance is given by their looptree distance. The orange circle on
the right encloses the set of loops explored up until time s. Each red dot in the middle graph
indicates where along the boundary a new loop is attached to the already-explored looptree
structure, as defined relative to the branch in the geodesic tree connecting the root and dual
root. Conditioned on the process Z, for each jump time s the vertical location of the red dot
is independent and uniform on [0, Z,-] (see Lemma 3.20).

For each r > 0, we let Z be the local time of the intersection of the graph of ¥ with
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the line of height s and width r (i.e., the line connecting (0, s) with (r,s)). Note that
Zy = ZT where T is the length of the Lévy excursion and Z, is as in Definition 3.13.
As in the case of Z itself, Z7 is in principle only a.s. defined for each (r,s) pair. In
Proposition 3.26 below, we will construct a jointly measurable modification of (r, s) +— Z!
which satisfies certain continuity properties. Throughout, we will assume that we are
using this modification so that Z7 is defined for all (r, s) simultaneously. In particular,
it makes sense to talk about Z] even at random times.

Let D = sup, Y; so that [0, D] is the interval on which Z is defined. For each s € [0, D],
we let U, be the set of points in the Lévy net which have distance at least D — s from the
root. Then QU is the set of points in the Lévy net which have distance equal to D — s
from the root. Note that OU, corresponds to a horizontal line in Figure 3.6. In view of
Definition 3.13 and Figure 3.5, we note that if z,y € U, then it makes sense to talk
about the clockwise S,, (resp. counterclockwise S,,) segments of OU, which connect x
and y. The boundary lengths of S, and §Iy are determined by the local time of the
intersection of the lines with height s with the graph of Y¥; which correspond to the
preimages of S;, and S;, under the quotient map. Fix r,¢ > 0 and assume that we are
working on the event that D >t and Z; > r. Let v be the branch of the geodesic tree
which connects the root and the dual root. We can then describe each point x € 0U, in
terms of the length of the counterclockwise segment of JU, which connects x and the
point x5 on QU which is visited by 7.

Definition 3.16. For each s which is a jump time for Z and ¢ such that s =Y}, we refer
to the amount of local time in the intersection of the line with height s with the graph
of Y which lies to the right of the point (t,s) (i.e., ZI — Z!) as the attachment point
associated with the jump.

As explained in the caption of Figure 3.5, the attachment point associated with a given
jump records the boundary length distance in the counterclockwise direction of the loop
in the stable looptree encoded by X from the branch in the geodesic tree that connects
the root of the geodesic tree to the root of the looptree.

Next, we make a simple observation:

Proposition 3.17. Suppose that A, is a subordinator with Ay = 0 and P[A; > 0] = 1.
Suppose also that As is an independent instance of the same process. Then for any fixed

values a and b we have A
E{ a ~} S— (3.6)
A+ Ay a+b

Proof. Let ¢ = a + b. Since A has stationary independent increments, it suffices
to show that E[A,/A.] = a/c. For each n € N and i € {1,...,n}, we note that
E[A./n | Ac) = E[Aic/n — A(i—1)e/n | Ac] by exchangeability of the increments given their
sum. If we now sum over i, we see that E[A./,, |A;] = n~'A,. This implies that
E[A,| Ac] = 2 A, for any a of the form ic/n for i € {0,...,n}. The assertion for general
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values of a follows because we can find a sequence (ay) of the form ay = ipc/2* for
ir € {0,...,2F} which increases to a and apply the monotone convergence theorem. [J

Proposition 3.17 now implies another simple but interesting observation, which we record
as Proposition 3.19 below (and which is related to the standard “confluence-of-geodesics’
story). See Figure 3.6 and Figure 3.7 for relevant illustrations. Before we state this
result, we now give our third definition of the Lévy net quotient.

Y

Definition 3.18. (Third definition of the Lévy net.) Suppose we are given a realization
of the process Z, from Definition 3.13 as well as the attachment points as defined in
Definition 3.16. Let R be a rectangle with width 1 and height equal to the sum of the
length of the interval on which Z is defined plus the sum of the squares of the jumps
of Z. For each s, we let J(s) (resp. J_(s)) be the sum of the squares of the jumps of Z
which have occurred before (resp. strictly before) time s. We define an equivalence
relation = on R by declaring points to be equivalent which lie on each line segment
connecting points of the form (s + J_(s),u/Zs_) to (s + J(s),u/Zs) for each s which is
a jump time of Z; and u € [0, as] where a4 is the attachment point corresponding to
time s and from (s + J_(s),u/Zs_) to (s + J(s), (u+ Ay)/Zs) for each u € [ag, Zs_],
where Ay = Z, — Z,_ is the size of the jump at time s.

See Figure 3.6 for an illustration of & as in Definition 3.18. (As the root in Figure 3.6
is shown on the top rather than the bottom, one has to vertically reflect the illustration
in Figure 3.6 to correspond exactly to =.)

Fixt,r > 0. On D >t and Z; > r, we let " be the geodesic starting from the point on
OU, such that the length of the counterclockwise segment of OU; to z; is equal to r. For
each s > ¢, we let AL" (resp. B%") be the length of the counterclockwise (resp. clockwise)
segment of OU, which connects n*" N AU, to x,. Note that AV =, BY" = Z, —r, and
Abr + BYT = Z for all s € [t, D].

Proposition 3.19. When the processes A", B4, and Z%" and the values t and D are
as defined just above, the following holds for the restrictions of these processes to the
interval s € [t, D].

1. The processes AL™ and BY" are independent a-stable CSBPs.

2. The process AL" | Zs = AL (AL + BE™) is a martingale. (This corresponds to the
horizontal location in the trajectory illustrated in Figure 3.7 when parameterized
using distance).

3. The process AL" [/ Z a.s. hits 0 or 1 before time D.

Proof. The first point is immediate from the construction; recall the proof of Proposi-
tion 3.14. Given the first point, the second point is immediate from Proposition 3.17
(recall Remark 3.8). The fact that the martingale reaches 0 or 1 a.s. before reaching the
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Figure 3.6: Recovering topological structure from bubbles: Shown is a representation of
a Lévy net using a width-1 rectangle R. The top (resp. bottom) line represents the root
(resp. dual root/target). The left and right sides of R are identified with each other and
represent the branch ~ in the geodesic tree connecting the root and dual root. If r is
not one of the countably many values at which a jump in boundary length occurs, then
each point z on the Lévy tree of distance r from the root is mapped to the point in the
rectangle whose horizontal location is the length of the counterclockwise radius-r-ball
boundary segment from v to z divided by the total length of the radius-r-ball boundary;
the vertical distance from the top of the rectangle is the sum of r and the sum of squares
of the boundary-length jumps that occur as the radius varies from 0 and r. Each of
the green stripes represents the set of points whose distance from the root is a value
r at which a jump does occur. Every red line (going from the top to the bottom of
a stripe) is an equivalence class that encodes one of these points. The height of each
green stripe is equal to the square of the jump in the boundary length corresponding to
the grey triangle (the sum of these squares is a.s. finite since the sum of the squares of
the jumps of an a-stable Lévy process is a.s. finite; see, e.g., [Ber96, Chapter I]). The
top (resp. bottom) of each green stripe represents the outer boundary of the metric ball
infinitesimally before (resp. after) the boundary length of the metric ball jumps. Each
red line is a single closed equivalence class (except that when two red lines share an
end vertex, their union forms a single closed equivalence class). The uppermost (resp.
lowermost) horizontal orange (resp. blue) line is also a single closed equivalence class.
Also, each pair of left and right boundary points of the rectangle (with the same vertical
coordinate) is a closed equivalence class. Any point that does not belong to one of these
classes is its own class.

upper end of the rectangle is reached simply follows from the fact that two independent
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Figure 3.7: Plotting a geodesic trajectory: The black sequence of arrows represents a
branch 7 in the geodesic tree in the Lévy net. We have drawn 7 beginning on one of the
horizontal lines of the figure which, as explained in Figure 3.6, represents the boundary
of the metric ball starting from the root. As shown in Proposition 3.19, n eventually
merges with the left boundary of the rectangle (both left and right rectangle boundaries
correspond to the root-to-target branch in the geodesic tree) just before getting back
to the root vertex (represented by the uppermost orange line). Geodesics started at
distinct points can “merge” with each other.

CSBPs, both started at positive values, a.s. do not reach zero at exactly the same
time. O

Lemma 3.20. Given the process Z, the locations of the attachment points as defined
i Definition 3.16 are conditionally independent. If s is a jump time for Z, then the
corresponding attachment point is uniform in [0, Zs_].

In the context of Figure 3.5, Lemma 3.20 states that conditionally on the process Z,,
the red dots in the bottom left of Figure 3.5 are conditionally independent and uniform
on each of the vertical orange lines.

Proof of Lemma 3.20. This follows because the CSBP property (3.1) implies that for
each fixed s we can write Z;,, for ¢ > 0 as a sum n independent a-stable CSBPs each
starting from Z;/n and the probability that any one of them has a jump in € > 0 units
of time is equal. n

Theorem 3.21. The o-algebra generated by the process Z as in Definition 3.13 and the
attachment points defined in Definition 3.16 is equal to the o-algebra generated by X.
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(In other words, the information encoded by the graph in the bottom left of Figure 3.5 a.s.
determines the information encoded by the first graph.) That is, these definitions yield (as
illustrated in Figure 3.5) an a.e.-defined one-to-one measure-preserving correspondence
between

1. «-stable Lévy excursions and

2. a-stable Lévy excursions (which are naturally reparameterized and viewed as CSBP
excursions) that come equipped with a way of assigning to each jump a distinguished
point between zero and the lower endpoint of that jump (as in Definition 3.16 and
illustrated in the bottom left graph of Figure 3.5).

To further clarify the statement of Theorem 3.21, we recall that an a-stable Lévy
excursion is determined by the collection of pairs which give its jump times and jump
magnitudes. Therefore we can think of the infinite measure on a-stable Lévy excursions
as an infinite measure on countable subsets of R2 where an element (¢,u) € R3
corresponds to a jump at time ¢ of size u. An a-stable Lévy excursion where each
jump is marked by a point between 0 and the size of the jump can be thought of as a
countable subset of R x [0, 1] where an element (¢, u,v) € Ry x [0, 1] corresponds to a
jump at time ¢ of size v with marked point along the jump at height uv. The measure
which will arise in this context in Theorem 3.21 will be given by the infinite measure on
a-stable Lévy excursions where each jump is marked by a conditionally independent
uniform random variable which gives the position of the mark corresponding to the
jump.

Before we give the proof of Theorem 3.21, we first need the following lemmas.

Lemma 3.22. Suppose that W is an a-stable CSBP with Wy > 0 and let W* =
supsso Ws. Then we have that

PV > u] < Mo
Uu

for each u > W. (3.7)

Proof. Let T =inf{t >0: W, =0 or W; > u}. Then we have that

t—o00

1 1
PW* > u] < —E[W,] < —liminf E[W;,,] (by Fatou’s lemma)
u u

=2 (by the optional stopping theorem).
u

m
Lemma 3.23. Let W, be a process that starts at Wy = €, then evolves as an a-stable
CSBP until it reaches 0, then jumps to € and continues to evolve as an a-stable CSBP

until again reaching zero, and so forth. For each T > 0, the process W) converges to
zero in probability as € — 0 with respect to the uniform topology.
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Proof. Let 79 = 0. Assuming that 7o, ..., 7, have been defined we let 7,11 = inf{t > 73 :
Wy = 0}. Fix § > e and let N = min{k > 0 : sup;¢,, r,,,) Wi > 6}. Lemma 3.22 implies
that N stochastically dominates a geometric random variable with parameter €/J. Fix
a € (0,1) so that « — 1 — a > 0 (recall that a € (1,2)). Therefore P[N < §/¢*] — 0
as € — 0 with 0 > 0 fixed. Note also that there exists a constant p > 0 so that
P[r; > ¢*7'] > p uniformly in € > 0. Let n = |[§/e*]. Using that the sequence of
random variables (7; —7;_1) is i.i.d., standard concentration results for binomial random
variables imply that (with 0 > 0 fixed),

J
Z(Tj —Tj1) < Peamizal 0 as e—0.

PTnSZ—jxec"_lxi}:P 5

2 €@

j=1
Combining, we have that (with 6 > 0 fixed),
Plry <T)<Plr, <T]+o0(l)=0(1) as e—0.

This implies the result.
O

Proof of Theorem 3.21. Fix t,r > 0. Assume that we are working on the event that
D >t and Z;, > r. We claim that the trajectory n*" considered in Proposition 3.19 is a.s.
uniquely determined by the boundary length process Zs together with the attachment
points (i.e., the information in the decorated graph Z, as shown in the bottom left
graph of Figure 3.5). Upon showing this, we will have shown that the geodesic tree is a.s.
determined by Z, and the attachment points. Indeed, then we can recover the process
Y; and from Y; we can recover the ordered sequence of jumps made by X; hence we can
recover X, itself. That is, the entire a-stable Lévy net is a.s. determined. This implies
the theorem statement because we know that X; determines Z, plus the attachment
points.

To prove the claim, we choose two such trajectories n*" and 7" conditionally indepen-
dently, given Z, and the attachment points, and show that they are a.s. equal.

We begin by noting that the length of the segment which is to the left of n" evolves as
an a-stable CSBP and the length which is to the right of 5" evolves as an independent
a-stable CSBP. The same is also true for 77", It follows from this that in the intervals
of time in which n*" is not hitting 7*" we have that the length A% (resp. CL") of the
segment which is to the left (resp. right) of both trajectories evolve as independent
a-stable CSBPs. Our aim now is to show that the length B%" which lies between n™" 7"
also evolves as an independent a-stable CSBP in these intervals of time.

Fix an interval of time I = [a,b] in which *" does not collide with 7%". Then we
know that both A*"|; and C*"|; can be a.s. deduced from the ordered set of jumps
they have experienced in I along with their initial values AL", CL" (since this is true
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for a-stable CSBPs and a-stable Lévy processes). That is, if we fix s € I and let J¢
be the sum of the jumps made by A""|, 4 with size at least € then A% is a.s. equal to
AL+ lime (JE — E[J¢]) and the analogous fact is likewise true for C*"|;. Since this is
also true for (A" + B + C*"")|; as it is an a-stable CSBP (Proposition 3.14), we see
that B""|; is a.s. determined by the jumps made by B*"|; and B." in the same way.

To finish showing that B%"|; evolves as an a-stable CSBP, we need to show that the law
of the jumps that it has made in [ has the correct form. Lemma 3.20 implies that each
time a new bubble comes along, we may sample which of the three regions it is glued
to (with probability of each region proportional to each length). This implies that the
jump law for B%"|; is that of an a-stable CSBP which implies that B%"|; is in fact an
a-stable CSBP.

The argument is completed by applying Lemma 3.23 to deduce that since B%Y" starts
at zero and evolves as an a-stable CSBP away from time zero, it cannot achieve any
positive value in finite time. We have now shown that it is possible to recover X and Y
in the definition of the Lévy net from Z together with the attachment points. That is,
it is possible to recover the top left graph in Figure 3.5 from the bottom left graph a.s.
We have already explained how to construct Z and the attachment points from X and
Y, which completes the proof. n

We now have the tools to give the proof of Proposition 3.2.

Proof of Proposition 3.2. See Figure 3.8 for an illustration of the argument. We will
give the proof that Y; a.s. does not have a decrease time; the proof that Y; a.s. does
not have an increase time is analogous. We suppose for contradiction that Y has a
decrease time ty. Then there exists h > 0 such that Y; > Y, for all s € (ty — h, ) and
Y, <Y, for all s € (tg,to + h). Let ug (resp. vg) be the supremum (resp. infimum) of
times s before (resp. after) ¢y such that Y; < Y;, (resp. Ys > Y}, ). As h > 0, we have
that ug < tg < vg. Let m be the quotient map as in Definition 3.1. By the definition
of the geodesic tree in Definition 3.1, we have that 7 ((tg, C' + Y3,)) = m((ve, C' + Yy,)).
Moreover, as Y; > Y, =Y, for all t € [ug, to] it follows that X; > X, for all t € [ug, to].
Consequently, it follows that 7((ug, Xy,)) = m((to, X4,)). Since w((¢t, C+Y})) = w((¢, X;))
for all ¢, we conclude that 7((up, C' 4+ Yy,)) = 7((to, C' +Y;,)). That is, there are two
distinct geodesics from the root of the geodesic tree to w((to, Xt,)) = 7((vo, Xu,))-
Therefore the projection under 7 of the line segment C' + [to, vo] is a positive measure
subset of the geodesic tree from which there are at least two geodesics in the geodesic
tree back to the root.

We will now use Lemma 3.23 to show that the subset of the geodesic tree from which
there are multiple geodesics back to the root a.s. has measure zero. It is shown in
Proposition 3.19 that the boundary length between two geodesics in the Lévy net evolves
as an a-stable CSBP as the distance from the dual root increases. Suppose that x is a
fixed point in the Lévy net and that 7 is the branch in the geodesic tree from x back to
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Figure 3.8: TIllustration of the proof of Proposition 3.2, which states that Y; cannot
have a decrease time, i.e., there cannot be a time ¢, and h > 0 such that Y, > Y}, for all
s € (to—h,ty) and Y < Y;, for all s € (to, o+ h). Shown is the behavior of the geodesic
tree and dual tree if Y did have a decrease time ¢3. The middle blue line on the graph
of C'+ Y, corresponds to the decrease time and the blue dots to its left and right are
points which are all glued together by the Lévy net equivalence relation. Observe that
every point in the Lévy net which corresponds to a point in the graph of C' 4 Y; which
lies below the blue line would have more than one geodesic back to the root. This is a
contradiction in view of Lemma 3.23, because then we would have a positive measure of
points in the geodesic tree from which there is more than one geodesic to the root. An
analogous argument implies that Y; cannot have an increase time.

the root. Fix € > 0, let 7y = 79 = 0, and let 7y (resp. 7p) be the branch in the geodesic
tree back to the root which starts from clockwise (resp. counterclockwise) boundary
length distance € from x = (7)) back to the root. We let 7y (resp. 71) be the time at
which n first merges with 7y (resp. 79). Assuming that 7o, ...,n; and 7y, ...,7; as well
as 1o, ...,7; and Ty, ..., 7; have been defined, we let 7,41 (resp. Tj11) be the first time
that n merges with n; (resp. 1;) and let 141 (resp. 7;41) be the branch of the geodesic
tree starting from e units in the clockwise (resp. counterclockwise) direction along the
boundary relative to 1(7j+1) (resp. 7+1(Tj+1))-

Suppose that there are at least two geodesics from x = 1(0) back to the root of the
geodesic tree. Then it would be the case that there exists ¢ > 0 such that for sufficiently
small € > 0 there is a j such that either 7;,; —7; > 0 or 7,11 — 7, > . By Lemma 3.23,
this a.s. does not happen, from which the result follows. O

We will later also need the following lemma, which gives an explicit description of the
time-reversal of the Lévy process whose corresponding CSBP is used to generate a Lévy
net.
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Lemma 3.24. Suppose that o € (1,2) and Wy is an a-stable Lévy excursion with
positive jumps (indexed by t € [0,T] for some T ). That is, Wy is chosen from the
natural infinite measure on excursions of this type. Then the law of Wr_; is also an
infinite measure, and corresponds to an excursion of a Markov process that has only
negative jumps. When the process value is ¢, the jump law for this Markov process is
given by a constant times a= (1 —a/c)* 2.

Lemma 3.24 is a relatively standard sort of calculation about time-reversals of Lévy
excursions. See, for example, [Cha96, Theorem 4]. For completeness, we will give a
proof just below.

Proof of Lemma 3.24. Fix ¢ > 0 and let V; be an a-stable Lévy process with only
upward jumps with Vy = €. Let 7 = inf{t > 0 : V; = 0}. Then the law of V,_, is
given by that of an a-stable Lévy process with only downward jumps conditioned to be
non-negative stopped at the last time that it hits € [Ber96, Chapter VII, Theorem 18].
When starting from a positive value, this process can be constructed explicitly from
the law of an a-stable Lévy process with only downward jumps by weighting it by a
certain Radon-Nikodym derivative. To be more precise, recall that the scale function
[Ber96, Chapter VIL.2] £ for an a-stable Lévy process with only downward jumps is
given by &(u) = au®"!. Suppose that U has the law of an a-stable Lévy process with
only downward jumps with Uy > 0. Then the Radon-Nikodym derivative of Ul
conditioned to be positive with respect to the (unconditioned) law of Ul 4 is given by

&) ey = Uyt
§<U0) {t<¢} Uéx—l

where ¢ = inf{t > 0: U; < 0}. The law of the conditioned process started from Uy = 0
is then given by the limit as of its law when it starts from Uy > 0 as Uy — 0.

1<y (3.8)

From (3.8), it is easy to see that the jump law for the conditioned process is given by a
constant times

a1 —a/c)*! (3.9)
when the process value is equal to ¢. To complete the proof, we need to determine the

effect on the jump law of further conditioning the process conditioned to be positive to
hit (0,€) in the limit as e — 0.

We have the following basic fact for the conditioned process. By [Ber96, Chapter VII,
Lemma 12], the probability that it starting from y > ¢ > 0 hits the interval (0, €) is
given by

_ o a—1
pe—1-=-9 _4_ =97 €_>1 . (3.10)
£(y) y*
Using (3.10), we see for y, z > 0 that
Pve L2 as e, (3.11)
Pz Yy
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Consider the law of U conditioned to be positive conditioned further on hitting (0, €). If
the process value is ¢ at a given time, then (by a Bayes’ rule calculation) the probability
of making a downward jump of size a € (0, ¢) is weighted by p.—q.¢/pc.e in comparison
to (3.9). Therefore combining (3.11) with (3.9) implies that the jump law for the
time-reversed excursion is as desired since the law of the time-reversed excursion can
be constructed by taking the limit as e — 0 of the law of U conditioned to be positive
conditioned further on hitting (0, €). O

3.7 Topological equivalence of Lévy net constructions

We have so far given three different descriptions of the Lévy net quotient, namely in
Definition 3.1 (illustrated in Figure 3.3), Definition 3.6 (illustrated in Figure 3.4), and
Definition 3.18 (illustrated in Figure 3.6). Moreover, we explained in Section 3.4 that the
quotients in Definition 3.1 and Definition 3.6 yield an equivalent topology. The purpose
of this section is show that the topology of the quotient constructed in Definition 3.18
is equivalent to the topology constructed in Definition 3.1.

Proposition 3.25. The topology of the Lévy net quotient constructed as in Definition 3.1
15 equivalent to the topology of the quotient constructed in Definition 3.18. In particular,
the quotient constructed in Definition 3.18 is a.s. homeomorphic to S?.

We remark that it is also possible to give a short, direct proof that the quotient described
in Definition 3.18 is a.s. homeomorphic to S? using Moore’s theorem (Proposition 3.5),
though we will not do so in view of Proposition 3.25.

Recall that for each r > 0, Z] is the local time of the intersection of the graph of Y
with the line of height s and width r (i.e., the line connecting (0, s) with (r,s)) and
that Z, = ZT where T is the length of the Lévy excursion. In order to show that the
topology of the breadth first construction of the Lévy net quotient from Definition 3.18
(illustrated in Figure 3.6) is equivalent to that associated with the constructions from
Definition 3.1 (illustrated in Figure 3.3) and Definition 3.6 (illustrated in Figure 3.4),
we first need to construct a modification of Z} which has certain continuity properties.
We will then use this modification to construct the map which takes the construction
described in Figure 3.4 to the breadth first construction.

Proposition 3.26. The process (r,s) — Z! has a jointly measurable modification which
a.s. satisfies the following two properties (for all r, s simultaneously).

1. The map r — Z7 is continuous with respect to the uniform topology.

2. The map s — Z is cadlag with respect to the uniform topology.
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See [DLGO02, Proposition 1.3.3] for a related result. We note that the modification
obtained in Proposition 3.26 has stronger continuity properties than given in [DLG02,
Proposition 1.3.3].

We need to collect several intermediate lemmas before we give the proof of Proposi-
tion 3.26. We begin with an elementary estimate for a-stable CSBPs.

Lemma 3.27. Suppose that W s an a-stable CSBP. There exists a constant cq > 0
depending only on « such that

P[W, < 6] < exp(—(6 — coWo)t =) for all 6 > 0.

Proof. Using the representation of the Laplace transform of an a-stable CSBP given
in (3.2), (3.3), we have for A > 0 that

P[W, < 6] = Ple ™ > ¢7¥] < ME[e W] = Mo,

where u;(\) = (A7 + ¢t)/07%) and ¢ > 0 is a constant. Taking A = t!/(!=%) yields the
result. [

For each s,u > 0, we let T be the smallest value of r that Z7 > uw. On the event
that T < oo, we note that the same argument used to prove Proposition 3.14 implies
that ZtTS evolves as an a-stable CSBP for ¢t > s with initial value w.

Lemma 3.28. There exists a constant ¢y > 0 such that the following is true. Fix s > 0.
For each u > 0 and w,v > 0 we have that

P[TMY — T <t, T" < 00| Z, > w] < exp(—covt /%), (3.12)

Proof. Let n be the excursion measure associated with an a-stable Lévy process with
only upward jumps from its running infimum. As explained in [Ber96, Chapter VIII.4],
there exists a constant ¢, > 0 depending only on « such that n[¢ > t] = c,t~/* where ¢
denotes the length of the excursion. This implies that in v units of local time, the number
N of excursions of X with height at least s and with length at least ¢ is distributed as
a Poisson random variable with mean c, vt~ Y. Note that on the event that we have at
least one such excursion, it is necessarily the case that T"t” — T* > t. Consequently,
(3.12) follows from the explicit formula for the probability mass distribution for a Poisson
random variable evaluated at 0. [

We turn to describe the setup for the proof of Proposition 3.26. We begin by emphasizing
that each ZtT s for t > s evolves as an a-stable CSBP.

Fix sy > 0. Then we know that Z, for ¢t > sy evolves as an a-stable CSBP starting
from Z,. Fix § > 0 and assume that Z,, > §/2. We inductively define stopping times
and a modification of Z as follows. First, we let ny = [407'Z,,|, 61 = Zs,/n1, and let
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: J81 (G—-1)81 :
ZH = ZtTS0 — ZtTS0 so that the Z17 for 1 < j < m, are independent a-stable CSBPs

defined on the time-interval [sy, 0o) all with initial value 6/8 < 6, < /4 (unless ny = 1).
We then take a modification so that Ztl’] for t > sp and 1 < j < n; are cadlag. We then
let
71 = inf {t > s0: max Z;7 > 5/2} :
1<j<n
Note that if 71 < oo then Z,, > §/2. Assume that stopping times 71, ..., 7, and (cadlag)
CSBPs Z7!, ..., Z" have been defined for 1 < j < k. We then let ny, = [407'Z, ],

"y TI%k+1 U= Dk kel
T, T, 3
Ok1 = Zry [Npy1, and Z; 7 = 2,0 — 7,7k . Then the Z,; 7 are independent a-

stable CSBPs defined on the time-interval [7;, 00) all with initial value 6/8 < dx41 < 0/4
(unless ng 1 = 1). We modify Z again if necessary so that the processes Zf L for
t>71, and 1 < j <ngyq are cadlag. We then let

Tk+1:inf{t27k3 max Zerl’jZa/Q}'

1<j<ng41

We note that 4
n*:=supn; <1+ 5 5up Zy. (3.13)
J

t>sg

Combining (3.13) and Lemma 3.22, we see for a constant ¢y > 0 that on the event
{Zs, > 6} we have

COZSQ
oM
Lemma 3.29. For each 0 > 0 and 6 < a < b < oo there exists a constant ¢y > 0 such
that on the event {Zs, € [a,b]} we have that

Pln* > M| Z,] < (3.14)

Plr, <1|Z,] < con™ 2 (3.15)

Proof. Throughout, we shall assume that we are working on the event {Z,, € [a, b]}.
By (3.14), we know that there exists a constant ¢y > 0 such that

COZSO
oM

Plr, <1 Zy) <Plra <1, 0" < M| Z,] + (3.16)

We take M = n'/2Z,,/J so that the error term on the right hand side of (3.16) is at
most a constant times n /2,

Let F; be the o-algebra generated by Z5 for all s < r < t with u, s, € Q.. We claim
that, given F,,_, we have that 7,41 — 73 is stochastically dominated from below by a
random variable & such that the probability that & is at least 1/ng,; is at least some
constant py > 0 (which may depend on ¢ but not k). Upon showing this, (3.15) will
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follow by combining (3.16) with binomial concentration. We note that the claim is clear
in the case that ng,y = 1, so we now assume that n;; > 2 and we let

. . k1.4 ~
Opp1 =1Inf ¢t > 7, min ZtJr 7 < 5/16 and  Tpi1 = Tey1 A Opar.
1<j<npi1

Since Tp11 < Tri1, it suffices to prove the stochastic domination result for 7,1 — 7 in
place of 711 — Tg.

By the Lamperti transform (Theorem 3.9), it suffices to show that the probability
that njy., independent a-stable Lévy processes, each starting from a common value in
[0/8,6/4] and run for time (16/8) x n;},, all do not leave the interval [§/16,8/2] is at
least some py > 0. (The factor 16/6 comes from the speedup when transforming to
Lévy process time.) This, in turn, follows from [Ber96, Chapter VII, Corollary 2| and
[Ber96, Chapter VIII, Proposition 4]. O

Proof of Proposition 3.26. We will prove the result by showing that r — Z" for r € Q.
is a.s. uniformly continuous with respect to the uniform topology. Throughout, we
assume that sg, dp,0 > 0 are fixed and we let Hy, 5, = {Zs, € [00/2,00]}. Also, ¢; >0
will denote a constant (which can depend on sg, do, d).

For each ¢ € N and A > 0 we let

2 k—1)82 a 3o
an,A = n {Tslf)im - TS(OMg > A%° } :
k

Lemma 3.22 and Lemma 3.28 together imply that

M
P[(FXA)C | Hoy50) < coM ™' + ¥l exp(—c; AT, (3.17)

By optimizing over M, it follows from (3.17) that

P(Ff) | Hupsy) < exp(—czA~'57). (3.18)

Let ¢ =inf{s > 0: Z; = 0}. By performing a union bound over ¢ values, from (3.18)
and Lemma 3.12 we have with FQ = ﬂgFgA that

T
P[(FR) | Hyys,) < X exp(—csAH6Y) 4 ¢, TV ), (3.19)

0,00
Optimizing (3.19) over T" values implies that
P[(F2)° | Hyys,] < exp(—csATH67Y). (3.20)

Therefore the Borel-Cantelli lemma implies that with A = e™, for each § > 0 there a.s.
exists j% € N (random) such that j > j& implies that F3 occurs.
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We also let G§ 5 be the event that for every s € Q with s € [so+ (£ — 1)A, 59 4 (A] and
t1,to € Q1 with ¢y > t; such that Z2 — Z!* > § we have that Z§§+m — Z;(I)MA > 262,
We claim that it suffices to show that

P((G) )" | Hapo] < exp(—cgsAY0-)). (3.21)

Letting G = ﬂgG‘gj A, we have from (3.21) by performing a union bound over ¢ values
(and applying Lemma 3.12 as in the argument to prove (3.20)) that

P[(GJA)C | H50,50] < exp(_c75A1/(l_a))'

Thus the Borel-Cantelli lemma implies that with A = e/, for each § > 0 there a.s.
exists j&, € N (random) such that j > j& implies that G4 occurs. In particular, this
implies that for every s > sy with s € Q and ¢, ¢ such that Z'2 — Z!* > ¢ we have that
Z;EJFM Z;l)MA > 252 where

0= 1T[(s—s0)/A] (3.22)
for A =e77 and j > jC.

Assume that j > j% V j& so that with A = e™7/ we have that both F} and G4 occur.
Suppose that ¢y, ¢, s are such that Z? — Zi > §. With ¢ as in (3.22), it must be true
that Z§§+m — Z;(l)+m > 26%. This implies that there exists k such that

_ 2
T, A <ty and TU0 >t (3.23)

S

Rearranging (3.23), we thus have that

ty—ty > T 0 — T > AP, (3.24)

This implies that r — Z7|}5, ) for r € Q4 has a certain modulus of continuity with
respect to the uniform topology. In particular, r = Z7 |5 oy for 7 € Q. is uniformly
continuous with respect to the uniform topology hence extends continuously. The result
then follows (assuming (3.21)) since sg, dg, & > 0 were arbitrary.

To finish the proof, we need to establish (3.21). For each j, we let
E;={1>s0+A}U (m {ZsO+A > 252}) .

We first claim that G§ , 2 N'_,E;. To see this, fix a value of s € [so, s + A] and
suppose that 2% — Zt1 > 4. Let J be such that 7; < s < 7541 and let k be the
first index so that Z7! + 1 20k > 7t Slnce Z3 < §/2 for all 4, it follows that
Z3t oo ZIL < 72, Consequently, A Zt0+A > 7M. The claim follows

because we have that Zj TAl > 262 on N, E;.

Thus to finish the proof, it suffices to show that

P[U_ ES | Hy 6] < exp(—cgd A/ (1= (3.25)
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(as the same analysis leads to the same upper bound for P[(G} A )°| Hy, 5,] for other ¢
values). To this end, Lemma 3.27 implies that

P[ES, Z* < 0M/4| Hy, 5] < M exp(—cod AV 172)), (3.26)

Thus applying a union bound together with (3.26) in the second step below, we have
for each n € N that

P[UjEj?, Z* < 5M/4| H, 5]
=P[U,;ES, Z* <M /4, 7, > A| Hyy 5] + Plry < A Hyy 5]
<nM exp(—cyo0 AV 4 ¢ yn~Y2  (by Lemma 3.29) (3.27)

Applying Lemma 3.22, we therefore have that
P[U]E]C ’ Hso,ﬁo} S nM eXp(—Clo(SAl/(l_a)) + cnn_l/z + C12(5M>_1. (328)

Optimizing over n and M values implies (3.25). O

Proof of Proposition 3.25. As we remarked earlier, it suffices to show the equivalence
of the quotient topology from Definition 3.6 (Figure 3.4) with the quotient topology
described in Definition 3.18 (Figure 3.6). We will show this by arguing that Z induces
a continuous map Z; from Figure 3.4 to Figure 3.6 which takes equivalence classes
to equivalence classes in a bijective manner. This will prove the result because this
map then induces a bijection which is continuous from the space which arises after
quotienting as in Definition 3.6 (Figure 3.4) to the space which arises after quotienting
as in Definition 3.18 (Figure 3.6) and the fact that bijections which are continuous from
one compact space to another are homeomorphisms.

Let S be the vertical height of the rectangle as in the right hand side of Figure 3.4 and
fix s € [0,5]. Let t be the vertical height which corresponds to s as in the left side
of Figure 3.4. In other words, t is obtained from s by mapping the right to the left
side of Figure 3.4 by removing the stripes which correspond to the jumps. If ¢ is not a
jump time for Z, then we take Z! = Z7 /Z;,. Suppose that ¢ is a jump time for Z. If s
is the y-coordinate of the top (resp bottom) of the correspondmg rectangle as in the
right side of Figure 3.4, we take ZT limgy; Z7 /Zy (vesp. ZT limg Z; /Z,). Suppose
that s is between the bottom and the top of the corresponding rectangle. If (s,r) is
outside of the interior of the rectangle, then we take ZZ; = 77 /Z;. Note that in this case
we have that the limit lim,,; Z] /Z, exists and is equal to Z] /Z;. Let s; (resp. s3) be
the y-coordinate of the bottom (resp top) of the rectangle. If (s,r) is in the rectangle,
then we take ZT to be given by linearly interpolating between the values of Z " and Zr

That is,
~ SS9 — S ~ S — 81
Zl = Zn +
S9 — 81

NT
Zr.
S2— 51
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By the continuity properties of Z given in Proposition 3.26 and the construction of Z ,
we have that the map (s,7) — Z7 is continuous.

Observe that Z is constant on the equivalence classes as defined in Definition 3.6
(Figure 3.4). This implies that Z induces a continuous map from the topological
space one obtains after quotienting by the equivalence relation as in Definition 3.6
(Figure 3.4) into the one from Definition 3.18 (Figure 3.6, not yet quotiented). As Z
bijectively takes equivalence classes as in Definition 3.6 (Figure 3.4) to equivalence
classes as in Definition 3.18 (Figure 3.6), it follows that Z in fact induces a bijection
which is continuous from the quotient space as in Definition 3.6 (Figure 3.4) to the
quotient space as in Definition 3.18 (Figure 3.6). The result follows because, as we
mentioned earlier, a bijection which is continuous from one compact space to another is
a homeomorphism. O

3.8 Recovering embedding from geodesic tree quotient

We now turn to show that the embedding of the Lévy net into S? is unique up to a
homeomorphism of S?. Recall that a set is called essentially 3-connected if deleting two
points always produces either a connected set, a set with two components one of which
is an open arc, or a set with three components which are all open arcs. In particular,
every 3-connected set is essentially 3-connected. Suppose that a compact topological
space K can be embedded into S? and that ¢;: K — S? is such an embedding. It is then
proved in [RT02] that K is essentially 3-connected if and only if for every embedding
¢: K — S2, there is a homeomorphism h: S? — S? such that ¢ = ho ¢;.*°

Proposition 3.30. For each o € (1,2), the topological space associated with the Lévy
net is a.s. 3-connected. Hence by [RT02] it can a.s. be embedded in S* in a unique way
(up to a homeomorphism).

Proof. Suppose that W is an instance of the Lévy net and assume for contradiction
that W is not 3-connected. Then there exists distinct points z,y € W such that
W\ {z,y} is not connected. This implies that we can write W \ {z,y} = AU B for
A, B C W disjoint and A, B # (). We assume that W has been embedded into S2.
Let A (resp. B) be given by A (resp. B) together with all of the components of S? \ W
whose boundary is entirely contained in A (resp. B). Then A, B are disjoint and we can
write S% as a disjoint union of A, B, {z}, {y}, and the components of S\ W whose
boundary has non-empty intersection with both A and B. Suppose that C is such a
component. Then there exists a point w € 0C which is not in A or B. That is, either
x € dC ory e olC.

10Tt is clear from our construction that when K is a Lévy net there exists at least one embedding
of K into S2. More generally, it is shown in [RRT14] that a compact and locally connected set K is
homeomorphic to a subset of S? if and only if it contains no homeomorph of K3 3 or Ks.
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Note that $2\ (AU B U {z,y}) must have at least two distinct components Cy, Cy
(for otherwise A, B would not be disjoint). If either z or y is in C; N OC, then we
have a contradiction because the distance of both 9C; and 0C5 to the root of W must
be the same but by the breadth-first construction of the Lévy net (Definition 3.18)
and Theorem 3.21 we know that the metric exploration from the root to the dual root
in W does not separate more than one component from the dual root at any given
time (as these components correspond to jumps of the boundary length process). If
9C; N OC;, does not contain either  or y, then there must be a third component Cj of
S?\ (AU BU {x,y}). This leads to a contradiction because then (by the pigeon hole
principle) either C; N IC5 or dCy N OC3 contains either x or y. ]

We are now going to use that the topological space associated with the Lévy net a.s. has
a unique embedding into S? up to homeomorphism to show that it together withe the
distance function to the root and an orientation a.s. determines the Lévy excursion X
used to generate it.

Proposition 3.31. For each o € (1,2), the a-stable Lévy excursion X wused in the
construction of the Lévy net is a.s. determined by the topological space associated with
the Lévy net and distance function to the root together with an orientation.

Proof. By Proposition 3.30, we know that the embedding of the (topological space
associated with the) Lévy net into S? is a.s. determined up to homeomorphism; we assume
throughout that we have fixed an orientation so that the embedding is determined
up to orientation preserving homeomorphism. Recall that the jumps of Z; are in
correspondence with those made by X;. Thus, if we can show that the jumps of Z are
determined by the Lévy net, then we will get that the jumps of X are determined by
the Lévy net. More generally, if we can show that the processes ZtT'g are determined
by the Lévy net, then we will be able to determine the jumps of X and their ordering.
This will imply the result because X is a.s. determined by its jumps and the order in
which they are made. For simplicity, we will just show that Z; is a.s. determined by the
Lévy net. The proof that ZtT *" is a.s. determined follows from the same argument.

Let x (resp. y) denote the root (resp. dual root) of the Lévy net. Fix r > 0 and condition
on R = d(z,y) —r > 0. We let 0B(z, R) be the boundary of the ball of radius R
centered at x in the geodesic tree in the Lévy net. Fix € > 0. We then fix points
21, .., 2N, € 0B(z, R) as follows. We let z; be the unique point on 9B(z, R) which is
visited by the unique geodesic from z to y. For j > 2 we inductively let z; be the first
clockwise point on 0B(z, R) (recall that we have assumed that the Lévy net has an
orientation) such that the geodesic from z; to x merges with the geodesic from z;_; to «
at distance at least €. As the embedding of the Lévy net into S? is a.s. determined up to
(orientation preserving) homeomorphism, it follows that zy, ..., zy. is a.s. determined
by the Lévy net.
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Conditional on the boundary length L, of 0B(z, R), we claim that IV, is distributed as
a Poisson random variable Z, with mean m_'L, where m, = (ce)"/(*™" and ¢ > 0 is a
constant. The desired result will follow upon showing this because then

Em.Z. | L) =L, and varjm.Z.|L.]=m.L, -0 as €—0.

To compute the conditional distribution of N, given L, it suffices to show that the
boundary length of the spacings are given by i.i.d. exponential random variables with
mean m, given L,. We will establish this by using that L, evolves as an a-stable CSBP
as r varies. Fix 6 > 0 and let (Zf) be a sequence of i.i.d. a-stable CSBPs, each starting
from 0. Then the CSBP property (3.1) implies that the process s — L, is equal in
distribution to Z8 + - - - + Z% 4+ Z° where n = | L,/8] and Z° is an independent a-stable
CSBP starting from L, — dn < §. We then define indices (j2) inductively as follows.
We let j¢ be the first index j such that the amount of time it takes the a-stable CSBP
Z0 4 Zf (which starts from jd) to reach 0 is at least €. Assuming that j¢,..., 52
have been defined, we take ;9 41 to be the first index j such that the amount of time
that it takes the a-stable CSBP ZJ‘.S;z+1 + -4 Z2 (which starts from §(j — (j; + 1)) to
reach 0 is at least e.

Note that the random variables

0 6 9
Zk e Z]g_1+1 _|_ P + Z]5

k

are i.i.d. We claim that the law of Z¢ converges in distribution as § — 0 to that of an
exponential random variable with mean m,.. To see this, we fix u > 0, let u = §|u/d],
and let W be an a-stable CSBP starting from u. Then we have that

P[Z! > u] = P[W, = 0] = lim Elexp(—AW,)]. (3.29)

A—00

As in the proof of Lemma 3.27, using the representation of the Laplace transform of
an a-stable CSBP given in (3.2), (3.3), the Laplace transform on the right hand side
of (3.29) is given, for a constant ¢ > 0, by

exp(— (A7 4 (ce) (=07,

Therefore the limit on the right hand side of (3.29) is given by exp(—m_'%). This, in
turn, converges to exp(—m_'u) as § — 0, which proves the result. O

4 'Tree gluing and the Brownian map

4.1 Gluing trees encoded by Brownian-snake-head trajectory

We now briefly review the standard construction of the Brownian map (see e.g. [Le 14,
Section 3.4]). Our first task is to identify the measure p2py; discussed in Section 1.5 with
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a certain Brownian snake excursion measure. In fact, this is the way pipy is formally
constructed and defined.

Let S be the set of all finite paths in R beginning at 0. An element of S is a continuous
map w: [0,¢] — R for some value ¢ = ((w) > 0 that depends on w. We refer to S
as the snake space and visualize an element of S as the (y-to-z coordinate) graph
{(w(y),y) : y € 10,¢]}. As illustrated in Figure 4.1, such a graph may be viewed as a
“snake” with a body beginning at (0,0) and ending at the “head,” which is located at
(w(C), C). From this perspective, ( = ((w) is the height of the snake, which is also the
vertical head coordinate, and w(() is the horizontal head coordinate.

A distance on S is given by

d(w, w') = [¢(w) = ¢(w')] + Sup w(t A ¢(w)) —w'(t A C(w))]. (4.1)

There is a natural way to create a time-length 7" excursion into & beginning and ending
at the zero snake. To do so, let Y; be a time-length 7" Brownian excursion into [0, 00)
(starting and ending at zero). Then Y; encodes a continuum random tree (CRT) T
[Ald91a, Ald91b, Ald93], together with a map ¢: [0,7] — T that traces the boundary
of T in order. (As we will discuss below, one may also consider a Brownian excursion
measure for which the length 7" is not a priori determined, and in the most natural way
to do this, the Brownian excursion measure is an infinite measure.) Once one is given
Y}, one may construct a Brownian process X; with Xy = 0 and

Cov(X,, Xy) = inf{Y, : r € [s,t]}. (4.2)

An application of the Kolmogorov-Centsov theorem implies that X has a Holder
continuous modification; see, e.g. [Le 14, Section 3.4]. The RHS of (4.2) describes the
length of the intersection of the two tree branches that begin at ¢(0) and end at ¢(s)
or ¢(t). In particular, if ¢(s) = ¢(t) then X, = X;. Therefore X induces a process Z
defined on 7 which satisfies X; = Zy).

Given the (X3, Y;) process, it is easy to draw the body of the snake in Figure 4.1 for
any fixed time ¢ € [0,7]. To do so, for each value b < Y;, one plots the point (X5, b)
where s is the last time before ¢ at which the Y process reached height b. Note also
that if one takes s’ to be the first time after ¢ when the Y process reaches b, then we
must have Xy = X,. Intuitively speaking, as Y; goes down, the snake head retraces the
snake body; as Y; goes up, new randomness determines the left-right fluctuations. As
discussed in the captions of Figure 4.1, this evolution can be understood as a diffusion
process on S.

We now consider a natural infinite measure on the space of excursions into §. It is
the measure described informally in the caption to Figure 4.1. To construct this, first
we define n to be the natural Brownian excursion measure (see [RY99, Chapter XII,
Section 4] for more detail on the construction of n). Each such excursion comes with a
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(X, Y1) (Xe, 1)

‘(inf{X.}, 0) *(0,0) | (a,0) (0,0) | (a,0) (0,0)

Figure 4.1: Gluing an asymmetric pair of trees. The doubly marked Brownian map
construction is the same as the construction in the left side of Figure 3.1 except that
the pair (X3, Y;) is produced from a Brownian snake excursion instead of a Brownian
excursion. In this setup Y; is chosen from the (infinite) Brownian excursion measure
and X, is a Brownian motion indexed by the corresponding CRT. The process (X;, Y})
determines a trajectory in the snake space S. Left: At a given time ¢, the “snake” has
a body that looks like the graph of a Brownian motion (rotated 90 degrees). The blue
vertical line represents the leftmost point reached by the process (X, Y;). It was proved
by Duquesne (see [MMO06, Lemma 4.15]) that there is a single time at which the blue
line is hit. After projection, this corresponds to the Brownian map root. At all other
times, distance from the blue line represents distance from the root in the Brownian
map metric. Middle: Suppose inf{X .} < a < 0 and consider the vertical line through
(a,0). This divides the snake space S into the subspace S-, of snakes not hit by the
red line (except at the origin if @ = 0) and the complementary subspace S<, = S \ Ss,
of snakes that are hit. Right: If a snake is hit by the red line, then it has a unique
“ancestor snake” whose body lies entirely to the right of the red line and whose head lies
on the red line. A snake lies on the boundary of S-, if and only if it has this form. The
distance from a snake in S<, to Ss, (in terms of the metric on S, not the Brownian map
metric) is the difference in head height between itself and this ancestor. This distance
evolves as a Brownian motion (until it first reaches 0) in the snake space.

terminal time 7" such that Yo =Yr =0,Y; >0fort € (0,7), and Y; =0 for all t > T
We recall that the excursion measure is an infinite measure that can be constructed
as follows. Define n, to be (2¢)~! times the probability measure on one-dimensional
Brownian paths started at €, stopped the first time they hit zero. Note that this measure
assigns mass 1/2 to the set of paths that reach 1 before hitting zero. The measure n is
obtained by taking the weak the limit of the n. measures as ¢ — 0 (using the topology
of uniform convergence of paths, say). Note that for each a > 0 the n measure of the
set of paths that reach level a is exactly (2a)~!. Moreover, if one normalizes n to make
it a probability on this set of paths, then one finds that the law of the path after the
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first time it hits a is simply that of an ordinary Brownian motion stopped when it hits
zero. Now that we have defined n, we define Il to be a measure on excursions into S
such that the induced measure on Y; trajectories is n, and given the Y; trajectory, the
conditional law of X, is that of the Brownian process indexed by the CRT encoded by
Y; (i.e., with covariance as in (4.2)).

As we will explain in more detail just below, given a sample from II, the tree encoded by
X, is the tree of geodesics drawn from all points to a fixed root, which is the value of ¢
at the point ¢ that minimizes X;. The tree 7 described by Y; (the dual tree) has the
law of a CRT, and Y; describes the distance in 7 from the dual root (which corresponds
to time 0 or equivalently time 7', which is the time when Y; is minimal).

Note that for any time ¢, we can define the snake to be the graph of the function from
y € [0,Y;] to x that sends a point y to the value of the Brownian process at the point
on 7 that is y units along the branch in 7 from ¢(0) to ¢(t).

As in Figure 4.1, for each a < 0 we let S~, be the subspace of S which consists of those
snakes w such that w(t) > a for all t € [0,(]. That is, w € S5, if and only if its body
lies to the right of the vertical line through (a,0). We also let S<, = S\ S=..

We next proceed to remind the reader how to associate an (X,Y’) pair with a metric
measure space structure. This will allow us to think of IT as a measure on M. Roughly
speaking, the procedure described in the left side of Figure 3.1 already tells us how to
obtain a sphere from the pair (X,Y). The points on the sphere are the equivalence
classes from the left side of Figure 3.1. The tree described by X alone (the quotient
of the graph of X w.r.t. the equivalence given by the chords under the graph) can be
understood as a geodesic tree (which comes with a metric space structure), and we
may construct the overall metric space as a quotient of this metric space (as defined in
Section 2.2) w.r.t. the extra equivalence relations induced by Y.

An equivalent way to define the Brownian map is to first consider the CRT T described
by Y, and then define a metric and a quotient using X as the second step. This is the
approach usually used in the Brownian map literature (see e.g. [Le 14, Section 3.5])
and we give a quick review of that construction here. Consider the function d° on [0, T

defined by:

d°(s,t) = X5 + Xy — 2max (min X,, min Xr> . (4.3)
r€[s,t] relt,s]
Here, we assume without loss of generality that s < ¢ and define [t, s] = [0, s] U [¢, T].
For a,b € T, we then set
& (a,b) = min{d*(s,1) : 6(s) = a, B(t) = b) (1.4

where ¢: [0,T] — T is the natural projection map. Finally, for a,b € T, we set

k
d(a,b) = inf {Z d5(a;_y, aj)} (4.5)

=1
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where the infimum is over all kK € N and ag = a,ay,...,a;, = bin 7. We get a metric
space structure by quotienting by the equivalence relation = defined by a = b if and
only if d(a,b) = 0 and we get a measure on the quotient space by taking the projection
of Lebesgue measure on [0,7]. As mentioned in the introduction, it was shown by
Le Gall and Paulin [LGPO08] (see also [Mie08]) that the resulting metric space is a.s.
homeomorphic to S? and that two times a and b are identified if and only if vertical red
lines in the left side of Figure 3.1 (where X; and Y; are Brownian snake coordinates)
belong to the same equivalence class as described in the left side of Figure 3.1. Thus
the topological quotient described in the left side of Figure 3.1 is in natural bijection
with the metric space quotient described above.

Given a sample from II, the corresponding sphere comes with two special points
corresponding to a snake whose head is at the leftmost possible value (the root), and
the origin snake (the dual root). Indeed, if we let S denote the set of points on the
sphere, v the measure, x the root, and y the dual root, then we obtain a doubly marked
metric measure space (S,d, v, x,y) of the sort described in Section 2.4. The dual root y
should be thought of as the target point of a metric exploration starting from the root x.
In what follows, we will always use x to the denote the root (center point from which
a metric ball will grow) and y to denote the dual root or target point of the metric
exploration.

. . 2.0 . . .
In fact, we claim that IT induces a measure on (Mzpy, F2). This measure is precisely

the doubly marked grand canonical ensemble of Brownian maps: i.e., it corresponds
to the measure pdpy discussed in Section 1.3. There is a bit of an exercise involved
in showing that the map from Brownian snake instances to (MF¥, F*) is measurable
w.r.t. the appropriate o-algebra on the space of Brownian snakes, so that pdpy is a
well-defined measure (M;’POH, F29). In particular, one has to check that the distance-
function integrals described in Section 2.4 (the ones used to define the Gromov-weak
topology) are in fact measurable functions of the Brownian snake; one can do this by
first checking that this is true when the metric is replaced by the function d° discussed
above, and then extending this to the approximations of d in which the distance between
two points is the infimum of the length taken over paths made up of finitely many
segments of the geodesic tree described by the process X. This is a straightforward
exercise, and we will not include details here.

Given a snake excursion s chosen from II, we define the snake excursion s so that its
associated surface is the surface associated to s rescaled to have total area 1. In other
words, s is the snake whose corresponding head process is

(X, Y2) = (¢ X0, CV2Y).

Here we have scaled t by a factor of ¢, we have scaled Y; by a factor of (72, and we
have scaled X, by a factor of (~'/4. An excursion s can be represented as the pair
(5,C(s)) where ((s) represents the length of the excursion — or equivalently, the area of

the corresponding surface. Since a sample from the Brownian excursion measure n is
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an excursion whose length has law ¢(=3/2d¢ [RY99, Chapter XII, Section 4], where d¢
is Lebesgue measure on R and ¢ = 1/4/87, we have the following:

Proposition 4.1. If we interpret I1 as a measure on pairs (s, (), then I1 can be written

as I ® ct=3/2dt, where dt represents Lebesque measure on Ry, ¢ = 1/v/87, and I is a
probability measure on the space of excursions of unit length.

/_\A
dual root

geodesic from root to dual root—+

intersecti()n/-l\i
point / [

4— boundary of
filled metric ball

root /

Figure 4.2: The snake trajectory corresponds to a path that traces the boundary of a
(space-filling) tree of geodesics in the doubly marked Brownian map (S, d, v, z,y). The
figure illustrates several branches of the geodesic tree (the tree itself is space-filling)
and along with the outer boundary (as viewed from the dual root) of a radius-r metric
ball centered at the root x (i.e., dB*(x,r)). From a generic point z € S, there is a
unique path «y in the dual tree back to the dual root y. The distances d(7(t),z) vary in
t; this variation encodes the shape of the body of the Brownian snake (X,Y") associated
with (S,d, v, z,y). The total quadratic variation of ¢ — d(y(t),x) encodes the height of
the snake’s head (i.e., the value of Y; if z corresponds to (Xj, Ys)). During the snake
trajectory (as the snake itself changes) the first and last times that the horizontal
coordinate X of the snake’s head reaches a = inf{ X} +r correspond to the intersection
point (shown in orange) of the (a.s. unique) dual-root-to-root geodesic and 0B*(x, 7).
Intuitively, as one traces the boundary of the space-filling geodesic tree (beginning and
ending at the dual root y), the orange dot is the first and last point that the path visits
within the closed orange disk.

4.2 Brownian maps, disks, and Lévy nets
The purpose of this subsection is to prove that the unembedded metric net of the

doubly marked Brownian map has the law of a 3/2-stable Lévy net. We will refer to
the (countably many) components of the complement of the metric net as “bubbles”
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and will describe a one-to-one correspondence between these bubbles and the “holes”

in the corresponding Lévy net. We will also introduce here the measure ,uBILSK on
marked random disks, which give the law of the complement of a filled metric ball in
the Brownian map. (We will later introduce the measure pfq, which gives the law of
the complementary components of a metric exploration in the Brownian map, in a more
general framework.) The two jump processes in Figure 3.5 correspond to different orders
in which one might explore these holes. The first explores holes in a “depth-first” order
— i.e., the order in which they are encountered by a path that traces the boundary of
the geodesic tree; the second explores holes in a “breadth-first” order — i.e., in order of
their distance from a root vertex. We will see what these two orderings look like within
the context of the Brownian map, as constructed from a Brownian snake excursion.

In order to begin understanding the unembedded metric net of the Brownian map, we
need a way to make sense of the boundary length measure on a metric ball within the
Brownian map. Observe that for any real number a < 0, the snake diffusion process has
the property that if the snake lies in S<, at time ¢, then its distance (in the snake space
metric as defined in (4.1)) from the boundary of S-, is given by Y; — Y, where s is
supremum of the set of times before ¢ at which the snake was in Ss,; see Figure 4.1 for
an illustration. We in particular emphasize that the distance at time ¢ to the boundary
of 8-, does not depend on X;. This distance clearly evolves as a Brownian motion until
the next time it reaches zero. Let us define i,(¢) to be the total time before ¢ that the
snake process spends inside Ss,, and 0,(t) =t — i,(t) the total amount of time before ¢
that the snake process spends in S<,.

We claim that when we parameterize time according to o, time, i.e. by the right-
continuous inverse o, *(t) = inf{r > 0: 0,(r) > t} of o,, this process is a non-negative,
reflected Brownian motion, and hence has a well-defined notion of local time ¢, for any
given value of a (see [RY99, Chapter VI| for more on the construction of Brownian local
time). To see this, it suffices to show that the process Y- (1) Is non-negative, evolves as
a Brownian motion in the intervals of time in which it is positive, and is instantaneously
reflecting at 0. The first two properties are true by the construction as we have explained
above, which leaves us to show that Y -1, is instantaneously reflecting at 0. To prove
this, it suffices to show that the Lebesgue measure of the set of times t that (X;,Y;)
is in the boundary of S5, is a.s. equal to 0 which in turn follows from the stronger
statement that the Lebesgue measure of the set of times ¢ that X; = a is a.s. equal to 0.
Fix € > 0 and let [, 0] be the interval of time corresponding to the longest excursion
that Y makes above € (breaking ties by taking the one which happens first). Given
(7,0, and X, = X, , we have that (X;,Y;) in |7, 0] is a Brownian snake starting from
X;. = X,,. For a given value of X, = X,_, there are at most countably many values of
b so that the set of times ¢ € [, 0] such that X; = b has positive Lebesgue measure
and this set depends on X, = X, by translation as X, = X, gives the initial value of
the tree-indexed Brownian motion. Thus since X, = X, has a density with respect to
Lebesgue measure, it follows that the Lebesgue measure of the set of times t € [r,, 0]
so that X; = a is a.s. equal to 0. This completes the proof of the claim since € > 0 was

90



arbitrary.

We recall that the excursions that a reflected Brownian motion makes from 0 can be
described by a Poisson point process indexed by local time (see, e.g., [RY99, Chapter VI)).
We also note that in each such excursion made by Y, the initial (and terminal) value of
X is given by a.

We next claim that a sample from II may be obtained in two steps:

1. First sample the behavior of the snake restricted to S, parameterized according
to i, time, i.e. by the right-continuous inverse i, (t) = inf{r > 0 : i,(r) > t} of i,.
That is, we sample the process (Xigl ) Y- (t)) from its marginal law.

We claim that the process (Xi(;l () Y;;l(t)) determines the local time ¢,. To see
this, let Y;' be the difference between Y; and the height of the ancestor snake head
at time ¢ (as in Figure 4.1), and define Y, = Y; — Y}! so that V; = Y;' + Y. As
explained just above, we know that Y;! evolves as a reflected Brownian motion
when we parameterize by o, time. Thus it follows that Y;* — £,(¢) is a continuous
martingale (see, e.g., the Ito6-Tanaka formula) when parameterized by o, time,
hence it is a continuous martingale itself. Consequently, Y, + /,(t) is a continuous
martingale. Moreover, Y;? 4 £,(t) is a continuous martingale when parameterized
by i, time and thus Y;i_l 0 is a continuous supermartingale. Hence, one can use

the Doob-Meyer decomposition to recover this local time from the process YZ_I 0"

2. Then, conditioned on the total amount of local time ¢,(7T") sample the set of
excursions into S<, using a Poisson point process on the product of Lebesgue
measure on [0, ¢,(7)] (an interval which is now known, even though 7" is not itself
yet determined) and II. Note that each excursion is translated so that it is “rooted”
at some point along the vertical line through (a,0), instead of at (0,0).

In what follows, we will write ¢,(7") for the total amount of local time and condition
on its value as just above. We emphasize that 7" is a random variable but when we
condition on ¢,(T) we are not conditioning on the value of T" unless we explicitly say
otherwise. We extend (¢,(7) : a < 0) to a process by taking it so that s+ (_4(T") for
s > 0 is cadlag.

For the Brownian map instance (5, d, v, x,y) encoded by (X,Y) and a < 0, we define
the boundary length of 0B*(x,d(x,y) + a) to be the value of £,(T).

We note that the process £,(t) described and constructed just above is a special case of
the so-called exit measure associated with the Brownian snake. See, e.g., [LG99] for
more on exit measures.

From this discussion, the following is easy to derive the following proposition.

Proposition 4.2. Suppose that (X,Y) is sampled from 11 and €,(T) is as above. Then
(,(T) :a < 0) follows the excursion measure of a 3/2-stable CSBP.
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Proof. The proof is nearly the same as the proof of Proposition 3.14. One has only to
verify that the process satisfies the hypotheses Proposition 3.11. Again, the scaling
factor is obvious (one may rescale time by a factor of C?, the Y; process values by a
factor of C' and the X; process values by a factor of C''/2); and the value of the £,(7T)
process then scales by C' and its time to completion scales by C''/2, suggesting that the
scaling hypothesis of Proposition 3.14 is satisfied with & — 1 = 1/2, so that a = 3/2.
The CSBP property (3.1) is also immediate from the construction. O

(Xt’ )/7‘)

(a,b) (a,b) (a,b)

! (a,0) (0,0) ! (a,0) (0,0) ! (a,0) (0,0)

Figure 4.3: Left: the snake shown in Figure 4.1 with a shifted to the smallest value for
which the red line intersects the snake, and the point of this first intersection marked as
(a,b). For almost all times ¢, the snake will have a unique minimum point of this kind;
a.s., only countably many pairs (a,b) arise as minima for any snake in the trajectory.
We let B, denote the collection of all snakes in the trajectory with leftmost point at
(a,b), and the head not at (a,b) itself; e.g., the left snake shown belongs to B, ). The
set B(qp) represents a “bubble” of the corresponding doubly marked Brownian map i.e.,
an open component of the complement of the metric net between the root and the dual
root. Middle: A snake on the bubble boundary 9B,z . Right: The “bubble root” of
B(ap)- (Note: not every snake whose head lies left of its body is a bubble root; there are
a.s. only countably many such points in the trajectory, one per bubble.)

Proposition 4.3. Suppose that (X,Y) is sampled from 11 and €,(T) is as above. The
gumps in L,(T) are in one-to-one correspondence with the bubbles of the metric net from
the root to the dual root of the Brownian map. If one keeps track of the location along
the boundary (using boundary length) at which each bubble root (see Figure 4.3) occurs
together with the total boundary length process, one obtains an object with the law of the
process Zg as in Definition 3.13 together with the attachment points of Definition 3.16
(as shown in Figure 3.5). In particular, conditioned on the process £,(T), the attachment
points are independent random variables with law associated with a jump occurring for
a given value of a is that of a uniform random variable in [0,¢,_(T)].

Proof. Recall the two step sampling procedure from the measure II described above.
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Namely, given the process (X;-1 ) Yi1 (t)) (i.e., the Brownian snake growth within the
set Ss,), the conditional law of the process in S<, is given by a Poisson point process
A = {(u;, (X', Y"))} with intensity measure given by the product of Lebesgue measure
on [0,4,(T)] and II. The u; coordinate gives the location of where the excursion is rooted
on the ball boundary, as measured relative to the place on the ball boundary visited by
the unique geodesic connecting the root and dual root. This in particular implies that
the following is true. For each a < 0, the law of the snake process is invariant under
the operation of replacing the Poisson point process of excursions A that it makes into
S<. with the process {(u; + U, (X*,Y*))} where U is uniform in [0, £,(T)] independently
of everything else and we consider the u; + U modulo ¢,(7"). This operation has a
simple geometric interpretation. Namely, it corresponds to the operation of cutting
out the filled metric ball of radius @ — inf{X} centered at the root of the geodesic tree,
then “rotating it” by U units of boundary length, and then gluing back together with
its complement according to boundary length. (Recall also the discussion just after
Proposition 2.7.)

We will now extend the above observations to the setting of stopping times. More
precisely, for each r > 0 we let F, be the o-algebra generated by the process t —
(Xz‘:i ) Yij (t)). Then F, is non-decreasing in r. Let 7 be a stopping time for F,. For
each n, let 7, be the smallest element of 27"Z which is at least as large as 7. Then
T, decreases to 7 as n — o0o. By the two step construction of II described above, the
conditional law of the snake process given F,, within the set S<_,, is again given by a
Poisson point process with intensity measure given by the product of Lebesgue measure
on (_, (T) and II. Taking a limit as n — oo and using the backward martingale
convergence theorem and the continuity of the aforementioned conditional law (recall
that £,(T") is left-continuous in a), we have that the conditional law of the snake process
given F, takes exactly the same form. In particular, it is invariant under the operation
of adding to the first coordinate in the Poisson point process an independent random
variable which is uniform in ¢_,(7") and then working modulo ¢_. (7).

The result thus follows by applying the previous paragraph to stopping times which
correspond to bubble root times. O

We will now begin to describe the measure /hl)’ILSK on random marked disks, which is
one of the key actors in what follows. The key ideas to understanding NBILSK through
the perspective of the Brownian snake are illustrated in the caption of Figure 4.1. (We
will later describe the measure pf;qr on random unmarked disks in a more general
framework in the process of proving Theorem 4.11 below. We also remark that a
snake-based approach to u5qx is carried out in [AL15].)

Fix r > 0 and suppose that (S,d, v, z, y) is sampled from ppy; conditioned on d(x,y) > r.
We define pji, to be the conditional law of S\ B*(z,r), viewed as a metric measure
space equipped with the interior-internal metric and marked by y, given that its boundary
length is equal to L as defined just above Proposition 4.2.
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Write C, := ¢,(T) and recall from Proposition 4.2 that (C, : a < 0) follows the excursion
measure of a 3/2-stable CSBP, indexed in the negative direction. Now suppose the
measure on excursions of this form is weighted by the excursion length — call it A = A(C.)
— and that given (C,) the quantity r is chosen uniformly in [0, A] so that —A+r is uniform
on the interval [—A,0]. Then we can now think of the triple ((C,), 4,r) as describing a
CSBP excursion decorated by a distinguished time during its length. Set L =C_4,. In
this framework, we can then break the excursion into two pieces, corresponding to time
before and after —A +r — with durations » and A —r. We interpret each of these pieces
as being defined modulo a horizontal translation of its graph (or equivalently one can
imagine that one translates each piece so that it starts or ends at time 0). Interpreted
this way, we now claim that given L, the two pieces of the excursion (before or after the
distinguished time) are independent of each other, and in fact we have all three of the
following;:

1. Weighted excursion Markov property: For the excursion measure weighted
by excursion length A and decorated as above, we have that given L = C_4,, the
two sides of the excursion are conditionally independent and are given by forward
and reverse CSBPs started at C_44, and stopped upon hitting 0.

2. Decreasing time Markov property: For the unweighted excursion measure,
we have that for any fixed a, on the event the event A > a the two sides of the
excursion (before and after time a) are conditionally independent given L = C_,.

3. Increasing time Markov property: For the unweighted excursion measure, we
have that for any fixed r, on the event that A > r, the two sides of the excursion
(before and after —A + r) are conditonally independent given L = C_4,.

The decreasing time Markov property is immediate from the definition of the unweighted
excursion measure. To get the first property, note that for any constant C, if we restrict
the length-weighted-decorated measure on triples ((Ca), A, 7“) to the event A > C' and
r € [0, C], then on this event the marginal law of (C,) (ignoring ) on the time-interval
—a € [C, A] is the same (up to constant factor) as in the unweighted case. It in particular
has the property that given the restriction of C, to —a € [0, C] the conditional law of the
remainder of C, is simply that of a CSBP started at C, and stopped when it hits zero.
Since this holds for any C| the first property readily follows, and a similar argument
then shows that the first property above implies the third property.

In the proof of Proposition 4.4 below, we will derive an extension of this equivalence to
a setting involving the metric net. In this setting, the boundary length process (for the
filled metric ball centered at x, as viewed from y) is a CSBP excursion, and we will want
to say that for a given radius r the inside and the outside of the ball are conditionally
independent given the boundary length. The proof below will be a bit more complicated
than the observation above, because we want conditional independence of two random
metric spaces (a filled ball and its complement) and defining these metric spaces requires
information than just what is encoded in the boundary length process.
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Proposition 4.4. Fiz r > 0. Conditionally on d(x,y) > r, we have that B*(x,r) and
S\ B*(x,7) (each viewed as elements of M) are conditionally independent given the
boundary length of 0B®(x,r) and the conditional law of S\ B*(x,r) does not depend on
T

Proof. We begin by fixing a (deterministic) value of a < 0 and let r = d(x,y) + a.
Since d(x,y) is random, we emphasize that r is random at this point. Let d, be the
interior-internal metric on S\ B*(x, r), which we recall is defined by setting the distance
between any two points to be the infimum of lengths of paths connecting the two points
which stay in the interior of S\ B*(z,r).

Let (X,Y’) be the Brownian snake process which generates (S, d, v, x,y) and let (X%, Y?)
be the process obtained by truncating the excursions that (X,Y’) makes into S<,, as
discussed above Proposition 4.2 (see also Figure 4.1). We claim that (X®, Y*) determines
d, using the same procedure to construct d from (X,Y'); recall (4.5). We first note that
all of the geodesics in S\ B*(x,r) to 0B*(x,r) are determined by (X Y®) because
such a geodesic is part of a geodesic to z. Fix z,w € S\ B*(z,7) and let n be a
d,-geodesic from z to w. Let € > 0. By the construction of d, it follows that there exists
n € N and segments 7, ...,n, of geodesics to the root x so that the concatenation
of ny,...,n, connects z to w and has length at most € plus the length of . Applying
the procedure (4.5) to (X, Y®), we see that the successive endpoints of n,...,n, are
identified. Since € > 0 was arbitrary, we see that d,.(z,w) is determined by (X?,Y?).
We similarly have that the interior-internal metric on B*(z,7) is determined by the
excursions that (X,Y) makes into S<,.

Summarizing, we thus have that the metric measure spaces (with their interior-internal
metric) S\ B*(z,a+ d(z,y)) (marked by y) and B*(z,a + d(z,y)) (marked by x) are
respectively determined by (X% Y*) and the excursions the snake process makes in
S<,. The discussion just above Proposition 4.2 therefore implies that the two spaces
are conditionally independent given the boundary length L.

Recall from the discussion just before the statement of Proposition 4.2 that the con-
ditional law of the excursions that (X,Y") makes into S<, given the boundary length
L = ¢,(T) is given by a Poisson point process with intensity measure given by the
product of Lebesgue measure on [0, 4,(7")] and II. Recall also that the value of d(z,y)
is equal to —1 times the minimum value attained by the x-coordinate of these excur-
sions. In particular, given d(z,y) the excursions into S<, are conditionally independent
of (X Y*) given the boundary length L. Note that given d(z,y), there will be one
excursion whose z-coordinate has minimum value —d(z,y) and the other excursions
have a Poisson law but with minimal z-coordinate larger than —d(z,y).

The analysis above applies equally well in the setting of the remark before the beginning
of the proof — where the “CSBP excursion measure” (or the corresponding doubly
marked Brownian map measure) is weighted by its length (which corresponds to d(z,y)
in the corresponding doubly marked Brownian map) and a is uniformly chosen from
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[—d(z,y),0] (instead of being deterministic) and again r = d(z,y) + a. That is, even in
this setting, we still have conditional independence of (B*(z,r),z) and (S \ B*(z,7),y)
given L. In particular, in this setting if we condition on r € [rg,ro + € (i.e., we restrict
the infinite measure space to the finite-measure subspace on which this is true) we learn
nothing about (S\ B*(x,r),y) from knowing (B*(z,r),z) beyond the value of L, and
by the scaling symmetry of the overall construction, the value L affects the conditional
law of (S\ B*(z,r),y) only by a scaling (multiplying distances by L'/, measure by
L?). But once we restrict the measure to the set on which r € [rg, 7o + €], the marginal
law (of the doubly marked Brownian surface) is no longer weighted by the length of the
interval [0, d(z,y)], but rather by the length of [0,d(x,y)] N [ro, 7o + €], which is simply
equal to € when d(x,y) > 9+ € and 0 if d(x,y) < 9. (The proportion of this measure
coming from the case d(x,y) € [ro, 70 + €] tends to zero as € — 0.) Furthermore, the
amount the CSBP boundary length process changes during [rg, ro + €] tends to zero
in probability as € — 0, and the conditional law of (S \ B*(z,r),y) is continuous as
function of L (w.r.t. any natural topology — e.g., we can use the weak topology induced
by the snake space metric). Thus we can take the ¢ — 0 limit and conclude that the
conditional law of (S'\ B*(x,r),y) given (B*(z,7),z) depends only on L.

]

Remark 4.5. In the case that a = 3/2, we now have that up to time parameterization,
both the process ¢ defined for Brownian maps and the process Z defined for the Lévy net
can be understood as descriptions of the natural boundary length measure L, discussed
in Section 1.

By combining Propositions 4.2 and 4.4 together with Theorem 3.21 we see that a.e.
instance of the Brownian map determines a 3/2-stable Lévy net instance. We will now
show that the unembedded metric net of the Brownian map is equal to this instance of
the 3/2-stable Lévy net as A-valued random variables.

Proposition 4.6. The unembedded metric net of a sample (S,d,v,z,y) from pdpy has
the law of a 3/2-stable Lévy net. In this correspondence, the 3/2-stable CSBP excursion
0,(T) described above for a sample from pZpy agrees with the 3/2-stable CSBP excursion
Zs of Definition 3.13 (recall also Figure 3.5), up to an affine transformation relating a
and s.

The rest of this section is aimed at proving Proposition 4.6. Throughout, we will
let (S,d,v,z,y) be a sample from pZpy, (X,Y) be the corresponding instance of the
Brownian snake, and (X™ YIN) the instance of the 3/2-stable Lévy net which is
determined by (X,Y). Here, (XN, YN) are as in Definition 3.1 so that XN is the
time-reversal of a 3/2-stable Lévy excursion with only upward jumps and Y™V is the
associated height process. We let KN be the compact subset of [0, 1]? which describes
the equivalence relation in the Lévy net instance (XN, Y™N) so that (YN K™N) takes
values in A. We also let (YBM KBM) be the A-valued random variable determined by
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(S,d,v,z,y) as in Proposition 2.22. We will proceed by first showing (Lemma 4.8) that
the leftmost geodesic tree in the metric net of (S, d, v, x,y) is the same as in the Lévy net
(i.e., that YBM is equal to Y™™ up to monotone reparameterization). We will then show
that the associated equivalence relation KM in the Brownian map has at least as many
identifications as in the Lévy net (Lemma 4.9). That is, we will show that KBM D> KN,
We will then complete the proof by showing that KM C KN (Lemma 4.10).

For each a < 0 and r > 0, we let 77 be the first time ¢ > 0 that Y has accumulated r
units of local time on the boundary of S.,. For each b < a, we let £ ,(T') be the amount
of local time that Y|j -] accumulates on the boundary of Ss;. The same argument as
in the proof of Proposition 4.2 implies that (], ,(T') evolves as a 3/2-stable CSBP as
b decreases. Assume that 7, < oo. For each b < a, we let 7, be the last time that
(X, Y)|j0,7r Visits 0S~y. Let p: [0,T] — (S, d, v, z,y) be the projection map from [0, T'|
associated with the Brownian snake construction of (S, d, v, z,y). Then we observe that
b p(1;,) for b < a gives the leftmost geodesic from p(7;) to x. Indeed, fix b < a. Then
we have by definition that p(7;,) € 0B*(x,d(x,y) + b). We also have by definition that
Tap < T, and that X \[Tar,bjg] is at least Xrr = b. This implies that the point in the real
tree encoded by X (the geodesic tree in (S, d, v, z,y) rooted at x) corresponding to 77,
is an ancestor of 7. Equivalently, p(7; ;) lies on the leftmost geodesic 7 from p(7]) to z.
This proves the claim since b < a was arbitrary. We have obtained from this discussion
that the boundary length on the counterclockwise arc of 0B*(z,d(z,y) + b) from 7
to the unique geodesic from y to = evolves as a 3/2-stable CSBP. We can similarly
consider the amount of local time that Y'[(.r .y spends on 0Ss;. This process describes
the boundary length between on the clockwise arc of 0B®(x,d(x,y) 4+ b) from 7 to the
unique geodesic from y to x. This process also evolves as an 3/2-stable CSBP which is
independent of £ ,(T'). By generalizing these considerations, we obtain the following.

Lemma 4.7. Fizr a < 0 and 0 < r < --- < r,. Suppose that T, < oco. For
each 1 < j < n, we let n; be the leftmost geodesic in (S,d,v,x,y) from p(rs’) to
where we take ng = n, to be the unique geodesic from y to x starting from when it
first hits 0B*(x,d(z,y) + a). For each b < a, let L{L,b be the boundary length on the
counterclockwise segment of 0B*(x,d(x,y) +b) from n; to nj11. Given the initial values
Lg’W the processes L;b evolve as b < a decreases as independent 3/2-stable CSBPs.

Proof. The boundary length between n; and 7,4, on 0B*(x,d(x,y) + b) is given by the
amount of local time spent by Y|[T:]- ri+1 On 0S~,. The same considerations as above

therefore imply that Lib evolves as b < a decreases as a 3/2-stable CSBP independently
of L}, for i # j, given the initial values of all of the processes L ,. O

We will now deduce from Lemma 4.7 and the inside/outside independence of filled
metric balls established in Proposition 4.4 that the leftmost geodesic tree in the metric
net of (5,d, v, x,y) is the same as in the Lévy net.

Lemma 4.8. Up to monotone reparameterization, we have that Y2M is equal to YN,

97



Proof. Fix a < 0and r > 0. On the event that the boundary length of 0B*(z, d(x,y)+a)
is at least , we let 1) be the leftmost geodesic starting from the point on 0B*(z, d(x, y)+a)
whose counterclockwise boundary length from where the unique geodesic from y to x
passes through 0B*(x,d(z,y) + a) is equal to r. The same argument used to prove
Theorem 3.21 implies that for each b < a the clockwise and counterclockwise boundary
lengths on dB*(x,d(z,y) + b) from n to the unique geodesic from y to x are a.s. the
same as the corresponding boundary lengths for the corresponding geodesic in the Lévy
net. Since the time at which one of these boundary length processes first hits 0 gives
1/2 of the distance in the trees encoded by Y™ and YBM between the starting point of
n and where the unique geodesic from y to x passes through 0B*(z,d(x,y) + a), we see
that these distances are the same in the trees encoded by YN and YBM, Off a set of
measure 0, this in fact holds simultaneously for any fixed countable collection of a and r
values. By allowing a to range in Q_ = Q N R_ and r to range in Q. , we see that the
whole geodesic tree in the metric net of the Brownian map agrees with the geodesic tree
in the Lévy net. That is, YN and YBM agree up to monotone reparameterization. [J

By Lemma 4.8, we can assume (after applying a monotone reparameterization) that
YN = YBM We now aim to show that KBM = KN We will proceed by first showing
that KBM O KN by arguing that KBM contains a dense subset of (s,t) pairs in KN
and then we will show that KBM C K™, Let T™N be such that [0, 7"N] is the interval
on which X™ is defined.

Lemma 4.9. We have that KM D KN,

Proof. Suppose that (s,t) € K™ with s < t. If ¢t is a jump time of XN, then
Proposition 4.3 implies that (s,t) € KBM. If s and ¢ are equivalent in the tree encoded
by YN = YBM  then we also have that (s,t) € K™. Suppose that tT™N is not a
jump time of X™Y and that s, t are not equivalent in the tree encoded by Y™N. By
the definition of KN, we have that the horizontal chord connecting (sT™N, XN () and
(tT™N, X[1) lies below the graph of X™N| zix vy Then there exists a sequence of
times ¢;, such that X™N has a downward jump at time ¢, 7N such that if s;, < t;, is such
that XSL;\}LN = XtL,j}LN and the horizontal chord from (s, TN, XSL:;LN) to (tx TN, X;j}LN)
lies below the graph of X™N| 7~y 7uny and s; | s and ¢, T ¢ as k — oo. Then
(sk,tr) € KBM by what we explained at the beginning of the proof. Since KBM is closed,

it follows that (s,t) € KBM. O

Lemma 4.10. We have that K®M C K™ In particular, K®M = KN,

Proof. Suppose that (s,t) € KBM and s < t. If tT™N is a jump time of XN, then
as we explained in the proof of Lemma 4.9 we have that (s,t) € K*N. We may
therefore assume that t7™N is not a jump time of XN, Then there exists a < 0 so that
YEM = VBM = d(z, y)+a. We recall from the breadth-first construction (Definition 3.18)
that the boundary length measure in the Lévy net for the metric ball centered at the root
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of the geodesic tree is defined for all radii simultaneously. We consider two possibilities.
Either one of the boundary lengths along the clockwise or counterclockwise segments
of the metric ball boundary in the Lévy net from the point corresponding to s to the
point corresponding to t is equal to zero or both boundary lengths are positive. If
one of the boundary lengths is equal to zero, then it follows that (s,t) € KN by the
breadth-first construction of the Lévy net quotient (Definition 3.18). Suppose that both
boundary lengths are positive. Let p: [0,1] — S be the map which visits the points in
(the completion of) the leftmost geodesic tree in the Brownian map in contour order.
We will obtain a contradiction by showing that p(s) # p(t).

By the construction in Definition 3.18, we have that the boundary length measure
defined for the Lévy net is right-continuous. Fix € > 0 small and rational and let
k = [a/e] + 1. Since tT™N does not correspond to a jump in XN it follows that
we can find u,v in the Lévy net with distance d(z,y) + ke to x and with boundary
length distance from the unique geodesic from y to x given by a multiple of € so that
the following is true. The geodesics from wu, v to x pass through the counterclockwise
segment on the boundary of the ball centered at x with radius d(x, y) + a before merging.
By the proof of Lemma 4.8, this implies that the corresponding leftmost geodesics in
(S,d,v,z,y) also do not merge before passing through the counterclockwise segment of
OB*(z,d(z,y) + a) from p(s) to p(t). In particular, this interval has non-empty interior.
We can likewise find a pair of points so that the leftmost geodesics to x do not merge
before passing through the clockwise segment of 0B®(x, d(z,y) + a) from p(s) to p(t).
In particular, this interval also has non-empty interior. This implies that p(s) # p(t) so
that (s,t) ¢ KBM as desired. O

Proof of Proposition 3.16. As explained above, this follows by combining Lemmas 4.9—
4.10. O

4.3 Axioms that characterize the Brownian map

Most of this subsection will be devoted to a proof of the following Lévy net based
characterization of the Brownian map. At the end of the section, we will explain how
to use this result to derive Theorem 1.1.

Theorem 4.11. Up to a positive multiplicative constant, the doubly marked Brownian
map measure [dpy is the unique (infinite) measure on (Mg, Fosy) which satisfies the

following properties, where an instance is denoted by (S, d, v, x,y).

1. Given (S,d,v), the conditional law of x and y is that of two i.i.d. samples from v
(normalized to be a probability measure). In other words, the law of the doubly
marked surface is invariant under the Markov step in which one “forgets” x (ory)
and then resamples it from the given measure.
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2. The law on A (real trees with an equivalence relation) induced by the unembedded
metric net from x to y (whose law is an infinite measure) by the measurable map
defined in Proposition 2.22 has the law of an a-Lévy net for some o € (1,2). In
other words, the metric net is a.s. strongly coalescent (as defined in Section 2.5)
and the law of the contour function of the leftmost geodesic tree and set of
wdentified points agrees with that of the Lévy height process used in the a-Lévy net
construction.

3. Fixz r > 0 and consider the circle that forms the boundary OB*(xz,r) (an object
that is well-defined a.s. on the finite-measure event that the distance from x to y
is at least ). Then the inside and outside of B*(x,r) (each viewed as an element
of MYO  with the orientation induced by S) are conditionally independent, given
the boundary length of 0B*(x,r) (as defined from the Lévy net structure) and the
orientation of S. Moreover, the conditional law of the outside of B*(xz,r) does not
depend on r.

Let us emphasize a few points before we give the proof of Theorem 4.11.

e Recalling Proposition 4.6, in the case of upy one has o = 3/2. Moreover,
Proposition 4.6 implies that upy satisfies the second hypothesis of Theorem 4.11.
Indeed, we saw in Proposition 4.6 that the law of the unembedded metric net of a
sample (S,d, v, z,y) from pipy has the law of the 3/2-stable Lévy net, this implies
that the collection of left and right geodesics geodesics in the metric get and how
they are identified has the same law as in the 3/2-stable Lévy net. Proposition 4.4
implies that ppy satisfies the third assumption.

e The second assumption together with Proposition 3.31 implies that the boundary
length referenced in the third assumption is a.s. well-defined and has the law of a
CSBP excursion (just like the CSBP used to encode the Lévy net). In particular,
this implies that for any r > 0, the measure of the event d(z,y) > r is positive
and finite.

e In the coupling between the metric net and the Lévy net described above, we have
made no assumptions about whether every geodesic in the metric net, from some
point z to the root x, corresponds to one of the distinguished left or right geodesics
in the Lévy net. That is, we allow a prior: for the possibility that the metric
net contains many additional geodesics besides these distinguished ones. Each of
these additional geodesics would necessarily pass through the filled ball boundaries
OB*(z,r) in decreasing order of r, but in principle they could continuously zigzag
back and forth in different ways.

e The measurability results of Section 2.4 imply that the objects referred to in the
statement of Theorem 4.11 are random variables. In particular, Proposition 2.17
implies that the inside and the outside of B*(z,r) (viewed as elements of M)
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are measurable functions of an element of MéfH and Proposition 2.22 implies
that unembedded metric net (i.e., the leftmost geodesic tree together with its
identified points viewed as an element of \A) is a measurable function of an element

2,0
of Mgpy-

e The proof of Theorem 4.11 will make use of a rerooting argument which was used
previously by Le Gall; see [LG13, Section 8.3].

Now we proceed to prove Theorem 4.11. This proof requires several lemmas, beginning
with the following.

Lemma 4.12. If u§py satisfies the hypotheses of Theorem 4.11, and (S,d,v,z,y)
denotes a sample from [py, then it is a.s. the case that the metric net from x to y has
v measure zero. That is, the set of (S,d,v,x,y) for which this is not the case has [i3py
measure zero.

Proof. Suppose that the metric net does not have v measure 0 with positive f@Zpy
measure. Then if we fix  and resample y from v to obtain ¥, there is some positive
probability that g is in the metric net from x to y. Let L, be the process that encodes
the boundary length of the complementary component of B(x,r) which contains ¥.
Then we have that L, does not a.s. tend to 0 as y is hit. This is a contradiction as,
in the Lévy net definition, we do have that L, a.s. tends to 0 as the target point is
reached. O]

If /13y satisfies the hypotheses of Theorem 4.11, then we let Zl%)ILSK denote the conditional
law of S'\ B*(zx,r), together with its interior-internal metric and measure, given that
the boundary length of 9B*(z,r) is equal to L. Once we have shown that ji2py agrees
with pdpy, we will know that ﬁ]BILSK agrees with MBILSK, which will imply in particular
that ﬁ]BIL depends on L in a scale invariant way. That is, we will know that sampling
from Jigiex is equivalent to sampling from figjgc and then rescaling distances and
measures by the appropriate powers of L. However, this is not something we can deduce
directly from the hypotheses of Theorem 4.11 as stated. We can however deduce a
weaker statement directly: namely, that at least the probability measures ﬁll)ILSK in some
sense depend on L in a continuous way. Note that given our definition in terms of a
regular conditional probability, the family of measures ﬁBfSK is a priori defined only up
to redefinition on a Lebesgue measure zero set of L values, so the right statement will
be that there is a certain type of a continuous modification.

Lemma 4.13. Suppose that [iZpy satisfies the hypotheses of Theorem 4.11. Let ;NL]BILSK

denote the conditional law of S\ B*(x,r), together with its interior-internal metric
and measure, given that the boundary length of 0B®(x,r) is L. For Ly, Ly > 0, define
p(lipidic, Tiie) to be the smallest € > 0 such that one can couple a sample from Jigex
with a sample from ﬁgf;K i such way that with probability at least 1 — € the two

metric/measure-endowed disks agree when restricted to the y-containing component of
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the complement of the set of all points of distance € from the disk boundary (and both
~1,L .

such components are nonempty). Then the fipsy (after redefinition on a zero Lebesgue

measure set of L values) have the property that as Ly tends to Lo the p distance between

the ﬁlleLSK tends to zero. In other words, the map from L to ﬁ]lleSK has a modification

that is continuous w.r.t. the metric described by p.

Proof. We begin by observing that a sample from ﬁ]IDILSK determines an instance of a
time-reversed CSBP starting from L and stopped when it hits 0. Indeed, this time-
reversed CSBP is simply the continuation of the boundary length process, starting from
a point at which it has value L, associated with the Lévy net instance which corresponds
to the metric net of S. (Recall Proposition 3.31, which gives that the boundary length
process can be measurably recovered from the unembedded metric net.) Note that if Y
is a time-reversed CSBP and ¢ > 0 is fixed then the law of Y; is continuous in Yj in the
total variation sense. By the Markov property of a time-reversed CSBP, this implies
that for ¢ > 0 fixed the law of (Y; : s > t) is continuous in Y in the total variation
sense. In particular, we can couple the corresponding time-reversed CSBPs that arise
from ﬁlllele and ﬁllj’ILSﬁ{ so that they agree starting after time ¢ > 0 with probability
tending to 1 as L1y — Lo. Let us define p'(Ly, Ly) to be the smallest ¢ > 0 so that
the two time-reversed CSBPs, started at L; and Ly, can be coupled to agree and are
both non-zero after an € interval of time with probability 1 — €. It follows from what
we have explained above that p'(Lj, Ly) is continuous in L; and L, and zero when
Ly = L. Now using the Markov property assumed by the hypotheses of Theorem 4.11,
we find p(ﬁ})’fle, ﬂBILSQK) < p/(Ly, Lg) for almost all L; and L, pairs. Indeed, running the
time-reversed CSBPs L; and L,y from time € corresponds to metrically exploring from
the disk boundaries for € distance units. If the CSBPs have coalesced by time €, then
by the hypotheses of Theorem 4.11, we know that the conditional law of the unexplored
region is the same for both disk instances hence we can couple them to be the same.
Thus, if a countable dense set ) of L values is obtained by i.i.d. sampling from Lebesgue
measure, then this bound a.s. holds for all L; and L in ). Then for almost all other L
values, we have that with probability one, p(ﬁBgK, litisk) — 0 as L/ approaches L with
L’ restricted to the set Q. We obtain the desired modification by redefining ijjig,, on
the measure zero set of values for which this is not the case, to be the unique measure
for which this limiting statement holds. (It is clear that the limiting statement uniquely
determines the law of disk outside of an e-neighborhood of the boundary, and since this
holds for any L, it determines the law of the overall disk.) [

Lemma 4.14. Suppose that py satisfies the hypotheses of Theorem 4.11. Let ,Tl]ngK
denote the conditional law of S\ B*(x,r), together with its interior-internal metric
and measure, given that the boundary length of 0B®(x,r) is L. Then suppose T is any
stopping time for the process L, such that a.s. L, has a jump at time 7. (For ezample
T could be the first time at which a jump in a certain size range appears.) Then the
conditional law of S\ B*(x,T), given B*(x,T) and the process L, up to time T, is given
by Jigis with L = L,.
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Proof. This is simply an extension of the theorem hypothesis from a deterministic
stopping time to a specific type of random stopping time. The extension to random
stopping times is obvious if one considers stopping times that a.s. take one of finitely
many values. In particular this is true for the stopping time 75 obtained by rounding 7
up to the nearest integer multiple of §, where § > 0. It is then straightforward to
obtain the result by taking the § — 0 limit and invoking the continuity described in
Lemma 4.13. (Recall also the proof of Proposition 4.3.) O

Lemma 4.15. Suppose that we have the same setup as in Lemma 4.14. Then the union
of 0B*(x,r) and the boundary of the ball cut off at time T is a.s. a topological figure
8 (of the sort shown in Figure 4.4). The boundary length measure along the figure 8
1s a.s. well-defined. The total boundary length is L.—, while the boundary length of the
component surrounding y s L.

Proof. The fact that the union of 9B®(x,r) and the boundary of the ball cut off at time
T is a.s. a topological figure 8 is immediate from the the third definition of the Lévy
net quotient (Definition 3.18, see also Figure 3.6) and Proposition 2.1. Lemma 4.14
implies that the conditional law of S\ B*(x, T) equipped with its interior-internal metric
and measure has law ﬁBILSTK. In particular, the boundary length along 0B*(z, ) is a.s.
well-defined and the total boundary length is equal to L,. It is left to explain why the
boundary length of the other component is well-defined and why the sum of the two
boundary lengths is equal to L,-. We note that if we let y be an independent sample
from v given everything else, then there is a positive chance given everything else that
it is in the other component as v is a good measure. It thus follows that the other
component has law which is absolutely continuous with respect to ﬁ})fSK (for some value
of L) as it can be obtained as the complement of the filled metric ball at a stopping
time on the event that it contains y. In particular, it has an a.s. well-defined boundary
measure. Finally, that the sum of the boundary lengths is a.s. equal to L,- can be seen
from the proof of Proposition 3.31.

O

If ppy satisfies the hypotheses of Theorem 4.11, and 7 is a stopping time as in
Lemma 4.14, then we can now define 15, to be the conditional law of the disk cut out
at time 7 given that the boundary length of that disk (i.e., the size of the jump in the L,
process that occurs then r = 7) is L. The following lemma asserts that this conditional
law indeed depends only on L and not on other information about the behavior of the
surface outside of this disk.

We define pkq to be the corresponding law when we start from pZpy. Recall that the
proof that pépy satisfies the hypotheses of Theorem 4.11 does not require one to have
analyzed any properties of or even to have defined pf,. Therefore at this point in the
paper, we may apply the following lemma in the case of p2py; in order to give a definition
of pfg. Using this approach, one does not need an argument which is separate from
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that in the case of ,u]ID’fSK to construct the boundary length measure for pf;q and to
deduce that the disks in the metric net of pZpy are conditionally independent given
their boundary lengths.

We will show in Lemma 4.18 just below that fi5;qx (resp. pfqx) can be obtained from
Tigisx (resp. pisiay) by unbiasing its law by area. In other words, we will prove that
~1, L . . ~1,L 1,L . .
Ppisk (resp. ppsk) is obtained from fipiéy (resp. ppsk) by removing a marked point.
This fact is what motivates the notation.

Lemma 4.16. Assume that idpy satisfies the hypotheses of Theorem 4.11. Then the
conditional probability [i5,qx described above is well-defined and indeed depends only
on L.

Proof. Let Ly, Ly be the boundary lengths of the two disks which together form the
figure 8 which arises at the stopping time 7. If one explores up until the stopping time 7,
one can resample the target point y from the restriction of v to the union of the two disks
pinched off at time 7. Indeed, this follows since the conditional law of y given (S, d, v, )
is v. Since v is a.s. a good measure, there will be some positive probability that y ends
up on each of the two sides. The theorem hypotheses imply that the conditional law of
each of the two disks bounded by the figure 8, on the event that y lies in that disk, is
given by ﬁ]leLSK, independently of any other information about the surface outside of
that disk. This implies in particular that the two disks are independent of each other
once it has been determined which disk contains . Now, one can resample the location
of y, resample the disk containing y from ,E]lDfSK (with L = Ly or L = Ly depending on
which disk contain y), resample the location of y, resample the disk containing y again,
ete.

The proof will thus be complete upon showing that this Markov chain has a unique
invariant distribution which depends only on L; and L,. To see this, we can consider
the same chain but with the initial distribution consisting of two independent samples
from ﬁBILSK, one with L = L; and the other with L = L,. We claim that the chain
with this initial distribution converges to a limit as the number of resampling steps
goes to oco. Indeed, the reason is that for any pair of initial configurations and € > 0,
it is easy to see that there exists N € N (depending only on the relative masses of
the pairs of disks) so that if one performs the resampling step n > N times then the
total variation distance between the resulting laws will be at most €. This fact also
implies that the limiting law as the number of resampling steps goes to co is the unique
invariant distribution for the Markov chain. Moreover, this limiting law is a function
only of L; and Ls because the initial distribution used to define it was a function only
of L1 and LQ.

These assumptions therefore determine the form of fi5;q. (The explicit relationship
between fi5si and Jigiax will be derived in the proof of Lemma 4.18 just below.) [

Lemma 4.17. Given the L, process describing the boundary length of 0B*(x,r), the
conditional law of the disks in the complement of the metric net are given by conditionally
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independent samples from ﬁ]LDZiSK where L; are the lengths of the hole boundaries (which
in turn correspond to the jumps of L, ).

Proof. We will deduce the result from Lemma 4.16 as follows. Fix a value of £k € N
and for each j € N we let 7;; be the jth time that L, has a downward jump of size
at least 27%. Lemma 4.16 applied with the stopping time 7 = 7 implies that, on

Tix < 00, we have that given L, , and Ly = Lffk — L, the conditional laws of

S\ B*(xz, ) and the component separated from y at time 7y, equipped with their
interior-internal metrics and the measure given by the restriction of v are respectively

given by ﬁll)ILSTf{k and ﬁ]LD}S'“K In fact, it is not difficult to see that the same statement
holds when we condition on (L, : < 71 ;), which we note determines L; ; and L,
By continuing the exploration and iterating the argument, we see that given the values
of Lj = LT{k — L., for j > 1 the components which are separated from y at the times

7; % are conditionally independent samples from ﬁé}skK The same statement in fact
holds when we condition on the entire realization of L,, which in turn determines the
L; . The result thus follows by taking a limit as k& — oo. O

Lemma 4.18. Assume that i%py satisfies the hypotheses of Theorem 4.11, and that Xk
and ﬁngK are defined as above. Let A be the total area measure of a sample from 155
Then the [i5q expectation of A is given by a constant times L**~'. Moreover, the
Radon-Nikodym derivative of ﬁ]ngK w.r.t. e (where one ignores the marked point,
so that the two objects are defined on the same space) is hence given by a constant

times A/L* .

Proof. Fix Ly > 0 and suppose that we start with an instance of Ji5&. Let L, be
the evolution of the boundary length of the exploration towards the marked point .
Suppose that we evolve L, up to 7 = inf{r > 0: (L,- — L,)/L, > 1/4}. At time T,
the boundary length ¢ = L, is divided into two components, of lengths a and b with
a+b=c. (That is, c = L,- and {a,b} = {L,,L,- — L,}.)

Set L € {a,b} to be the boundary length of the component surrounding y. By
Lemma 4.14, the conditional law of the disk in this component is given by /71131LSK
Following Lemma 4.16, we let kg, denote the probability measure that describes
the conditional law of the metric disk inside the loop that does not surround y, when
L € {a,b} is taken to be the length of that loop. (Again, we have not yet proved this is
equivalent to the measure ufq; defined from the Brownian map.)

If we condition on the lengths of these two pieces — i.e., on the pair {a,b} (but not the
values of L, and L,- — L,) — then what is the conditional probability that y belongs
to the a loop versus the b loop? We will address that question in two different ways.
First of all, if p is that probability, then we can write the overall measure for the pair of
surfaces as the following weighted average of probability measures

~1a ~ ~a ~1b
Phpisk ® sk + (1 — p)ibisk @ fipgsk-
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Now, observe that if we condition on the pair of areas A;, Ay, then the resampling
property for y (recall the proof of Lemma 4.16) implies that the conditional probability
that y is in the first area is A;/(A; + Az). This implies the following Radon-Nikodym
derivative formula for two (non-probability) measures

d [pﬁB?SK ® 1711):)131(] _ é (4.6)
d [(1 - p)ﬁaDISK ® ﬁ]lai)SK]

Ay

From this, we may deduce (by holding one of the two disks fixed and letting the other
vary) that the Radon-Nikodym derivative of fifig w.I.t. fi5k (ignoring the marked
point location) is given by a constant times the area A of the disk; since both objects are
probability measures, this Radon-Nikodym derivative must be the ratio A/Ezc [A].
Plugging this back into (4.6), we find that

p  Eg[A

~ Egg
= il (4.7)

~b
HMDIsK

In other words, the probability that y lies in the disk bounded by the loop of length
L € {a,b} (instead of the other disk) is given by a constant times the fi5;q-expected
area of a disk bounded by that loop.

Next, we note that there is a second way to determine p. Namely, we may directly
compute the relative likelihood of a jump by a versus a jump by b in the time-reversal of
an a-stable Lévy excursion, given that one has a jump of either a or b. By Lemma 3.24,
the ratio of these two probabilities is a?*~!/b**~1. Plugging this into (4.7) gives

a20¢71 B E [A]

— ﬁ]a)ISK
b2a—1 [A] ’

ﬁ]bDISK
Since this is true for generic values of a and b, we conclude that E%ISK [A] is given by a
constant times L2, O

As discussed above, at a time when a point z is disconnected from the target point y,
the boundary has the form of a figure 8 with two loops of distinct lengths a and b, as
shown in Figure 4.4. At this time the process L, jumps from some value ¢ = a + b down
to a (if the marked point y is in the component of boundary length a) or b (if y is in the
component of boundary length b). We define a big jump in the process L, associated
to Zl]IDILSK to be a jump whose lower endpoint is less than half of its upper endpoint. A
big jump corresponds to a time when the marked point lies in the disk bounded by the
shorter of the two figure 8 loops.

In what follows, it will sometimes be useful to consider an alternative form of exploration
in which the endpoint y is not fixed in advance. We already know that if let y;, 9o, ...
be independent samples from v, then the unembedded metric nets targeted at those
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s
L L, Length a Length b

Figure 4.4: The intersection of the metric net from the boundary to y with the
metric net from the boundary to z. Intuitively, these are the points one finds as one
continually “explores” points (in order of distance from the boundary) within the
unexplored component containing both y and z, stopping at the first time that y and z
are separated. At the time when y and z are separated, the boundaries of the component
containing y and the component containing z are disjoint topological circles, each of
which comes with a length; we denote the two lengths by a and b.

points should be in some sense coupled Lévy nets, which agree up until the first time at
which those points are separated. Indeed, there will be countably many times at which
one of those points is first disconnected from the other, as illustrated in Figure 4.4. This
union of all such explorations can be understood as sort of a branching exploration
process, where each time the boundary is “pinched” into two (forming a figure 8, as in
Figure 4.4) the exploration continues on each of the two sides.

In what follows, it will be useful to consider an alternative form of exploration in
which, at each such pinch point, the exploration always continues in the longer of these
two loops, rather than continuing in the loop that contains some other predetermined
point y. That is, we choose the exploration so that the corresponding boundary length
process L, has no “big jumps” as we defined them above. It is clear that each y; will a.s.
fail to lie in the bigger loop of a figure 8 at some point. Indeed, the area of the bigger
loop a.s. tends to 0 as the exploration continues. This implies that for each € > 0 and
N there exists R > 0 so that if » > R then the probability that any of vy, ..., yx are in
the region into which the exploration continues after time r is at most e. Hence a.s. all
of the points y; will lie in disks that are cut off by this exploration process in finite time.

Let A, denote the unexplored disk (in which the exploration continues) that remains
after  units of exploration of this process. Then A, is a closed set, which is the closure
of the set of points y; with the property that the Lévy net explorations targeted at those
points have no big jumps before time r. The intersection of A,, over all r, is thus a
closed set that we will call the center of the disk. We do not need to know this a prior:
but we expect that the center contains only a single point. Note that the center can be
defined if the surface is sampled from either Ji5 gk or figax (and in the latter case its
definition does not depend on the marked point y). We refer to the modified version of
the Lévy net as the center net corresponding to the surface. We are now going to prove
an analog of Lemma 4.17 for the center net.

Lemma 4.19. Given the M, process describing the center net corresponding to a sample
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from [i5ix, the conditional law of the disks in the complement of the net are given
by conditionally independent samples from ZngSK where M; are the lengths of the hole
boundaries.

Proof. We first suppose that (5, d, v, y) is sampled from /711)1LSK Consider the exploration
from 0S towards y. Fix r > 0 and condition on the event that L|q, = M|y, where L
(resp. M) denotes the boundary length process associated with the exploration towards
y (resp. center exploration). We note that this event is L|j,;-measurable, so that if
we condition on it then Lemma 4.17 implies that the holes cut out by the exploration
up to time r are conditionally independent samples from ﬁJI‘D/IfSK where M; are the hole
boundary lengths. We also note that conditioning on this event is the same as weighting
the law of (5,d, v,y) by a normalizing constant times A, /A where A, (resp. A) is the
area of the y-containing complementary component of the center exploration at time r
(resp. total area of ). In particular, the marginal law of (.S, d, v) given this event is the
same as the law of a sample from 15,4 weighted by a normalizing constant times A,
where here A, denotes the area of the unexplored region in the center exploration up to
time 7.

The above implies that the following is true. Suppose that (S,d, v) is sampled from
fkisk, 7 > 0, and y is picked in S from v. If we condition on the event that the
metric exploration towards y agrees with the center exploration up to time r, then the
holes cut out are conditionally independent samples from ﬁf‘ffSK where M; are the hole
boundary lengths. Since » > 0 was arbitrary, this implies that the holes cut out by the
center exploration up until the first time that the center exploration disagrees with the
exploration targeted at y are conditionally independent samples from ﬁﬂDﬂgK where M;
are the hole boundary lengths. We can iterate the same procedure at this time (and
then keep repeating) to get that the same statement is true when we perform the center
exploration until it terminates.

m
We now would like to discuss the relationship between the laws of the following processes:

1. The process L, obtained by exploring the metric net from a sample from ,EBILSK,
starting with Ly equal to some fixed value L.

2. The process M, obtained by exploring a sample from [i5,q; toward the center
(again starting with My = L).

3. The process M} obtained by exploring a sample from ﬁllijK toward the center
(again starting with M = L).

We already know that the Radon-Nikodym derivative of fige W.r.t. i5x is given by
a constant times the area of the disk. We will use this fact to deduce the following.
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Lemma 4.20. The Radon-Nikodym derivative of the process M} w.r.t. the process M, is
given by a constant times the expected disk area given the process, which (by Lemma /.18
and Lemma 4.19) is given by a constant times Y - K**~' where K ranges over the jump
magnitudes corresponding to the countably many jumps in the process. Moreover, if L,
and M} are coupled in the obvious way (i.e., generated from the same instance of ﬁ})ILSK}
then they agree up until a stopping time: namely, the first time that L, experiences a
big jump.

Proof. By Lemma 4.18, the Radon-Nikodym derivative of Jijjia with respect to fikgx
is given by a normalizing constant times the amount of area A assigned by v to S. Since
there is a.s. no area in the metric net, we have that A = > . A, where the A;’s give
the areas of the holes cut out by the exploration. It follows that the Radon-Nikodym
derivative of the law of M! with respect to the law of M, is given by a normalizing
constant times the conditional expectation of A given the realization of the entire
process M,. By Lemma 4.19 and Lemma 4.18, this conditional expectation is equal to
a constant times Y, K?*~! where K ranges over the jump magnitudes corresponding
to the jumps in the process. This proves the first assertion of the lemma. The second
assertion of the lemma is immediate from the definitions. O]

As a side remark, let us note that the stopping time 7 of the process M}, as defined
in Lemma 4.20, can be constructed in fairly simple way that roughly corresponds to,
each time a new figure 8 is created, tossing an appropriately weighted coin to decide
whether y is in the smaller or the larger loop, and then stopping when it first lies in the
smaller loop. To formulate this slightly more precisely, suppose that for each r > 0 we
let x, be the product of

a2a—1

a2a—l + b2a—1
over all jumps of M 1|[o,r] where a is the size of the jump and b is equal to the value

of M* immediately after the jump. Suppose that we choose p uniformly in [0, 1]. Then
we can write 7 = inf{r > 0: x, < p}.

We next claim the following:

Lemma 4.21. If one explores the center net of an instance of ﬁéISK up to some stopping
time T, then the conditional law of the central unexplored disk (i.e., the one in which
exploration will continue) is given by an instance of ,El%/ISK where L' = M, is the boundary
length at that time. In particular, this implies that the process M, is Markovian.

Proof. This follows by combining Lemma 4.14, Lemma 4.18, and Lemma 4.20. O]
By Lemma 3.24, the jump density for Zl]IDILSK (for a jump of size a that leaves a loop of

size b = ¢ — a in which y is contained) is given by a constant times a~*"1p*2.
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Lemma 4.22. The process M, agrees in law with the process L, except that the jump
law is different. Instead of having the form

1a€[gﬁc]a’a’1(b/0)a’2da, (4.8)

it has the form
1a€[0,c/2]a_a_1(b/c)_a_ldav (49)

where in both cases b is simply defined via b = ¢ — a, ¢ is defined to the height of the
process just before the jump, and da denotes Lebesgue measure.

To further clarify the statement of Lemma 4.22, we recall that a Lévy process is a.s.
determined by its jumps and jump times in a measurable manner. Therefore if we
observe the jumps and jump times of L,, then we can determine the entire process. We
have that M, is determined by its jumps using the same measurable function which
determines L, from its jumps.

Proof of Lemma 4.22. Let L, (resp. M!) be the boundary length processes associated
with an exploration of a sample from ﬁlleLSK explored towards the marked point y (resp.
the center). Let 7 be the first time at which the two explorations differ. Fix € € (0,1/2)
and let 7" be the smallest » > 0 such that the exploration towards y makes a downward
jump of size in [eL,, (1 — €)L,]. Recall from Lemma 3.24 that the density for the jump
law for L, is given by a constant times a=*71(b/c)*2 where a is the jump size, c is
the value of the process at the time of the jump, and b = ¢ — a. Given 7/ < 7, the
density for the downward jump made by L, at time 7’ is given by a constant times
a™* (b)) *Laeleec(1—e)- Since a jump of size a in M can correspond to two kinds of
jumps in L, (one of size a and one of size b = ¢ — a), it follows that the density for the
downward jump made by M! at the time 7/ given 7/ < 7 is given by a constant times

(a_a_l(b/c)a_Q + (a/c>a—2b—a—1) 1a€[c5,c/2}
=((a/e)** ™+ (b/c)** 1 )a™* " (b/0) ™" Lagleecs2)-

Since € € (0,1/2) was arbitrary, we find that the jump law for M|, is given by
((@feP* + (/e a4/ Luciora (110

Let M, denote the boundary length process associated with an exploration towards the
center from a sample from fifqx. Lemma 4.20 implies that the laws of M! and M, are
absolutely continuous. On the event that 7/ < 7, the Radon-Nikodym derivative for the
law of the jump made by M! at the time 7" and the law of the jump made by M, at
the corresponding time is given by a constant times

(a/c)®** '+ (b/c)* 1. (4.11)

Indeed, this expression gives the expected area in the figure 8 formed by the two
components at the jump time. This proves the result since the Radon-Nikodym
derivative between the laws (4.10) and (4.9) is given by (4.11). O
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We remark that from the point of view of the discrete models, the jump law for M,
described in Lemma 4.22 is precisely what one would expect if the overall partition
function for a boundary-length a disk were given by a constant times a=*~!. Indeed,
in this case =% 16! would be the weighted sum of all ways to triangulate the loops
of a figure 8 with loop lengths a and b, which matches the law described in the
lemma statement. It is therefore not too surprising that the jump law for the 5
exploration toward the center has to have this form. Furthermore, we may conclude
that the M, process can be a.s. recovered from the ordered collection of jumps (since
this is true for Lévy processes, hence true for CSBPs, hence true for time-reversals of
these processes, hence true for this modified time-reversal that corresponds to &)
and the reconstruction procedure is the same as the one that corresponds to the L,
process.

As suggested by Figure 4.5, now that we have constructed the law of the exploration of
a sample from fifq toward the center, we can try to iterate this construction within
each of the unexplored regions and repeat, so that in the limit, we obtain the joint law
of the metric net toward all points, or at least toward all points in some countable dense
subset of the metric disk. The hope is that one can recover the entire law of [i5q; using
a branching procedure like this. This idea underlies that the proof below.

Proof of Theorem 4.11. We will break the proof up into three steps.

Step 1: Azioms imply o = 3/2. By Lemma 4.12 there is a.s. no area in the metric
net itself. This implies that if we explore the center net of a sample from &g up
until a given time, then the center net also a.s. contains zero area. Let M, be the
boundary length process associated with the center exploration of a sample from fi5;qx-.
By Lemma 4.18, Lemma 4.19, and Lemma 4.21 if we perform an exploration towards
the center of a sample produced from 15, up until a given time s then the conditional
expectation of the total area is given by (a constant times)

A= MPTN ) o (4.12)

where the a; are an enumeration of the jumps in the process M, up to time s. Thus, (4.12)
must evolve as a martingale in s. Proposition 4.27 (stated and proved in Section 4.6
below) implies that (4.12) evolves as a martingale if and only if o = 3/2. Thus, the fact
that o = 3/2 is a consequence of the properties listed in the theorem statement. For
the remainder of the proof, we may therefore assume that o = 3/2.

Step 2: Conditional law of area given boundary length agrees. Recall that the collection
Uy of complementary components which arise from performing the center exploration
each correspond to one of the downward jumps a; of M. Moreover, a; gives the boundary
length of the corresponding element of U,. We can iterate the process by performing
a center exploration into each of the elements of U,. Let G; be the o-algebra which is
generated by:
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e The initial center exploration M and

e The same information corresponding to center explorations into each of the
elements of Uj.

The iterative step used to define G; yields a collection of components U, in each of
which we can again perform a center exploration. For k € N, we inductively let Uy, (resp.
Gr) be the collection of complementary components which arise from (resp. o-algebra
generated by Gr_; and by) performing center explorations in all of the components
in L{k_l.

Let A be the overall area measure of a surface sampled from fifqc and let Ay, = E[A | Gy].
We will now show that A is G = 0(Gy. : k € N) measurable, i.e., A is determined by the
information encoded by all of the countably many exploration iterations. Upon proving
this, we will have by the martingale convergence theorem that A, — E[A|G] = A
a.s. Recall from the discussion just after the statement of Theorem 4.11 that all of
the hypotheses of Theorem 4.11 apply to ppy with @ = 3/2. Indeed, Proposition 4.4
implies that the law of the unembedded metric net in this case is the 3/2-Lévy net and
one has the conditional independence of the inside and outside of filled metric balls.
We therefore have that all of the lemmas above apply if we use pSgk and p5i. in
place of ik, in and ﬁBILSK, respectively. Therefore we know that the joint law of the
processes encoding the iterations A, and the law of the conditional expectation of the
area in the unexplored regions, is the same in each case. Hence, the proof of the step
will be complete upon showing that A is G-measurable.

Fix € > 0 and we let G be the event that the total amount of area in each of the
individual complementary components after performing £ iterations of the exploration
is at most €. Under [i5;q, we know that v is a good measure hence does not have atoms.
Therefore it follows that the fifygx mass of G, tends to 0 as k — oo (with e fixed).
For each j, let X; denote the area of the jth component (according to some ordering)
after performing k iterations of the exploration. Then we have that the total variation
distance between the law of » . X;1x,<. and the law of } . X; under ki tends to 0
as k — oo (with € fixed). As the conditional variance of the former given G obviously
tends to 0 as £ — oo and then € — 0, it thus follows that the latter concentrates around
a G-measurable value as k — oo. This proves the claim in the case of fi5q. The same
argument also applies verbatim with 5 in place of [15,q, hence completes the proof
of this step.

Step 3: Coupled Lévy net instances. Suppose that (S, d, v, x,y), (§, c?, v,T,y) are samples
from pdpy, fiZpy, respectively. Let (2;), (Z;) be i.i.d. samples from v, 7, respectively. The
exploration process towards each of the z; encodes an instance of the Lévy net, which
(recall Definition 3.18) can be encoded by the boundary length process together with
the attachment point locations. By the assumptions of the theorem (and that o = 3/2),
we can couple pZpy and fi3py so that the Lévy net instances (i.e., the corresponding
boundary length process with attachment points) associated with the metric explorations
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towards z; and z; are a.s. the same. Each of these Lévy nets is determined by the
encoding information (boundary length process plus attachment points) which in turn
a.s. fixes the homeomorphism between the two, which by assumption maps geodesics of
pépy to geodesics of idpy-

By the previous step, we can also couple (5,d,v, z,y) and (g,czﬁ, Z,y) so that the
masses of all of the holes cut out by these two explorations are the same. Thus, we can
then sample z; and Z; coupled in such a way that they a.s. lie in the same hole of the
Lévy net complement (i.e., the hole corresponding to the same jump in the boundary
length process). At the first time ¢ at which z; and z; are separated, there is a.s. a
figure 8 in S (hence also in S ) describing the boundary of the two unexplored regions
containing z; and z;. We can then couple the Lévy net toward z, (as started from
the time t) so that is a.s. agrees with the corresponding Lévy net toward z;. Now one
readily sees that the union of the Lévy nets in S toward z; and 2z, (which is the union
of a figure 8 and one set contained in each of the three components of its complement)
is homeomorphic to its counterpart in S , and again we may assume that the masses of
the holes cut out by the branched exploration are the same.

Note that (since this information is encoded in the Lévy net) if the two geodesics from
z1 and zo merge at some distance ¢ from the root (with the geodesic from z; merging
from the left, say) then the corresponding paths in S a.s. exhibit the same behavior.

By iterating this, and taking a limit in the obvious way, we obtain a coupling under
which the Lévy nets associated with the (z;) (i.e., the corresponding countable collection
of boundary length processes with attachment point locations) a.s. agree precisely with
those corresponding to the (z;). Moreover, for each i and j, the distance from the root
at which the two geodesics merge (and which of the two paths merges from the left)
agrees a.s. In other words, the planar tree in S formed by taking the union of the
geodesics from the z; is a.s. isomorphic to the corresponding tree in S. In fact, we know
more than that, since we also know that each Lévy net in S toward one of the z; is a.s.
in homeomorphic correspondence with its counterpart in S.

Now, we would like to argue that in this coupling, the distance between any two of the
Z; in S is a.s. at most the Brownian map distance between the corresponding z; € S.
By definition of the distance d on the Brownian map side, the distance between any
two points in S is the infimum over the lengths of continuous paths between those
points made by concatenating arcs, each of which is a segment of a geodesic to the root
x (recall (4.3)—(4.5)). Another way to describe this intuitively is to recall Figure 3.1,
where the X; and Y; process are the coordinates of a Brownian snake excursion. Let
G be the geodesic tree which is the quotient of the graph of X; that makes two points
equivalent if a horizontal green segment connects them. Endow G with the obvious
metric structure.

Given a random pair of points z; and z, from v, we can find corresponding points ¢,
and go in G. Now recall that d(z1, z2) is defined as the minimum length of a path in
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G from gy to go that is allowed to take finitely many “shortcuts,” where a shortcut is

a step from one point in G to another point in GG that corresponds to an equivalent
point in the Brownian map. In Figure 3.1, a shortcut can be taken by tracing a vertical
red line up to the graph of C' — Y, following a horizontal green line back to another
point on the graph of C' — Y}, and then following a vertical red line back down. Each
horizontal segment above the graph of C' — Y; represents a shortcut.

Now, let £ C S be the union of the points in the Lévy nets targeted at the (z;). Let
G be the corresponding subset of G. Note that by construction, if z € G then any
geodesic from x to z is also in £, so G is a.s. a dense subtree of G.

We claim that in the Brownian map, the distance definition (restricted to points in
(z;)) would be equivalent if we required that each of the arcs belong to £. To see why,
first note that £ contains every point z with the property that {w : d(z,w) > d(z,z)}
has a component with z on its boundary (since then z would be part of the Lévy net
corresponding to any z; in that component — recall that v is a.s. a good measure, so it
is a.s. the case that any open subset of S contains at least one of the z;). This would
include any point z on the Brownian map dual tree (whose contour function is Y;)
which lies in the interior of a branch of the dual tree and (within that branch) is a local
minimum of the Brownian process used to define the Brownian map (since this implies
that the branch includes a non-trivial path of points in {w : d(x,w) > d(z,z)} that
terminates at z). So in particular £ includes a dense set of points along any branch of
the dual tree, along with the geodesics connecting these points to the root. In Figure 3.1
this implies that a dense subset of the horizontal segments above C' — Y, correspond to
points in £ — assuming we encode each segment by its pair of endpoints and use the
Euclidean topology on (R?)2.

Now to describe a “path from g; to g with finitely many shortcuts” we can simply give
the sequence (aq,b1), ..., (ax, bg) of directed horizontal line segments (above the graph
of C' —Y;) that describe the shortcuts, where a; and b; are the first and last points
of the jth shortcut. (We may assume that the arcs between the shortcut endings are
minimum length arcs in G, so the total length of the path is the sum of the lengths of
these arcs). From here it is not hard to see that we can replace each horizontal line
segment with an arbitrarily-nearby alternative that corresponds to a point in £, and we
can do so in a way that causes the length of the concatenated path to change by an
arbitrarily small amount. So, as claimed above, the definition of d (restricted to points
in £) does not change if we add the requirement that the geodesic arcs be subsets of L.

But for every such path in S comprised of geodesic arcs that are subsets of L, there is a
corresponding path in S of the same length. This implies that the distance between
two of the points 2; in S is a.s. at most the corresponding distance in S, and hence a.s.

d(:Zvl, 52) S d(Zl, 2’2).

Recall that the pd5 expectation of the diameter is finite. This combined with the scale
invariance of the Brownian map implies that we a.s. have

Eld(z, z2) |v(9)] < 0.

114



Moreover, from the above coupling, we a.s. have v(S) = 7(S) and

E[d(7,5) | 7(5)] = Eld(z,y) | v(S)], (4.13)

which also holds if z,y,x,y are replaced by zi, 22, 21,22. Recalling that z;, 2z, and
Z1, z3 are independent and uniform samples from v and v, respectively, it thus follows
from (4.13) and the aforementioned one-sided bound on distances that we in fact must
have an a.s. equality. Since this holds a.s. for any i and j, we have that (S,d, z,y) and
(§ , cz z,y) are a.s. isomorphic when restricted to a countable dense set, and hence are
also isomorphic on the closure of that set (which is the entire Brownian map in the case
of S, and hence must be an entire sphere homeomorphic surface in the case of S as
well). The measures v and v also agree a.s. (as they are determined by the sequence of
samples (z;)).

]

Single slice with net
from one point to other

Ordered set of unmarked disks cut off by net exploration;
boundary lengths are jumps of stable Lévy excursion

R RER

Net exploration toward center

Single unmarked disk with given
boundary length L plus center

L —

Ordered set of unmarked disks cut off by
net exploration; boundary lengths are jumps

&)
N8 \of certain stable Lévy process variant

Figure 4.5: A slice (or doubly marked sphere) comes endowed with a Lévy net (as
explained in Figure 3.6) and once the Lévy net is given, the disks are conditionally
independent unmarked Brownian disks with given boundary lengths. As shown below,
even an unmarked disk of given boundary length L has a special interior point called
the center. Once one conditions on the exploration net toward that point, the holes
are again conditionally independent unmarked Brownian disks with given boundary
lengths.

We are now ready to prove Theorem 1.1. The main ideas of the proof already appeared
in the proof of Theorem 4.11.

Proof of Theorem 1.1. The beginning of the proof of this result appears in Section 2.3
with the statement of Proposition 2.8. In particular, the combination of Proposition 2.8
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and Lemma 3.12 implies that for each fixed value of r the law of the merging times of
the leftmost geodesics of (5, d, x,y) from 0B*(x, s) for s = d(z,y) —r to = have the same
law as the geodesic tree in a Lévy net (when the starting points for the geodesics have
the same spacing in both). Thus in view of the proof of Proposition 3.31, we have that
L, is a.s. determined by the metric space structure of (S, d, z,y). This combined with
the second assumption in the statement of Theorem 1.1 implies that L, is a non-negative
Markov process which satisfies the conditions of Proposition 3.11. That is, L, evolves
as a CSBP excursion as r increases, stopped when it hits zero.

This discussion almost implies that the hypotheses of Theorem 4.11 are satisfied for
some « € (1,2). Arguing as in the proof of Proposition 4.6, it implies that the portion
of the unembedded metric net in B*(z, s) looks like a portion of a Lévy net. However,
it does not rule out the possibility that the boundary length process L, might not tend
to zero as r approaches d(z,y). As explained in the proof of Lemma 4.12, this can be
ruled out by showing that the metric net from x to y a.s. has v measure zero.

If the metric net failed to have measure zero, then the expression (4.16) from Proposi-
tion 4.27 would have to fail to be a martingale, which would imply by Proposition 4.27
that we must have o # 3/2.

Suppose that the metric net does not have measure zero. We now suppose that (S, d, v/)
is a sample from the law i5,i. Let M, be the boundary length process associated with
the center exploration and let 7. be the jumps made by M up to time r. Then the
process
AT‘ _ Mfafl + Z |x‘2a71
z€Jr

as in (4.16) from Proposition 4.27 corresponding to the center exploration of an instance
of fiks would not be a martingale (implying a # 3/2). However, the process A, would
have to be a supermartingale and A, + B, is a martingale where B, is the conditional
expectation given M|,y of the amount of area in the metric net disconnected by the
center exploration from the center up to time r. By the Doob-Meyer decomposition, B,
is the unique non-decreasing process so that A, + B, is a martingale. The form of B,
can be determined explicitly from the expression for the drift term associated to (4.16),
which is derived in the proof of Proposition 4.27 which is given below. In particular, it
is shown in (4.39) that in the case L = 1 we have that

E[A, — A)) =rl,+ o(r)

where [, is a constant which depends only «. By the scaling property of area in terms of
boundary length, this implies that for a general value of L > 0 given in the assumption
of the theorem that

E[A, — Ao) = rl, L + o(r).

A, — Ia/ M du
0
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is a martingale which (by the uniqueness of the Doob-Meyer decomposition) in turn
implies that

B, = —I, / M?du.
0

Altogether, this implies that

E[v(S) =E

Z |x|2a—1] - ILE |:/ MgdU:|
0

xeJ

where J is the set of jumps made by M (and we take M to be 0 after the center is
reached). Since E[v(S)] is given by a constant times L**~! we must have that a = «
(since the multiplying the boundary length by C' changes the time duration by C*~1).
On the other hand, the independence of slices assumption implies we must have that
a = 1. Since a € (1,2), this cannot be the case and therefore the v-area of the metric
net is zero.

]

4.4 Tail bounds for distance to disk boundary

It will be important in [MS16a] to establish tail bounds for the amount of time that
it takes a QLE(8/3,0) exploration starting from the boundary of a quantum disk to
absorb all of the points inside of the quantum disk. This result will serve as input in
the argument in [MS16a] to show that the metric space defined by QLE(8/3,0) satisfies
the axioms of Theorem 4.11 (and therefore we cannot immediately apply Theorem 4.11
in the setting we have in mind in [MS16a] to transfer the corresponding Brownian map
estimates to \/8/3-LQG). However, in the results of [MS15a] we already see some of
the Brownian map structure derived here appear on the \/%—LQG sphere. Namely,
the evolution of the boundary length of the filled metric ball takes the same form, the
two marked points are uniform from the quantum measure, and we have the conditional
independence of the surface in the bubbles cut out by the metric exploration given their
quantum boundary lengths. The following proposition will therefore imply that the
results of [MS15a] combined with the present work are enough to get that the joint law
of the amount of time that it takes for a QLE(8/3,0) starting from the boundary of a
quantum disk to absorb all of the points in the disk and the quantum area of the disk
is the same in the case of both the Brownian map and \/8/_3—LQG.

Proposition 4.23. Suppose that we have a probability measure on singly-marked disk-
homeomorphic metric measure spaces (S, d, v, x) where v is an a.s. finite, good measure
on S such that the following hold.

1. The conditional law of x given (S,d,v) is given by v (normalized to be a probability
measure,).
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2. For each r which is smaller than the distance d(x,0S) of x to 0S, there is a
random variable L., which we interpret as a boundary length of the x-containing
component of the complement of the set of points with distance at most r from 05S.
As r varies, this boundary length evolves as the time-reversal of a 3/2-stable CSBP

stopped upon hitting 0. The time at which the boundary length hits 0 is equal to
d(z,08S).

3. The law of the metric measure space inside of such a component given its boundary
length is conditionally independent of the outside.

4. There exists a constant co > 0 such that the expected v mass in such a component
given that its boundary length is { is col?.

Let d* = sup,.gdist(z,05). Then the joint law of d* and v(S) is the same as the
corresponding joint law of these quantities under ,ull)’ILSK where L is equal to the boundary
length of 0S wunder (S,d,v,x). In particular, for each 0 < a, Lo < oo there ezists a
constant ¢ > 1 such that for all L € (0, Ly) and r > 0 we have

P[v(S) <a|d >7] < cexp(—c 'r??) (4.14)

Moreover, the tail bound (4.14) also holds if we use the law with Radon-Nikodym
derivative given by (v(S))™! with respect to the law of (d*,v(9)).

We note that the law in the final assertion of Proposition 4.23 corresponds to p5gx-
We will need to collect two lemmas before we give the proof of Proposition 4.23.

Lemma 4.24. For each 0 < a < b < oo there exists a constant ¢ > 0 such that the
following is true. For an instance (S,d,v,z,y) sampled from pdpy, we let d* be the
diameter of S. Conditionally on v(S) € [a,b], the probability that d* is larger than r is
at most cexp(—32(1 + o(1))b~'/3r"/3) where the o(1) term tends to 0 as r — oo.

Proof. Tt follows from [Ser97, Proposition 14] that the probability that the unit area
Brownian map has diameter larger than r is at most a constant times exp(—%(l +
0(1))r*3) where the o(1) term tends to 0 as r — co. The assertion of the lemma easily
follows from the scaling property of the Brownian map (scaling areas by the factor a
scales distances by the factor a'/4). O

Lemma 4.25. Fix 0 < a, Ly < co. There exists a constant ¢ > 1 depending only on
a, Ly such that for all L € (0, L) the following is true. Suppose that we have an instance
(S,d,v) sampled from pkq conditioned on v(S) < a. Let d* be the supremum over all
z € S of the distance of z to 0S. The probability that d* is larger than r is at most
cexp(—c'rY/3). The same holds with ugks. in place of uSsx .-

Proof. Suppose that we have a sample (S,d,v,z,y) from pZpy conditioned on the
positive and finite probability event that:
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1. There exists an r and a component U of S\ B(x,r) with y ¢ U such that the
boundary length of U is equal to L.

2. v(U)<aand 1 <p(S\U) < 2.

Then we know that the law of U (viewed as a metric measure space) is given by p5x
conditioned on having area at most a. The amount of time that it takes the metric
exploration starting from QU to absorb every point in U is bounded from above by the
diameter of (S5, d). Thus the first assertion of the lemma follows from Lemma 4.24.

The second assertion follows from the first because the Radon-Nikodym derivative
between ey and g, is at most a on the event that v(S) < a. O

Proof of Proposition 4.253. The first assertion follows from a simplified version of the
argument used to prove Theorem 4.11.

We now turn to prove the second assertion by combining the first assertion with
Lemma 4.25. We may assume without loss of generality that » > 1. We consider two
possibilities depending on whether L < r=/2 or L € (r~/2, L.

Suppose that L € (r~'/2, Ly]. Then we can write

P[v(S) <a,d* >r]
Pld* > 7] '

Ply(S) <al|d >r] =

Lemma 4.25 implies that the numerator is at ¢ exp(—c~'r%3) for a constant ¢ > 1. As
L > r~Y2 it is easy to see that the denominator is at least a negative power of r as
r — o0o. This proves the desired result in this case.

Now suppose that L € (0,77Y/2]. Let (S,d, v, ,y) be sampled from pi2py. Let Ap (resp.
D) be the area (resp. maximal distance to the boundary) of S\ B*(z, ;) where 7/,
is the smallest r > 0 so that the boundary length of 0B*(x,r) is equal to L. Then we
need to prove an upper bound for pdpy (AL < a| Dy > 7). This, in turn is equal to

13pu(AL < a, D > )
(3pp (DL > 1)

Since L < r~%/2 the denominator is at least p2py(D,-1/2 > ) which is in turn at least a
negative power of r as r — 00. Let D be the diameter of (S, d) so that D > Dy. Then
the numerator is at most a constant times pdpy(A < 2a, D > r) where A = v(S) as the
conditional probability that v(B®(x,7.)) < a given 7, < 0o is positive. We can then
write

2a
M%PH(A <2a,D > 7’) = / M%PH(D >r | A= p)ﬂ%PH(‘Ll = p)dp (4'15)
0

where p2py(-| A = p) denotes the conditional law of pépy given A = p and pépy(A =
p) denotes the density of A at p. Recall that the density of A at p is equal to a
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constant times p~*2. When p = 1, we also recall [Ser97, Proposition 14] implies that
pépy(D > r|A=1) is at most a constant times exp(—2(1 + o(1))r*/?) where the o(1)
term tends to 0 as r — 0. Recall that if we scale the unit area Brownian map so that
its area becomes p then distances are scaled by the factor p'/%. It therefore follows
that p2py(D > 7| A = p) = pdpy(D > rp~/4| A = 1) is at most a constant times
exp(—2(1 4 o(1))p~'/3r1/3). Altogether, (4.15) is at most a constant times

2a
| om0+ o)y ey
0

which in turn is at most cexp(—c~'r%3) for a constant ¢ > 1. ]

4.5 Adding a third marked point along the geodesic

Doubly marked sphere plus  Doubly marked sphere with
third point along geodesic  touching metric balls centered

e at marked
points \
Poisson point process on PLUS
slice space times [0, L1+ Lo] L=L,+L, boundary
_/f L Ly length ball without
./\/\f\ ‘/\/\’\ interior marked point
I LY AV V)Y
—o— | e —N1 N
@
d L

Figure 4.6: To sample from the measure /VL?IQ%I on triply marked spheres, one first

samples from the measure pdpy weighted by the distance D = d(z,y); given a sample
from that measure, one then chooses r uniformly in [0, D] and marks the point 7 units
along the (a.s. unique) geodesic. The second figure is a continuum version of Figure 1.1.
Given L; and Ly, one may decompose the metric balls as in Figure 1.2 (the first L,
units of time describing the first ball, the second Lo units the second ball). The right
figure is an independent unmarked Brownian disk, which represents the surface that
lies outside of the two metric balls in the second figure. Given the disk, first blue dot
is uniform on the boundary; the second is L; units clockwise from first. The measure
that pZby; induces on the pair (Ly, Ly) is (up to multiplicative constant) the measure
(L1 + Ly)™®/2dL,dL,. This follows from the overall scaling exponent of L and the fact
that given L = L; + Ls the conditional law of L; is uniform on [0, L].

In this section, we present Figure 4.6 and use it to informally explain a construction
that will be useful in the subsequent works [MS15a, MS16a] by the authors to establish
the connection between the \/%—Liouville quantum gravity sphere and the Brownian
map. This subsection is an “optional” component of the current paper and does not
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contain any detailed proofs; however, the reader who intends to read [MS15a, MS16a]
will find it helpful to have this picture in mind, and it is easier to introduce this picture
here.

Roughly speaking, we want to describe the continuum version of the Boltzmann measure
on figures such as the one in Figure 1.1, where one has a doubly marked sphere together
with two filled metric balls (centered at the two marked points) that touch each other
on the boundary but do not otherwise overlap. Clearly, the Radon-Nikodym derivative
of such a measure w.r.t. kg, should be D + 1 where D is the distance between the
two points, since the radius of the first ball can be anything in the interval [0, D]. In
the discrete version of this story, it is possible for the two metric balls in Figure 1.1
to intersect in more than one point (this can happen if the geodesic between the two
marked points is not unique) but in the continuum analog discussed below one would
not expect this to be the case (since the geodesic between the marked points is a.s.
unique).

To describe the continuum version of the story, we need to define a measure u3hy
on continuum configurations like the one shown in Figure 4.6. To sample from pghy,
one first chooses a doubly marked sphere from the measure whose Radon-Nikodym
derivative w.r.t. pZpy is given by D. Then, having done so, one chooses a radius D,
for the first metric ball uniformly in [0, D], and then sets the second ball radius to be
Dy .= D — Dy. Now ,u%;ll{ is a measure on Brownian map surfaces decorated by two
marked points and touching two filled metric balls centered at those points. Let L; and
Ly denote the boundary lengths of the two balls and write L = Ly + Lo.

1. Based on Figure 1.1 and Figure 4.6, we would expect that one can first choose
the set of slices indexed by time L, and then randomly choose L; uniformly from
[0, L]. Thus, we expect that given L and A, the value L; is uniform on [0, L].

2. It is possible to verify the following scaling properties (which hold up to a constant
multiplicative factor):

pépu[A > a] = a”'/? and  pgpylA > a] ~a”V
pipglL > al~a™'  and  pESH[L > a] = a VR

2 241 1

pépulD > a] = a” and  pgpy[D >al~a .
The two properties above suggest that u%{gé induces a measure on (L1, Ly) given (up
to constant multiplicative factor) by (L; + Ly)~*/2dL1dLy. The measure on L itself is
then L=3/2dL.

If we condition on the metric ball in Figure 4.6 of boundary length L;, we expect that
conditional law of the complement to be that of a marked disk of boundary length L,
i.e., to be a sample from ,LL]I:)’ILSK with L; playing the role of the boundary length. This
suggests the following symmetry (which we informally state but will not actually prove

here).
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Proposition 4.26. Given Ly, the following are equivalent:

1. Sample a marked disk of boundary length Ly from the probability measure ,uBILSK
(with Ly as the boundary length). One can put a “boundary-touching circle” on
this disk by drawing the outer boundary of the metric ball whose center is the
marked point and whose radius is the metric distance from the marked point to
the disk boundary.

2. Sample Ly from the measure (Ly + Lg)_5/2dL2 (normalized to be a probability
measure) and then create a large disk by identifying a length Lo arc of the boundary
of a sample from ple., with the entire boundary of a disk sampled from ..
The interface between these two samples is the “boundary-touching circle” on the
larger disk.

Interestingly, we do not know how to prove Proposition 4.26 directly from the Brownian
snake constructions of these Brownian map measures, or from the breadth-first variant
discussed here. Indeed, from direct considerations, we do not even know how to prove the
symmetry of p2py with respect to swapping the roles of the two marked points z and y.
However, both this latter fact and Proposition 4.26 can be derived as consequences of the
fact that pdpy is a scaling limit of discrete models that have similar symmetries (though
again we do not give details here). We will see in [MS15a, MS16a] that these facts can
also be derived in the Liouville quantum gravity setting, where certain symmetries are
more readily apparent.

We will also present in [MS15a, MS16a] an alternate way to construct Figure 4.6 in the
Liouville quantum gravity setting. In this alternate construction, one begins with a
measure :U%QGSPH on doubly marked LQG spheres. Given such a sphere, one may then
decorate it by a whole plane SLEg path from one marked point to the other. Such a
path will have certain “cut points” which divide the trace of the path into two connected
components. It is possible to define a quantum measure on the set of cut points. One
can then define a measure M%(SIGSPH on path-decorated doubly marked quantum spheres
with a distinguished cut point along the path. This is obtained by starting with the law
of an SLEg-decorated sample from u%QGSPH, then weighting this law by the quantum
cut point measure, and then choosing a cut point uniformly from this cut point measure.
We will see in [MS15a, MS16a] that a certain QLE “reshuffling” procedure allows us
to convert a sample from ,uiEIGSPH into an object that (once an appropriate metric is

defined on it) looks like a sample from p3is;.

4.6 The martingale property holds if and only if o = 3/2

Proposition 4.27. Fiz a € (1,2) and suppose that M, is the process associated with
an exploration towards the center of a sample produced from [i5;q where ks is as in
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Section 4.3. For each r > 0, we let

Ap=MP7 4> fa ! (4.16)

acJdr
where J, is the set of jumps made by M|p,. Then A, is a martingale if and only if
a=3/2.
We will need two intermediate lemmas before we give the proof of Proposition 4.27.

Lemma 4.28. Suppose that X; is a non-negative, real-valued, continuous-time cadlag
process with sup,s, Xy < 0o and Xo > 0 a.s. Let 7 = inf{t > 0: X; = 0} and let (F;)
be the filtration generated by (Xinr). Assume that there exists p > 1 with

sup E[| X P | Fs] <o forall 0<s<T < 0. (4.17)

s<t<T

Suppose that q: Ry — Ry is a non-decreasing function such that q(A)/A — 0 as
A — 0. Assume that Y} is a cadlag process adapted to F, with E|Y;| < oo for all t and
that a is a constant such that

|E[Y; — Y5 | Fs] — a(t — s) Xsar| < q(t — 8)| Xsnr| forall t>s.

Then Y, is a martingale if and only if a = 0.

Proof. Fix A >0, s <t,and let ty =s <t; <--- <t, =1 be a partition of [s,t] with
A/2 <t;j—tj_y <Aforall 1 <j<n. Then we have that

EY,|F] =Y.+ > E[Y, -V, _, |F]
=1

=Y.+ ) E[E}, - Y, |F, ]I F).

J=1

We are going to show that the right hand side above tends to Y; + a fst E[ X | Fsldu
in L' as A — 0. This, in turn, implies that there exists a positive sequence (Ay) with
A — 0 as k — oo sufficiently quickly so that the convergence is almost sure. This
implies the result because if s < 7 then a f; E[Xurr | FsJdu = 0 if and only if a = 0.

We begin by noting that

Z E }E[()/t] - }/;j—l) |'th—1] - a(tj - tj—1>th—1/\T‘
<Z t-1)BIX,
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< sup E|X,| -0 as A —0.
A s<u<t
The cadlag property together with the dominated convergence theorem implies that

n

t
Z(I(tj — tj—l)th_1/\T — CL/ XuMdu as A — 0.

=1

Combining this with the integrability assumption (4.17) implies that

n t
Z a(ty —tj—1)E[Xy,_ A | F] — a/ E[Xur | Fsldu as A — 0,

j=1
which proves the claim. O

Lemma 4.29. Fiz o € (1,2) and suppose that M, is the process associated with an
exploration towards the center of a sample produced from [i5;q where 15 is as in
Section 4.3. There exists constants co,c1 > 0 such that

P[M, > u] < coe " forall u,r > 0. (4.18)

In particular,
E|M,|P < oo forall r,p>0. (4.19)

Proof. We first note that (4.18) in the case of an a-stable process with only downward
jumps follows from [Ber96, Chapter VII, Corollary 2]. The result in the case of M,
follows by comparing the jump law for M, as computed in Lemma 4.22 with the jump
law for an a-stable process (which we recall has density =1 with respect to Lebesgue
measure on R ). O

Proof of Proposition 4.27. We assume without loss of generality that L = 1. Let 7, be
the set of jumps made by M|y, and, for each €,d > 0, let J¢ (resp. J,*°) consist of
those jumps in J, with size at least € (resp. size in [e, d]). Let J¢ (resp. J°) be the sum
of the elements in J¢ (resp. J°) and let

0o 0o 1 )
C’ez/ x-xaldq::/ z % x = = and C’E";:/ z %zx.

a—1
Then we have that

M, =lim M7 where M; = (1+J5 +rC);.

e—0
We also let AS be given by

Ag = (M4 3 Jat

acJg
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We note that

Ap = Ag = M = (M) = Y ! (4.20)
G«EJT\Jf
and that the expectation of (4.20) tends to 0 as € — 0.
Using that Aj = My = 1, we have that
Ag = Ay = (M) 4+ > al* = 1=+ T+ rC) T 4 ) e - L

a€Js aeJs

With M denoting the jump law of M, as determined in Lemma 4.22, we let

1/2
= / (@ 1 (1 -2 —1)dM(@) + (20— 1)C° and  (4.21)
5
I, =lmI’. (4.22)
0—0
We will show later in the proof that the limit in (4.22) converges, compute its value,

and show that I, = 0 precisely for o = 3/2.

Assuming for now that this is the case, we are going to prove the result by showing that
E[A, — A] = lim E[A; — Ajl =rl,+o(r) as r—0 (4.23)
e—

where I, is as in (4.22). This suffices because then we can invoke Lemma 4.28.

Let E2? (resp. EM) be the event that M|, does not make a (resp. makes exactly 1)
jump of size at least § and let E2° be the event that M |(0,r) makes at least two jumps
of size at least 0.

Assume € € (0,6). We will now establish (4.23) by estimating E[(A] — A§)1 4] for
j=0,1,2.
We start with the case j = 0. Let
X =J 410 = J +r(C°+ ). (4.24)
On E%?, we have that
A= Af =1+ X)) o -1 (4.25)

acJf

By performing a Taylor expansion of u — (1 + u)3*~! around u = 0, we see that (4.25)

is equal to

(2a = )X + O(X?) + O(IXP) + ) o> (4.26)

ISNAS

125



where the implicit constants in the O(X?) and O(|X|?) terms are non-random. (The
presence of the O(|X|?) term is so that we have a uniform bound which holds for all X
values, not just small X values; we are using that o € (1,2) so that 2a — 1 < 3.)

The form of the jump law implies that

ED  af* ' =0 (4.27)
ISV
P(E}*)] =0(r5™), P[E’]=0(ré), P[E}]=0s(") (4.28)
E[|J° +rC|] = O(r6* /%), (4.29)
E[(J° 4+ rC%%)?] = O5(r%), and (4.30)
E[|J° +rC] = O5(r®). (4.31)

In (4.28), (4.30), and (4.31) the subscript ¢ in Os means that the implicit constant
depends on . Thus by the Cauchy-Schwarz inequality and (4.28), (4.29), (4.30) we
have that

E[|lJ5 +rC150s] = O(rd" %) = E[|J5* + rC|1 o]
= O(r&* =) + Os(r*/?). (4.32)

Moreover, using (4.30) we have that

E[X?] <4 (E[(J: 4+ 1CY)?] + (rC°)%) = O5(r?). (4.33)
and from (4.31) we have

E[|X|*] < 8 (E[|J +rCP] + (rC°)?) = Os(r®). (4.34)

Therefore taking expectations of (4.26) and using (4.27), (4.32), (4.33), and (4.34), we
see that

E[(A; — Aj)1,05] = (20 — 1)C° + O(r6" /) + O(r6* ") 4 O5(1r*/?). (4.35)
We turn to the case j = 1. On E}°, with J the size of the single jump larger than §, we
have that

A=Ay =+ T+ X))+ I+ ) e -1 (4.36)
N AWA

By performing a Taylor expansion of u + (1+.J+u)3*"" about u = 0, we see that (4.36)
is equal to

L+ D)2 [P+ > Pt + O(X) + O(IXP) -
N AAWA

126



where X is as in (4.24) and the implicit constant in the O(X) and O(| X |?) terms are non-
random. By (4.28) and the Cauchy-Schwarz inequality we have E[X1 1] = Os(13/2).
Combining, we have that

E[(A; — A1 1] = r(I) — (2 = 1)C%) + O(r6* ") + O(r6" /%) + O5(r*/?).  (4.37)

We finish with the case j = 2. Using Lemma 4.29, it is easy to see that A¢ has finite
moments of all order uniformly in e. Thus using (4.28) and Holder’s inequality, we have
for any p > 1 that

E[(A5 — A1 z4] = Os,p(r*/7) (4.38)

where the implicit constant in Os,(r*?) depends on both ¢ and p.

Combining (4.35), (4.37), and (4.38) (with p € (1,2) so that 2/p > 1), and taking a
limit as € — 0 we see that

E[A, — Ag)=rl,+o(r) as r—D0. (4.39)

Indeed, this follows because each of the error terms which have a factor of r also have a
positive power of § as a factor, except for the term with I,. Thus we can make these
terms arbitrarily small compared to r by taking ¢ small. The remaining error terms
have a factor with a power of r which is strictly larger than 1, so we can make these
terms arbitrarily small compared to r by taking r small.

Therefore to finish the proof we need to show that I, = 0 precisely for a = 3/2. The
indefinite integral

/ (> '+ (1 —2)* " =1)dM(z) — (2a — 1) /x_o‘dx (4.40)

can be directly computed (most easily using a computer algebra package such as
Mathematica) to give

Fi(1— 1:2 — o Fi(— 1 —

x_a(Q (1 —a,a+1; a,x)x+ o Fi (—a, a a,:c)_i_
a—1

(a—z)z**t(1—-2) (a+z—-1)(1—2)! 3:—20&)

(a—1)a (o —1)a a—1

where 5 F7 is the hypergeometric function. In particular, the limit in (4.21) is equal to

40 20-1(1 — 2 x
—— —2Bi(~a,1 —a) + -2, (2a — 1)/ xdx, (4.41)
[0 2 o — 1 1/2

where B, (a,b) = [ u'(1 —u)*du is the incomplete beta function.
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By evaluating the integral in (4.41), we see that (4.41) is equal to

4@
—— —2Bi(—a,1 —a).

1
o 2

Direct computation shows that this achieves the value 0 when a = 3/2 and (since this
is an increasing function of «) is non-zero for other values of o € (1,2). Thus, (4.21) is
equal to zero if and only if @ = 3/2, and as noted above, the result follows from this. [J
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