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PREFACE

Seismic reflection profiling nas become an
extremely important geophysical method in the fifty
years since 1its inceotion, and is now the most widely
used technique for netroleum exploration. This thesis
was inspired by the reflection profiles obtained by
Cambridge in the eastern Mediterranean in 1972, which
were very different from profiles we vhad oreviously
obtained in normal oceanic areas, with fascinatingy and
bewilderingly complicated structures. These profiles
provoked numerous shivboard discussions on the possible
geological interpretations, and it became obvious that we
could not separate a simple structure from the
complicated record ovroduced by the earth and the
instrumental response.

A survey of the literature on seismic reflection
profiling revealed that the interpretation of profiles
was very 1imprecise and subject to the '‘wnim of the
interpreter, and that there was no 7Jgeneral method of
verifying interpretations. Many jJeophysicists
interpreted orofiles as a vertical section through the
earth, and although many had realised that this was not
correct, no better general methods of interpretation had

been developed. The literature survey showed that
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seismic modelling, which had been used successfully in
the interoretation of earthguake records, seismic
refration and variable angle seismic reflections had not
been develoned for reflection profiling., 1In' this thesis I
have examined the effects of the source, the receiver
and the earth on a profile and developed a metnod for
the synthesis of reflection profiles, which can be used
to test geological interpretations and provide limits on
interpretation.

Chapter 1 is a brief introduction to reflection
profiliny and interpretation problems, Chapter 2 examines
the seismic sources and receivers used in reflection
profiling and their effect on a orofile. Chanter 3
examines the effect of the earth on reflection profiles,
and shows how ray theory can be used to describe tha
proovagation of seismic waves, Chaoters 2 and 3 are not
written as a contribution to theoretical seismology, but
to examine the effect of the earth, the source and the
receiver on a profile using known theory, and formulae
are generally stated without derivation.

Chapter 4 opresents a synthetic reflection profiling
system which I have developed based on ray theorvy.
Chapnter 5 describes the use of this system in modelling
standard structures and real profiles, and its use 1in

interpretation.
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Chapter 6 describes two reflection profiling yrid
surveys in the eastern Mediterranean, made in May and
June 1974 in order to investigate the effect of side
reflections on a profile,

This thesis does not exceed 80,023 words and is my
own work except where gspecific references are made in

the text,

\fwfk, Juwdh
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CHAPTER 1

SEISMIC REFLECTION PROFILING AND INTERPRETATION PROBLEMS

1.1 Seismic Reflection Profiling

Artificially generated seismic waves can be used to
study the earth in three basic ways (Fig l.1). Reflection
profilingy uses a source and receiQer close together and
looks at a narrow section of the earth approximately
below the shot point. Moving the source and receiver
between shots builds up a continuous seismic orofile of
the carth along the 1line of the shot ©ooints. The
reflections are approximately normal to the interfaces
because of the near coincidént source and receiver, A
detailed description of the reflection profiling method
is g3iven in a department internal report (Smith 1972).

Variable angle reflections have a larger source and
receiver sevaration, and seismic waves travel a greater
horizontal distance in the earth. These can be used with
a constant separation of source and veceiver arrav,
movingy both »f them between shots, as is done with a
ship towing an explosive source and a receiver array, or
a channgingy source and receiver sevaration by movement of
the source, receiver or both, as in a two ship experiment
with a shot-firing ship steaming away from a ship towinjy

a receiver arravy. Variable anqle reflection has the




advantajge over profiling that the moveout reflection

curves Jenerated by different source and receiver
separations can be used to determine velocities.

Seismic refraction uses a larger source and
receivér sevaration such that the angle of incidence at
an interface reaches the critical angle, and head waves
are generated in the lower layer, which travel large
horizontal distances or can be transmitted back to the
surface (Fige.l.l). Velocities can bhe determined because
of norizontal head wave paths.

Reflection methods use frequencies above about 10
Hz, as below this frequency the wavelength can become
comparable to the bed thickness, and there is
interference bhetween reflections ~from the top and
bottom of a bed, which qives a reflection coefficient
that varies with freauency. Refraction techniques can
use lower freaquencies, and can bhe used to obtain
information from greater deoths, because penetration is
mainly limited by attenuation and this is least for low
frequencies.

Reflection profiling is most suitable for use 1in
laterally inhomogeneous areas as each shot looks at only

a narrow section of the earth.
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1.2 Interpretation Problems

The ideal reflection ©vrofile Qould be a true
representation of the geological structure, from which
the physical properties of the layers and interfaces
could be deduced. In practice a reflection profile is
more complicated because of the following effects:

Source and receiver distortion

An ideal source would be a single high amplitude
spike, which would have a high resolving power, but long
enough in time to have significant energy. Although such
a source does not exist a chemical explosive in the
absence of interfaces may approximate to this ideal.
Other sources generally have worse source waveforms
than this and may be very oscillatory and of 1long
duration, giving low resolving power (Chaoter 22). This
complicates records as instead of an ideal short spike
for each reflection there is a longer waveform which may
overlap other arrivals.

Receivers also affect the record as they are
usually freguency band limited due to the electrical
response of the receiver, and angular and freguency
limited due to the geometry of the receiver array

(Chapter 2.4) all of which distort the received waveform.
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Normal incidence
Reflection

Variable angle Refractions
Reflections

Fig. 1.1
Seismic reflection profiling, variable angle

reflections and refractions

Fig.1.2
The ray path for dipping interfaces

Fig 1.3

The ray paths for reflections from a curved reflector

Geometrical distortion

Seismic sources do not 7just radiate energy in a
desired downward direction, but are omnidirectional. The
depths of interfaces can be calculated from the profile
by using velocities to convert travel times to deptns
only if interfaces are planar and horizontal. Dipping
interfaces appear shallower on the oprofile than their
true position as the normal incidence reflection occurs
at an angle to the vertical (Fig.l.2). The apparent
denth decreases with higher angles of dip: the ray
travels a distance hcos® where h is the true depth of
the interface vertically below the shot noint.
Structures recorded on reflection profiles are different
from the true structure because of this. A curved
reflector may give reflections from more than one point
on a reflector for every shot point, voroducing a very
complicated profile (Fig.l.3). Generally if the curvature
of the reflector exceeds that of the wavefront, more
than one reflection will originate from it,

Reflection profiling attempts to build up
subsurface information along a line, in two dimensions.
The profile appears two-dimensional, but contains
reflections from three dimensions unless the structures
are infinitely extended in the plane perpendicular to the

profile. Side reflections are non-vertical reflections




which come from out of the plane of the profile,
Interpretation of the profile as a two-dimensional
structure needs to distinquish side reflections, but this
is difficult to do, Stacking of traces during data
processing attenuates side reflections to some extent,
and in some cases it 1is possible to recognise side
reflections by their character — position, shape and
frequency content,

Physical distortion

The earth itself produces undesired effects, such
as a free surface reflection; multiple reflections;
attenuation and dispersion, diffractions and wave
conversions (Chapter 3) which make interpretation more

difficult,

1.3 Interpretation techniques

Digital processing of records can produce a clearer
record for interpretation; the signal to noise ratio can
be increased to help identification of reflectors,
multiples can be attenuated, the source waveform can be
condensed in time to a shorter waveform, and reflectors
can be migrated to their true depth and position. This
gives a profile which appears to be almost a geological
section, and is much easier to interpret, but demands a

large amount of computer time and contains distortions
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in the amplitude and shape of the arrivals due to the
processing, This distortion may not he important if the
profiles are used only for measuring travel times, but a
lot of information about the reflector and the earth
above it is contained in the arrival amplitude and shape,
and may be lost.

An alternative method of interpretation is
synthesis of a seismic profile from a geological model,
for comparison with the measured profile, This 73ives a
validity check on interpretations, vnrovides a test of
alternative interpretations and limits on the
interpretation, and is the only means of understanding
very complex areas where processing is not usually very
effective,

This thesis uses the second approach, synthesis of
profiles. Synthetic seismograms are commonly used in
earthquake interpretation and refraction and variable
angle reflection interpretation, but a method of
synthesis of reflection profiles has not been published.

The synthetic system developed in this thesis is
for marine profiles as the real profiles used as a basis
for modelling are marine, Similarly, the source and
receiver used in the calculation of the source waveform
and the receiver effect are those used in the Cambridje

reflection profiling system, The synthetic system may




be altered simply to model land profiles, or to allow for

a different source and receiver.




CHAPTER 2

-THE SOURCE AND RECEIVER EFFECT

2:1 Introduction

This chapter examines the waveforms that make up a
received reflection profile and the way in which these
can be synthesized, In order to model a received
waveform it is necessary to know the source waveform,
the effect of ﬁhe sea surface reflection on the source
waveform, the response of the array as a multiple
detector, the effect of the sea surface reflection at
the receiver and its electrical response. | wWhilst the
source waveform and the electrical respanse of the
receiver are constant and need only be caléulated once
for each model, the sea surface reflection and array
effects are dependent on the ray path and must be
calculated searately for each arrival,

Processing of records tends to eliminate the
different effects of source and receiye: for each
arrival, by stacking of records and by deconvolution,
which uses an operator calculated from a whole trace,
not for each arrival, Processed rtecords can only be
modelled if a modelling system with variable

Source-receiver offsets is developed and the model for

each offset processed by the same techniques applied to




the real records.

2.2 Sources

Types

A comprehensive discussion of seismic sources is
given in Kramer et al (1968), and sources and their
characteristics will only be mentioned brieflv here.

Chemical explosive may be used as a reflection
profiling source, but in its basic form this is rare, due
to a low repetition rate, dangerous nature and
inefficiency. It is more commonly us2d in a form where
a semi-automatic form of firing is mnossible in a more
efficient way, such as the Flexotir system, where a small
charge is 'fired in a perforated steel sphere, which
damps out oscillations, or a line charge which has very
little oscillation.

Airguns are a wuseful sound source as they are
effecient, safe, and can have a relatively high repetition
rate. Their main disadvantage is a very oscillatory
signal, although this can be reduced (see next section).

Sparkers and gas exploders are lower power sources,
They are safe and have a high repetition rate, but also

have an oscillatory signal,




Characteristics

Sources are omnidirectional unless one of their
dimensions is comparable to the seismic wav‘elength. A
line explosive is the only source in general use which is
not omnidirectional, and it has a directionality in the
vertical plane. through the line source and the maximum
energy is transmitted in a downward direction at a small
angle to the vertical, (Kramer let al 1968, Limond 1972),

The arrival of the detonation front from a chemical
explosive at the water boundary or the release of a
volume of air at high pressure into the water radiates
an intense préssure wave outwards, The pressure rise is
almost instantaneous, and is followed by a slower decay,
producing a radiated shock wave with a steep front and a
roughly exponential decay., If the peak pressure is very
high the water behaves inelastically and the velocity of
the wave depends on the pressure, The peak pressure
decreases very rapidly due to heat dissivation, faster
than the 1inverse first npower law of distance for
acoustic waves, until the pressure has dronpped
sufficiently and the wave becomes an acouétic wave,

The gas bhubble continues expanding after radiating
the shock wave, the internal pressure decreasing until it
reaches the ambient ©pressure, but outward motion

persists because of the 1inertia of the water, The
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bubble begins to contract becaﬁse the internal pressure
becomes lower than the ambient nressure, until
resistance to compression of the gas stops the
contraction rapidly as the internal oressure increases
above the ambient and the bubble begins to expand,
producing an oscillating system, which radiates a
pressure wave with each oscillation, Although the bubble
pulses are much lower in peak pressure amplitude than
the 1initial shock wave, they radiate an appreciable
amount of seismic enerqgy because of their considerably
longer time duration.

The bubble pulses are a nuisance as they lengthen
the signal and decrease its resolving nower., There are
two general ways of reducing the bubble pulses; to
suppress them at the. source or remove 'them from the
record by processing. Suppression of the bubble pulses
at the source can be done by using the source near the
sufface so that the bubble blows out at the surface
instead of oscillating, although this is very wasteful of
enerqy; by damping the oscillating bubble by cage-=like
devices which reduce the hubble pulses significantly but
also reduce the intial pulse slightly (for example the
Flexotir seismic system and airgun wave-shaving devices);
by throttling further air into the bubble to keep the

pressure ahove the ambient and prevent it from
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pressure ahove the ambient and prevént it from




oscillating, although this also reduces the initial
amplitude (airgun wave-shaping devices); by the use of
tuned airgun arrays of different size guné so that the
initial puise from each gun adds together but the bubble
pulses cancel; by using a line source, which has a
reduced bubble pulse, or by using an implosion device
from which no oscillating bubble is oroduced. These
methods cause either a reduction of the energy in the
source waveform, or need a more complicated source, so
mnany systems use sources with bubble pulses and attempt
to remove t_hern from the record by data processing. An
account of this is given by Treitel and Robinson (1969).

The amblitude of a chemical explosion is related to
charge weight by

Amplitude = b wk

where W = weight of explosive. The best wvalue of k for
marine explosions in the 92-199 Hz band seems to be 2/3
(O0'Brien 1969, Barnhard 1967, Blundell & Parks 1971). The

amplitude also increases with depth but not in a simple

‘manner, The first bubble pulse pveriod is related to

explosive weight and depth by:

1/
T, = 26 W 3

%
(h+10)76 (Lavergne 1970)

where w 1is in Kg and h is the depth in m. The period

decreases sligntly for successive pulses,
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For airguns, bubble nulse ©periods increase and
frequencies decrease with higher air pressures, larger
chamber volumes and shallower deonths (Giles 1969,
ziolkowski 1970, Schulze-Gatterman 1972), Therefore to
get the 1lowest freguencies and greatest ©penetration
larger weights of explosive or high pressure, large
volume airguns should be used at shallow depths,
However a lot of energy is lost at shallow depths when
the bubble breaks the surface, and the s3ea surface
reflection interferes with the direct wave cancelling
some downwards=directed energy.

The sea suface reflection effect

Energy that is radiated towards the sea surface is
reflected back downwards and interferes with the direct
downward ray from the source (Fige 2.1). The downward
travelling source waveform is a combination of the
direct wave, Pd, and the reflected wave, Pr (Fig. 2.3,
after Ziolkowski 1971). If the water depth is large
compared with the source depth, Pd and Pr are parallel,
and Pr has a time delay of 2hcos®/v where v is the water
velocity,  For a sufficiently large water depth the
amplitudes of Pd and Pr in the combined wave will be
equal, but Pr will have an opposite sign as the sea

surface reflection coefficient 1is =1, (Compare with

section 23 where the waveform 1is measured at a




non-infinite Jdistance), The sea surface reflection
effect alters the frequency spectrum of the waveform, as
frequencies with a wavelength which vis an integral
multiple of 2hcos® are cancelled, and freauencies with a
wavelength given by:
2hcos9 = (2n-1) N\ /2

are enhavnced, where n is a positive integer, The
downward travelling energy is a maximum if the bubhble
pulse frequency 1is enhanced, For an oscillation
frequency of 2¥ Hz and a vertically downward travelling
wave the enerqgy is maximised at a depth of 12,5 m.

There is an eauivalent sea surface reflection
effect at a receiver,

The sea surface reflection effect is effective in
any vertical plane through the source or receiver,

Source waveforms for a. reflection bprofile modelling

sxstem

A modelling system needs a source waveform for

each of many ray paths, with varying values of 8, Pd

must bhe known indeoendontly‘ of Pr to calculate the

combined waveform, and Pd may be calculated or measured,

It cannot be obtained from the orofile by orocessing as

this contains also the effects of Pr, the earth and the
receiver for many ray paths,

lo Prediction

]
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This has been attempted for chemical explosions by
various authors (eg Arons 1948, O'Brien 1963) and for
marine airguns by Ziolkowski (1970) and
Schulze-Gattermann (1972) using bubble oscillation theorv.
2. Measurement

It is difficult to measure Pd independently of Pr,
as although very near the source the amplitude of Pd is-
much Jreater than Pr, the near-field of the source has
non-linear wave propagation and the waveform measured is
not the far-field waveform, The waveform will also
change with variations in depth of the source and it is
necessary to measure the waveform continuously during -
profiling, which is difficult in practice.

Because of these oroblems, if the waveform can bhe

oredicted accurately it is better and easier to use than
measured waveforms, The Cambridge profiling system uses
airguns as a sound source, and in May 1973 I measured

airqun waveforms under carefully controlled exverimental |

conditions for comparison with predicted waveforms, The
next section describes this exveriment, No attempt has
been made to separate Pd and Pr; the waveforms are

compared with waveforms predicted with P4 and Pr.

Previous attempts have been made to measure airgun
waveforms (Giles 1968, %Ziolkowski 1978, #ayne and Quay

1971, Schulze-Gattermann 1972, Giles and Johnston 1973)

“ ‘ |
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but these do not satisfy all the requirements for a

carefully controlled measurement.

2.3 The measurement of airgun waveforms

The reguirements for measurement are:
l. Known impulse response of the recording system.
2. Adequate depth of water so that energy reflected from
the sea bed does not interfere with direct sound to the
receiver,
3. Known geometry of gun and receiver., A receiver
records a direct wave from the gun and also a wave
reflected from the sea surface. (Fig. 2.2) The shape of
the waveform recorded depends on the distance travelled
by the direct wave, Dd, and the distance travelled by the
reflected wave, Dr. Fig. 2.3 is after Zziolkowski (1971)
and shows the direct waveform, Pd, the reflected
waveform, Pr, and Pt, the received waveform, which is the
sum of Pd and Pr. The relative amplitudes of Pd and Pr
in Pt is given approximately by the ratio:

Pd:Pr = Dr:Dd

assuming symmetrical spreading and amplitude inversely
proportional to distance travelled, for small amplitude
oscillations. As Dd becomes larger the amolitudes of Pd

and Pr in Pt tend to be equal,

4, Measurement at sufficient depth. I wished to measure
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airgun waveforms produced by a gun when it is being used
for deep sea profiling, in water depths of usually
greater than 2 km. As the recorded waveform varies with
the geometry of source and receiver it is necessary to
have a receiver at this depth to measure the waveform
going into the sea bed. Unfortunately the waveform
reflected from the sea bed would interfere with the
downgoing wave for a reflector near the sea bed, so this
is impossible. 1In practice it is necessary to record an
approximation to the deep sea waveform. wWhen the
receiver is vertically beiow the gun:

Dr = Dd + 2h
where h is the gun depth, and when the receiver is
sufficiently deep so that DA >> 2hs

Dr/Dd = 1

so that Pd/Pr £= 1 in Pt and the waveform is a sufficient
approximation to that measured at depth. For less than
5% error in Dr/Dd = 1 this demands a Dr > 400 m with h =
10 m,

Experimental Measurement

- The experimental arrangement is shown in Fig. 2.4. A

hydrophone (a cylindrical lead titanate-zirconte pressure
transducer potted in epoxy resin) and a ore-amplifier
were suspended 400 m below a sonoradio buoy. The

hydrophone was weighted to keep it vertically below the
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buoy , and vertical motions of the cable due to up and
down movement of the buoy were damped out by spherical
floats attached to the too of the cable. This kept the
409 m of cable approximately stationary in the water
while the buoy moved up and down with the waves, The
ship steamed slowly past the buoy firing a Bolt airgun,
passing within 10 m of the buoy. Gun chamber sizes of
and 300 in3 were used. A calibrated pressure
transducer was used continuously to monitor the gun
lepth. Airgun signals were transmitted from the buoy to
the ship, displayed on a jet-pen recorder and recorded on
majnetic tape. This was repeated with the gun at
different deoths,

The impulse response of the whole recording system
from hydroohone to tape recorder was measured: a fixed
frequency voltage was inout in series with the
hydrophone, nassed throuqgh the recording system,
compared with the input signal, and amplitude and phase
shift measured. The details of the measurement and the
results are in a department internal report (Smith &
Owen 1973). It was not possible to define the low
amplitude parts of the freguency response accurately by
|ﬁeasurement, so these were calculated from electrical
circuit theory (Girling & Good 1969). At higher

amplitudes the calculated response was in agreement with
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the measured response. The amplitude and phase gspectra
for the recording system and the impulse response of the
system (the Fourier transform of the frequency
spectrum) are snhown 1in Fig. 2.5 The ovass band of the
system is 4-162 Hz at -3 dB level.

Results

The waveforms recorded for the 166 in3 and . 398%
in3 jJuns are shown in Figs. 2.6a and 2.7a.

Attempts have been made to nredict airgun
waveforms from bubble oscilation theory by 2Ziolkowski
Scnul ze-

(1979) and Schul ze-Gattermann (1972),

Gattermann’s theory apolies to small amplitude

oscillations, whereas 7Ziolkowski’s allows for finite
amplitude oscillation, so is more useful, ziolkowski‘s
theory was wused to compute airgun waveforms for the
same conditins of chamber volume, firing nressure, depth
and geometry of qun and feceiver as the measured

Damping constants of 2.5 and 1.8 sl were

waveforms,
chosen for the 160 and 300 in> guns, as this providad the
best match to the measured waveforms. This is in
agreement with the damping constant of 31.64/V where V=
gun chamber volume in in3 suggested hy Ziolkowski
(pers.comm,). These predicted waveforms are shown in

Figse 2.6b and 2,7b, After convolution with the impulse

resnonse of the recording system they are shown in Figs.
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¢

waveforms,

The Jeneral form of the —convolved waveforms
approximates to the measured waveforms, indicating that
bubble oscillation theory provides a reasonable
description of airgun waveforms. The main difference is
that the bubble oscillation period decreases slightly
faster than predicted. Ziolkowski (1978) noted this, and
sugjested that this was due to the vroximity of the

air-water free surface.

2.4 Receilivers

Introduction

Receivers are designed to produce the maximum

signal to noise ratio for the required signals., By using

wn

N detectors, over which the signal correlates but the
noise does not a+/N increase in signal to noise ratio can
be achieved. A comprhensive discussion of sources of
noise for marine arrays is given by Bedenbender (1976).
Ambient sea noise is dependent on the sea state
and Bedenbender reports that this effect is greatest at
low freguencies, and that the noise level increases by 18
dB as the sea state increases from @-6, The ship
generated noise, from the propeller, enqgines and other

machinery 1is minimised by the use of a longitudinal




array of detectors wnich discriminates against signals

from its ends which are not in phase over the array, and
is also reduced by using a long lead cable from the ship
to the array. Long cables have the disadvantage of
picking up electrical noise from the ship’s power supply
and radio transmissions, and the latter can comnletely
swamp the seismic signal. Flow noise 1is caused Dby
passage of the array through the water; thi>s‘is least at
low speeds, and is reduced by towing the array at depths
out of the area of wave noise by weighting the end of
the towing cable, and by using neutrally buoyant
streamer sections filled with oil of known density to
keep the streamer horizontal in the water, There 1is
mechanical noise due to longitudinal surges and
transverse motion of the array; the effect of
longitudinal surges is reduced by using a spring section
at the head of the array to damp out ship vibrations and
accelerations, and by using vairs of nydrophones
connected together back to back so that accelerations
are cancelled; transverse motion is reduced by using a
long tail rope attached to a floating buoy which
provides a continuity of tension at the end of the array
and reduces the tendency of the array to snake,

The fregquency response of a hydrophone is usually a

few Hz to KHz so it is sufficiently broad band that
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the signal 1is not distorted, although the recording
electronics reduces the high frequency <cutoff to
hundreds of Hz

The effect of receivers on a waveform

There are three effects, the electrical response of
the receiver, the associated electronics and display
system, the sea surface reflection effect, and the line
array effect, the last two of which are dependent on the
ray path of the reflection,

l. The electrical response of the receiver

The impulse response or frequency response of the
receiver must be measured, or if the system is simple ,
calculated, This may be done by measuring  the response
of the system to an impulse, which is 4ifficult to do in
practice as an impulsive delta function theoretically has
no energy, and system noise makes the ' measurement
unreliable, or by measuring the system response to a
step function and differentiating the output, or by
measuring the amplitude and phase shift at individual
frequencies over the frequency range. Thé hydrophones
must also have a uniform freguency response with
variations in pressure amplitude over this range.

The Cambridge system uses a Géomechanique streamer
whose electrical response is given by Géomechanique, with

a Cambridge designed input amplifier and analogue tape
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recording system and output in variable intensity,
variable area or wiggly line formats, The response of
the system was calculated and is described in detail in
a Jdepartment internal report (Smith and Owen 1975) and
this is used in modelling reflection nrofiles (Chavoter 5),

2. The sea surface reflection effect

This is similar to the effect on a source waveform:
the waveform arriving at a ©»point detector is a
combination of the direct wave from the sea bed and the
wave reflected at the sea surface which is delayed in
time and has a sign reversal., It provides some freqguency
and angular discrimination, varying with depth, and the
effect for di fferent depths and frequencies was
computed and is shown on a polar diagram in Fig. Z.8.
The effect discriminates against arrivals at high angles
of incidence, and in any vertical plane through the
detector, not just in the plane of the array; it is this
effect which provides the only angular discrimination
for side reflections, For higher frequencies and larger
depths the maximum response is not in the vertically
downwards direction (Fig. 2.8).

It is difficult to visualize the effect of the sea
surface reflection on a received -waveform from the polar
plots of Fig. 28, so I computed the effect on two

waveforms for wvarious receiver depths. This used an
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The effect of the sea surface reflection at a receiver on theoretical 40 and
160 in® airgun waveforms for different receiver depths and vertical incidence.
The source waveforn is predicted from the theory of Ziolkowski (1970) and
includes a sea surface reflection at the source at a depth of 12 m.

Amplitudes are normalised and the waveform duration is 0.5 s.
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airgun waveform predicted by the theory of Ziolkowski
(1979), and combined this with its sea surface reflection
to give d source waveform, The received wave was
formed by a combination of this with the wave reflected
from the sea surface above the receiver for various
depths. The effect <changes the waveform character
considerably (Fig. 2.9) and it may become very
asymmetric, but the effect 1is very dependent on the
source waveform wused and the rvreceiver depth and angle
of incidence,

3. The line array effect

This effect provides an angular discrimination in
the plane of the array, and occurs when the wave
incident at the receiver 1is not wvertical, and the
wavefront reaches one detector in the array before the
next (Fig. 2.10). The array response is the sum of the
simultaneous arrivals at all the detectors, so there is
the possibility of enhancement of some freauencies in
the waveform and discrimination ajainst others,
depending on the time delay between the wave reaching
adjacent receivers; if this is a complete wave period
this frequency will be enhanced,

Most arrays consist of egually spaced hydrophones

that contribute egually to the combined waveform, but

arrays with variable gains and spacing can be used to
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The effect of the sea surface reflection at a receiver on theoretical 40 and
160 in° airgun waveforms for different receiver depths and vertical incidence.
The source waveform is predicted from the theory of Ziolkowski (1970) and

includes a sea surface reflection at the source at a depth of 12 m,

Amplitudes are normalised and the waveform duration is 0.5 s.
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airgun waveform predicted by the theory of Ziolkowski
(1979), and combined this with its sea surface reflection
to give a source waveform. The received wave was
formed by a combination of this with the wave reflected
from the sea surface above the receiver for wvarious
depths. The effect changes the waveform character
considerably (Fig. 2.9) and it may become very
asymmetric, but the effect is very dependent on the
source waveform used and the receiver depth and angle
of incidence.

3. The line array effect

This effect provides an angular discrimination in
the plane of the array, and occurs when the wave
incident at the receiver 1is not wvertical, and the
wavefront reaches one detector in the array before the
next (Fige Z.10). The array response is the sum of the
simultaneous arrivals at all the detectors, so there is
the possibility of enhancement of some freauencies in
the waveform and discrimination ajainst others,
depending on the time delay between the wave reaching
adjacent receivers; if this is a complete wave period
this frequency will be enhanced.

Most arrays consist of equally spaced hydrophones
that contribute egually to the combined waveform, but

arrays with variable gains and spacing can be used to
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A plane wavefront arriving at a linear array

of N detectors.

Fig. 2.11
Polar plots of the angular response of a receiver array
at frequencies of 10 and 50 Hz. The array has 50 equally

spaced and weighted hydrophones in a 60 m section.




nrovide specific angular and freauency resnonses, (Savit
et al 1968, Schoenberger 1974d).

The time domain response for an egually spaced and
weighted array can be derived simply; consider a
receiver as 1in Fig. 210 with N equally spaced and
weighted detectors a distance d apart, and a ©vlane
wavefront arriving at the receiver at an angle © to the
vertical, The wavefront arrives at each detector at a
time t = dsin8/v greater than the element adjacent to it,
where v is the water velocity, and the array response is
the sum of the responses at each detector. For a 5%
hydrophone array 69 m long and 8 = 30° the time shift of
the waveform across the array is 17 ms.

The frequency domain resonse can be derived Doy |
analojgy to the Fraunhofer diffraction gratingy response.
(Jenkins & White 1957). For a simple harmonic olane wave
the pnase will change by egual amounts«from one receiver
to the next, wheres:

X = 21rdsin®/\
The composite signal is the sum of the individual signals
from each detector. Taking the amplitude at a single

receiver as unity, the composite complex amplitude, A is

the sum of the individual responses:
A = (l+ei“+ e2i“oanoooco + e(N—l)iu)

which reduces to:

B
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The effect of a line receiver array on theoretical 40 and 160 in3
airgun waveforms for different angles of incidence. The array is

60 m long with 50 equally spaced and weighted hydrophones .,
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A = sin(Net/2) ei(N'l)‘i/2

sin(&/2)
(eg Jenkins & White 1957, Officer 1958). For any ray path
(fixed ©) the frequency response can bhe determined., The
factor sin(N®k/2)/sin(x/2) is the ratio of the amplitude of
the composite signal to the amplitude at a single
detector, and the ei(N"l)‘x/2 term is the phase change of
the composite signal to that the first detector.

The effect of the array on amplitude as a function
of incident angle was computed an is shown on a polar
plot in Fig, 2.11 for freauencies of 10 and 50 Hz
There is a strong discrimination against rays at larqge
angles of incidence at high frequencies, and this angular
discrimination due to the array effect is much stronger
than that due to the sea surface reflection effect, but
is only effective in the plane of the array.

The array effect on a waveform for various angles
of incidence is shown in fig, 2.12. I computed this usinj
the same source waveform as in Fig. 29, Fourier
transformed it into the frequency domain, combined it
with the line array response for the angle of incidence
(egquivalent to time domain convolution) and
retransformed the resulting waveform back into the time
domain. There is a strong low pass filtering effect of

the array at higher angles of incidence, and the
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amplitude of the initial spike is also severely reduced
as 1t contains many high frequencies, becoming mucno

lower in amplitude than the second nositive spike,

n

Fige 213 shows the combined effect of the 2a

surface reflection and line array effect on a waveform

@
s |
@]
[¢)
°

for various depths and angles of incid I computed
this by the methods used to compute Figs, 2.9 and 2.12.
The combined effects cause a drastic alteration of the
original source waveform, producing a waveform which may
be very asymmetric (160 in3, 5 m, 10°) or with an initial
spike reduced in ammplitude,

The effects of electrical response (the same for
all arrivals) and array and sea surface reflection

effects are simple to compute and are included in the

modelling vrogram (chapter 5).
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CHAPTER 3

THE EARTH RESPONSE

This chapter examines the effect of the earth on
reflection profiles, It looks at how ray theory can be
used to describe the propagation of seismic waves in the
earth, and at wave conversions, reflection coefficients,
attenuation and dispersion, diffraction, and multiple
reflections. The theory wused in this chapter 1is
relatively well known, and no attempt has been made to
derive the eguations used.,

The results of this chapter are used in Chapter 4

to derive a reflection profile modelling system.

3.l ihe ray theory approach to wave propagation

wave equations

The equations of motion for a homogeneous,
isotropic, elastic medium assuming small displacements

and no body forces (eg. gravity) are:

/oQ_ (/\+/u)ém + VU 31
X

,o&_a (z\w)%é + AV 3.2
4

/osﬁ = (M + AV 3.3
ote dz

(e, Ewing, Jardetsky and Press 1957) where 0 1is the
density, (u,v,w) is the displacement, \ and A the elastic

constants (the Lamé parameters), A the dilatation, the
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2
increase In volume per unit volume, and \Y is the

2 2 2
operator 6__ +6_ +<5__ . The eguations of motion give the

ox dy dz
two wave equations:
2
2
O 0A = (A+ 20VA 3.4
& . W
08 = AV i = %92 3.5
At
where ©;, 1 = X,v,2 is a rotation. The solutions of the

wave equations show that two elastic waves can exist, a
compressional-dilatational wave, (P), with a velocity
X+2y » and a rotational wave, (S), with a velocity of /U .
R ye)

The asymptotic ray series

The use of the wave equations to modeal the
behaviour of seismic waves is extremely laborious and is
in opractice limited to modelling horizontally layered
structures, Laterally wvarying media must use rtay
theoretical methods. The following description of the
asymototic ray method is based essentially on Terveny &
Ravindra (1971).

I'he ecuation of motion for inhomo3eneous, isotropic,

elastic media iss

2
,o%_@; (MY (Vold) + uv?w + UMV) + U X (V x W) + 2(VLVa 3.6

t
where W is the displacement vector. The equation of

motion for inhomogjeneous media cannot generally be
separated into two wave eguations, Assume that a
solution of the eauation of motion can be expressed as

an infinite opower series of inverse frequency and a2




space dependent vector which is indevendant of

freauency:
[¢ 0]

W= exp[im(t-’r)]g (io) "Kw, 3.7
k=0
where T and Wy are independent of w and t. T is called a
phase function and Wy (k = 0,1,2....), the coefficients of
the ray series. The moving surfaces of constant phase,
t = 7T (Xy,2) are wave fronts and the orthogonal
trajectories of these surfaces are rays.

The function 7 (x,y,2) must be analytic for the
asymptotic ray series, equation 3.7, to be valid. The ray
expansion is not valid in the vicinity of foci, caustic
surfaces or critical points. The size of the region in
which the ray expansion 1is not wvalid 1is freguency
dependent; for high frequencies this is small, and for
low frequencies, larger, Wave methods must be used in
these regions. The ray expansion is only strictly valid
if velocity gradients are small compared with wavelength,
and the radii of curvature of interfaces is larger than
the wavelength, The ray expansion will not predict
diffrations, as these occur at discontinuities or where
the radius of curvature of an interface is smaller than

the wavelendgth,
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The =zero-order solution of the asymptotic ray series

The zero-order solution orf the asymptotic ray
series considers only the first term in the‘ ray
expansion:

W= exofiw =71 W, 3.8
Except in the wvicinity of foci, caustics or critical
points the error in wusing only the first term of the
series tend to zero as the freauency becomes highsr,
The zero-order solution, equation 3.8, is independent of
frequency, and corresponds to a solution using tne
princinles of geometrical optics. Higher order terms in
the series are corrections to this solution. Hron et al
(1974) compared a partial ray exoansion of the
zepo—order solution with the exact wave solution for a
horizontally layered structure, and showed that the
zero-order solution was a Jgood approximation to tne
exact wave solution if a sufficient number of rays are
used, The accuracy is limited by the number of rays
traced in a partial expansion. Cisternés et al (1973)
have produced a method for a complete ray exoansion, but
it is limited to  horizontally layered media. Ray
amplitudes decrease rapidly with increasing numbers of
reflections and conversions, and partial ray expansions
usually limit the number of rays used to those with an

amplitude above a chosen level,




Fig. 3.1

The reflection of a ray from a finite area of a reflector
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The basic equations of geometrical optics are the

eikonal eauations:

2 2 2 2
Gl - L
where
=< = /M2
o)
and 5 5 2 5
e @ gf - o - 1L
where

These equations relate wavefronts, rays and arrival
time with seismic velocity. Snell’s law, which relates
the angles of incidence and refraction at interfaces
with velocities can bhe derived sing the eikonal
eaquations (Cerveni and Ravindra 1971) and this is used in
tracing rays across interfaces.

The size of a ray

Rays are normally defined as of infinitesimal size,
but in considering reflections it 1is convenieat to
consider ray tubes subtending a finite solid angle at the
source. If such a tube is reflected at a nlane reflector

at a distance r from the source (Fig. 3.1) then rays are

ﬁﬁmﬂmahy
reflected\in ohase from a finite area of the reflector.
/

The radius over which the rays do not differ in ophase by




more than half a wavelength, by analogy with Fresael

zones is:

aZ+ 2= (r +))2

€S -
”
F:

focus for these rays

b. Ray tubes reflected from a plane interface, an anticline, and a syncline, showing divergence and convergence.

4

i az = N\ (2r + L)

P 4 4
A <— e é This is for a two way travel path, so that OF must be
0 E .
v o less than A. For r = 1 kam and a frequency of 38 4z in

5 4

2

: water, a is about 150 m. This area increases generally

O

g with depth if there are no focussing effects, It is this

+

a

5 finite area of reflection which limits ray theory to

n

o interfaces with radii of curvature considerably larger

than the wavelength, Diffractions are oroduced from

interfaces with smaller radii of curvature, 2s the ray is

not in vhase over the interface.

spreading of ray vaths

Ray theory considers that the amplitude at any

(b)

a. The increase in wavefront area of a ray tube with distance in a homogeneous medium,

@ + 1 : 1 ~1 n
) == point is given by the size of an elementary ray tube at
v e =

that opoint. Consider a ray tube in a homogeneous

perfectly elastic medium and a point source (Fig., 3.2a).

The ray paths will be straight and the energy in the ray
tude remains constant, so the enerqy flow across unit
area of the wavefront decreases as the wavefront area
increases in size, The ratio of the energy flow/unit

area at two points distances dl and d2 from the source

The focussing of a ray tube due to a buried centre of curvature.,

N
~~ . -
(:7 « is given by the ratio of the area of the wavefronts at
\./ 'SP & \ ‘ N .

R 0 these points, For the homogeneous and perfectly elastic
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medium the ray tube increases in area as d2, so the
energy flow/unit area decreases as 1/32, and amplitude
decreases as 1/d. This is geometric, or spherical
spreading.

A ray tube in an inhomogeneous medium does not
have amplitude inversely proportional to distance
travelled as refraction at velocity interfaces deviates
the ray path and changes the wavefront area in an
elementary ray tube, Velocity wusually increases with
depth, so that the wavefront area increases faster than
the square of the distance, so enerqy decay is more
rapid than in a homogeneous medium, Reflection at
impedance contrasts also reduces the energy in the ray
tube (section 3.2) and if the medium is not perfectly
elastic attenuation also reduces the amplitude (section
3.3)e This section looks at the changes in amplitude due
to ray path alteration onlvya,

The wvariation of amplitude with distance in a
horizontally plane-layered medium has been derived by
O’'Brien and Lucas (1971) and Newman (1973). The effect
of dipping and curved interfaces on amplitudes 1is
complicated to compute analytically but can be simply
calculated by tracing ray tubes to determine the
wavefront area, A ray tube changes shape when reflected

or refracted from a curved interface giving convergence
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and increased energy flow/unit area over concave upward
interfaces (synclines) and divergence and decreased
energy Elow/unit area over convex upward interfaces
(anticlines), The effect of this on ray tubes is shown
in PFige 3.20. The area of the ray tube on return to the
surface is proportional to $2, This is smallest for the
syncline and greatest for the anticline, qgivingy the
strongest reflection over the syncline and weakest over
the anticline. (See also Chavter 5 models),

Curved interfaces cause ray theory to break down
in certain cases, Ray theory cannot predict behaviour
where intensity changes rapidly, for example at. a focus,
where there is a concentration of rays (Born & Wolf
1964). Fig. 3.2c shows a ray tube focussed due to a
buried centre of curvature of the surface. Rays from
the source are reflected from the curved surface and
are focussed at F, and return to the surface., There will
always be a buried focus if there is a centre of
curvature below the line of shot points, It is not <o
obvious that there is a change 1in phase on passing
through F. If F is merely the focal plane of the surface
the phase change 1is T/2, but 1if the curvature 1is
three=dimensional with the same curvature perpendicular
to this section, F is a focal point and the ohase chanje

is T, a reversal of sign, This has been described for

. ' i
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light by 8orn & Wolf (1964), and for seismics Dby Dix
(1952) and has heen demonstrated exverimentally for
seismics by Hilterman (197@). The TT/2 phase change has a

drastic effect on the shane of the received waveform.

3.2 Wave conversion and reflection coefficients

A reflectibn occurs when there 1is . a change in
impedance (the product of P or S velocity and densitvy),
The reflection amplitude is independent of freauency if
the radius of curvature of the interface 1is large
compared with the wavelength, and if the layer thickness
is also large compared with the wavelength, Wwhen the
layer tnickness is of comparable or smaller size than
the wavelength the reflection amplitude varies with
frequency due to interference between reflections from
the top and bottom of a layer. This may be constructive
or destructive depending on the layer thickness and the
nature of the reflection from the top and bhottom of the
layer,

A ray incident at an interface genesrally produces
reflected and transmitted P and S waves except that no 8§
waves will be propagated within a fluid medium, The
amplitudes of the reflected and transmitted waves

depends on the P and S velocities, densities and angle of

incidence., The reflection coefficient is the ratio of
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the amplitude of a reflected wave to the amplitude of
the incident wave, and may be derived using the boundary
conditions at the interface, which require continuity of
displacement and stress across the 1interface. The
exoressions for generalised reflection and transmission
coefficients are 1long, and have been derived by many
authors, and tables of reflection and transmission
coefficients for wvarious values of velocity, density and
incident angles have been published. Terveny and Ravindra
(1971) provide a comprehensive bibliograohy to these.

The conversion of P waves to S waves is generally
small at the 1low angles of incidence ocgurrinq in
reflection nrofiling, At solid-solid interfaces this is
between 7-5% for incident angles up to 309 but S wave
conversion is much greater if the medium is fliud and
may reach 20%. The expression for the calculation of
reflection coefficients can be considerably simplified if
S wave conversion is ignored, and a ray tracing system
becomes much simpler as a system for tracing P waves
only is required. The ray tracing system forA reflection
orofiles described in the next chapter ignores S wave
conversion. The greatest error in ignoring S wave
conversion is at fluid-solid interfaces, the sea bed in
marine profiling. |

The expression for reflection coefficient ignoring

L—_
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S wave conversion is:
Pasr )\/vf/v% - sin2@
R - Q- 1 - sin2®
12 Py 4 v2/v8 - sin20
/O| l - Sin20 3.1].

(eg Officer 1958) where Ry 9 is the reflection coefficient
between media 1 and 2 for a wave incident in medium 1,0
and V are the density and seismic velocity in the medium,
and 9 is the angle of incidence. Ryy = =Ry, and for a
stack of n interfaces at any angle the combined
reflection coefficient for é wave transmitted through

nth interface and

the upper lavyers, reflected at the
retransmitted through the upper lavers is:
Ry = Rnmel (1Ryp9%) (1=Rp3 9w (1=Ryy 0D 312
The expression for reflection coefficient, 3.11,
applies to a sharp interface. A transitional interface
generally reduces the amplitude of the reflection.
Clowes et al (1968) snow that for a Moho-type interface,
a linear transition layer 1/4 wavelength thick would have
a reflection coefficient ten times less than the
reflection coefficient from a sharp interface, and a

linear transition 1layer one wavelength thick would

reduce the reflection coefficient by about thirty times,

3.3 Attenuation and Dispersion

The form of a plane-wave oulse travelling in a

homogeneous, isotropic and ideally elastic medium does

[ .
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not change with distance travelled, as there is no enerqyy
aissipate(i. If the medium 1is anelastic, as are all
natural materials to some extent, the form of the pulse
will cnanje. Attenuation is the change of the amplitude
spectrum of the pulse due to dissipation of energy, and
dispersion is the change in the phase spectrum, so that
each freque.ncy component contributing to the noulse
travels with a differentv phase velocity, and ié
attenuated to a different extent,

A plane wave nropajatinjy in an anelastic medium has
an attenuation-disversion factor of:

ol (k+ix) x : 3,13
where o« 1is the attenuation coefficient and k the
dispersion coefficient, A quantitative wmeasure of
absorp tion is given by the dimensionless factor 0, which
is proportional to the ratio of the peak energy in a
periodic motion to the energy lost in a cycle. A high
~value of 0 imples a low value of absorp tion. 0 is

'

related to & by:

e

Qv

where f = frequency and V = velocity.

(-4 ot 3,14

Absorption involves the transfer of vibrational
enerqgy of motion to heat, In liauids & is generally
propotional to f2, due to a viscous Absorp tion

mechanlsm, and in solids & is generally proportional to f,
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periodic motion to the energy lost in a cycle. A high
value of 0O imples a low value of absorp tion, Q is

related to & by:
me
Qv

where f = frequency and V = velocity.

oL = 314

/\DSOf‘Ftion involves the transfer of vibrational
encrgy of motion to heat, In liauids o is generally
propotional to f2, due to a viscous absorp tion

nec‘nanism, and in solids & is generally proportional to f,
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due to a solid friction attenuation mechanism, The
attenuation in sea water is very low, about 10-3 dp  km~l
at 102 4z (Thorp 1965), which is 162 - 183 times less
than earth attenuation, and can generally be ignored,
Saturated sea bottom sediments have x proportional to f"
where n 1s generally greater than 1; Shumway (1969)
reports n = 179

The wvalue of O generally increases with depth in
the «crust (attenuation decreases), Marinas sediments
down to about 300 m may have a O of 10-25 (Tullos & Reid
1969), and Mcbonal et al (1958) report a 0 value of 39
for an upper Cretaceous shale at depths less than 307 m.

O'Brien & Lucas (1971) find 9 wvalues of 28-289 for
309-3,000 m deep sections, Values of O for the whole
crust have been estimated as 300 by Clowes & Kanasewich
(1972) and as 260 by Press (1964),

Attenuation measurements in the field and in the
laboratory have shown that for P waves in dry rockso&
varies linearly with frequency (eg McDonal et al 195?3;
O’Brien & ULucas 1971). The existence of measurable
dispersion 1is disputed; Wuenschel (1965) showed that a
small amount of dispersion existed in McDonal et al’s

measurements, but O'Brien and Lucas found no significant

dispersion in an analysis of well 1logs,
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Propagation of a spike pulse showing waveforms at 1 and 3 seconds

in the presence of attenuation with and without dispersion
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Seismic wave motion 1is generally assumed to be
linear, for example Bullen (1963) and Ewing, Jardetsky &
Press (1957) and 1£ this 1is so the opresence of
attenuation demands the vresence of dispersion in order
to get a causal arrival of the pulse, which is necessary
for real physical PLOCesses, Attenuation without
dispersion would give a pulse spread about the arrival
time (Fige 3.3), Using the assumptioh of a linear
attenuation mechanism and the Principle of Causality the
dispersion coefficient K(f) may be calculated from the
attenuation coefficient & (f), as by Futterman (1962)
who uses the Kramers-KrOnig dispersion relationship, or
by 5trick (1970) who uses a Hilbert transform method.
Futterman shows that the phase velocity and attenuation
are related by:

Vo/V =1 = -In(£/£f5)/ T O 315
where v 1s the phase velocity at frequency f, and Vo the
pnase velocity at frequency for so if the phase velocity
is known at one frequency it can be calculated for other
frequencies. K(f) is then the dispersed wavenumber:

K(f) =2 f/v(f) 3.16

In the freauency band 1-159 Hz the dispersion calculated
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by this method should be 3% for a 9 = 50, This has
little effect on arrival times for the relatively short
times of interest in reflection orofiling, but has a
significant effect on the shape and causality of the

reflected oulse.

3.4 Diffraction

Diffraction is a reflection phenomenon which gives
a hyperbolic echo  profile. It is not a regular
reflection, and occurs in the vicinity of any
irregularity or discontinuity in an interface, such as a
fault, when the radius of curvature of an interface is
of . comparable or smaller size than the seismic
wavelength, Fige 3.4 shows an example of a reflection
profile with many hyperbolic ::'iiffractién echoes,

Diffraction cannot be predicted by ray theory, as
the wave nature of seismic waves 1is involved in an
essential way. Diffractions are difficult to synthsize
for this reason; Trorey (1970) and Hilterman (197@) have
produced methods for synthesis of diffractions using
surface integrals, but for a constant. velocity and a
single interface. The modelling system in the next
chapter ignores the generation of diffractions, as it is
hased on ray tracing, not wave theorvy.

Huygens® Principle can be used to visualize the




’ orocess of diffraction. Consider a source, receiver, and i
Source Receiver '

| a surface S (Fig. 3.5). Every point of S that receives

energy from the source acts as a source of secondary

wavelets, and sends out energy in all directions. The

- g envelope of all the secondary waves for all points on

the surface is the new wavefront. If S is plane and »f

Flg. 3.3 infinite extent the secondary wavelets from all onoints

The process of diffraction and Huygens' Principle.
on the surface will add wup in ©ohase to a give a

reflected wave with egual angles of indicence and
reflection. An irregularity in 35 will cause an
irregularity in the envelooe of secondary waves and
produce diffraction nhenomena, The diffraction appears
Fig. 3.6 to emanate from this irreqularity, bhut is o»nroduced by
(a) True section ) contributions from the whole of S  This means that a
point cannot produce a diffraction; any surface must
have dimensions comparable to  or Jgreater than the
\ wavelength to have a significant response. A point
reflector that gives diffractions is in reality a surface

with a very small radius of curvature,

(b) Reflection profile in absence of diffractions. Diffraction Phenomena
Diffractions smooth the continuity of a reflection
profile, distributing any sharp changes in anolitude over
—=

/,’ a larger region, The step in the section in Fig. 3.6
would oroduce a discontinuous orofile in the absence of
diffractions; these tend to join up the sectioas, the

(c) Reflection profile with diffractions
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two changes in slope acting as point diffractors, Fault
planes can often be recognised by. their associated
diffractions.

There are two branches of a diffraction from each
diffractingy point or edge, although one branch may be
masked by a reflection; the left hand branch of the
diffraction from the upver diffracting point in Fig., 3.6
may be masked by the stronger reflection, especially if
the source signature is longe Thea two branches of a
diffraction from a diffracting point are identical,
whereas a diffraction from the edge of a reflector of
otherwise infinite lateral extent in and out of the plane
of the section will have a phase shift of 188° between
the two diffraction branches (Trorey 1978), so the
diffractions generated by points and edges could be
distinguished, If the reflector is not of infinite
lateral extent out of the olane of the section, but has
an out-of-plane convexity, this could also act as a point
diffractor, as the seismic s3ystem senses out-of-plane
contributions, and this would tend to enhance the
on-going branch of the diffraction and diminish the
reverse branch, This may explain.why a reverse branch
is rarely seen except with point diffractors, and could
also account for the often high amplitude of

diffractions,




(d)

(c)

(b)

(a)

Diffraction curves for 1 km of water and velocities to the diffracting point of 2.5,.3.0, and 3.5 km s"l

The vertical exaggeration of (d) is half that of (a), (b) and (c).

The two way travel times to the diffracting points are 2,3,4 and 3 s respectively for (a) - (d).
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Trorey (1970) showed that at the edge of a
reflector, the diffracted wave 1is identical to the
reflection and initially has half the amplitude, This can
be used to determine the position of a diffracting edge,
The diffraction amplitude decreases with distancé from
the diffracting point at a rate much faster than that
predicted by geometric spreading.

A diffraction curve has a steeper variation of
range with distance (slope) than any other geological
Mmodel, The shape of the curve may be used as a rough
estimate of velocities above the diffracting point, but
this is not very accurate as the shapes of the.curves
vary little with velocity and a 1lot with vertical
exaggeration of the profile, Fig. 3.7 shows diffraction
curves which I computed by ray tracing for 1 km of sea
water, then a velocity of either 2.5, 3.0 or 3.5 km s‘l,
for different depths and vertical exagjerations. The
curves may be compared with real profiles by matching
apex curvature and asymptotic slope, but Fig. 3.7 shows
that there is little difference between the curves Ffor
each velocity and a lot of difference with change in
vertical exajgeration, which can be caused by changes in
ship speed, or sweep and paper speed of the recordar,

and is difficult to determine accurately,
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Multiple paths and approximate relative amplitudes for a marine threee layer system

3.5 Multiples

Plane horizontal interfaces

The generation of multiples from plane, horizontal
reflectors is simple to visualize in terms of ray paths.
Multiple reflections in this case will travel along the
same paths ‘as nprimary rays and occur at multiples of the
primary travel time. It is npossible to generate a
continuous succession of multiples from any model, the
amplitudes decreasing and travel time inceasing for
successive multiples,

An example showing the relative amplitudes of
orimary and multiole reflections for a simple marine
three layer system is shown in Fig. 3.8. The amplitudes
are approximate, and 1include only the effects of
gJeometrical spreading and reflection coefficients, and
the layers are equally spaced, Only the first multiple
has been considered.

The first water wave multiple in Fig, 3.8 1is
stronger than the orimary reflection from the lower
layers, but other multiples are very low amplitude. The
water layer multiple is usualy the strongest multiple in
reflection profiles as the reflection coefficient at the
water-air interface is -1, Water multiples can generally
be di stinguished from

primary reflections and

intersedimentary multiples by their travel times and
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REFLECTION REFLECTION CALCULATED
TIME PATH RELATIVE
1 AMPLITUDE also frequency content, as attenuation is less in water
than the earth, so water layer multiples retain hinh
15. 0 frequency components. Velocity analyses can distingquish
multiples by their moveout velocities. Water laver
multiples are a nuisance on reflection records as they
can mask deeper reflectors, but stacking of records can
)
q 12.0 be used to attenuate multiples.
O l. RC,:O:/? . . . i
Z N Multiple amplitudes may become unexpectedly high in
_]2 the situation where there are many possible multiple
g
O paths having the same travel times,
5 0.8
Z Intersedimentary multiples have significant
- .
bv) amplitudes only when the sub=bottom reflection
>
< i ; ; :
k! 1.5 coefficients are high, which occurs only rarely, An
3 example of a reflection profile with a strong sub-bottom
>
=9
A reflector, and its effect on intersedimentary multiples
3 is shown in Fig. 3,9. The section is a true amplitude
= 1.6 +1.6 _ : ; ;
profile from the eastern Mediterranean, with horizontal
reflectors. The strongest primary reflections are the
sea bed (1) at 1.3 s, and a sub-bottom reflector (2) at 1
, 1.8 s with a weaker reflection between them. There are
= 0.1 +0.1 +1.8 _ 3 ' ;
water layer multiples at 2.6 s and 3.1 s and there is |
another reflection at 3.6 s. Even with this strong i
sub-bottom reflector, there is no visible
4 :
intersedimentary multiple between reflectors 1 and 2 at
Fig.3.9 A recorded profile with a strong sub-bottom reflector, reflection
paths and calculated relative amplitude of reflections, from ray path 2.3 s This is explained by the amplitudes of the
spreading and reflection coefficients. Reflection coefficients were
estimated from primary reflection amplitudes, and used to calculate
multiple amplitudes for the ray paths shown,
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(a) and (c) are the first multiple paths, (b) and (d) are the second multiple paths.

primaries and multiples calculated from the ray paths
and reflection coefficients, The amplitude of the
intersedimentary multiple at 2,3 s would be .95 times
the amplitude of the sea hed reflection, and is lost in
the noise. The calculated sea bed multivle amplitude is
twice this, and is visible at 2.6 s. The calculated
amplitude of the multiple at 3.1 s is about twice the
calculated amplitude of the 2.6 s multiple as it has a
contribution from two travel paths. The multiple at 3.6
s is visible as it has a contribution from three paths.

Dipping and curved interfaces

When reflectors are not horizontal the situation is
more complicated, The multiples generated by a dipning
plane reflector are drawn in Fig. 3.10a and b, The
multiples have different ray pvaths from the orimary
reflection, and the travel times of the multiples from
dipping reflectors are not exact multiples of tne
oprimary travel times; the first multiple in E‘iq.A3.10a
would have a travel time 2cos o times the primary travel
time, and the second multiple in Fig. 3.10b would have a
travel time (400320( -1) times the primary travel time,
For a dio of 109 this would reduce the first multiple
travel time by 1.5%. There are similar exoressions for
higher order multipvles, and the time Jdifference bhetween

succes

wn

ive multiples gets projressively shorter,




Multiples with paths other than in the water laver hnave
no simple relationship between angles of dip and travel
time, and multiple paths and times have to be determined
by ray tracing, Examples of multivles in a two layer
dipoing system of plane rtreflectors are shown 1in Fig,
3.10c and 4.

Each water layer multiple will have an oppocsite
sign to the preceeding multiple, as the water-air surface
has a reflection coefficient of approximately -1, This
can be seen on the autocorrelation of a profile (Anstey
1960). This al so applies to any intersedimentary
multiples, if the acoustic impedance of each 1layer is

greater than the one above 1it, as the reflection |

coefficient for an upgoing ray is negative,

The ray tracing system described 1in Chapter 4
calculates only water layer multiple reflections, as
intersedimentary multiples are generally weak. There are
models of the profile in Fig. 3.9 in Chapter 5 (Fig. 5.1),
one with only water layer multiple reflections, and the
other with intersedimentary multivles also. The
inclusion of intersedimentary multiples has little effect
on the orofile, even with a strong sub-bottom reflector,

so the error in 1limiting the modelling system to the

calculation of water layer multiples is small,




CHAPTER 4

A REFLECTION PROFILE MODELLING SYSTEM

4,1 Introduction

This chapter describes a modelling system for
seismic reflection wvorofiles, It is two-dimensional, and
uses the =zero order solution of the asymptotic ray
series as a bhasis for ray tracing, and can be used with
arbitrary snaped interfaces. The layers have constant
properties of velocity, density and attenuation, but the
method could be extended to include continuously varyinjg
properties. As many effects as possible are added to
the basic ray tracing system for amplitude calculations:
the source function, receiver response, geometrical
spreading and curved interface amnplitude effects,
reflection and refraction, attenuation and dispersion.
The main 1limitation is the inability of any ray
theoretical methods to model diffractions. A secondary
limitation 1is that this system has not been extended to
synthesize processed records.

Modelling systems for reflection orofiling have
been developed by various authors, but all the systems
have limitations: Taner et al (1978) produced a ray
tracing system and travel time calculations but no

am2litude calculations: Hilterman (1970) and Dunkin &

"




Levin (1971) produced three-dimensional reflection
profile modelling systems, but for one layer only - a
constant velocity section down to a single reflector, and
Dunkin & Levin do not calculate amplitudes; Dobecki
(1973) produced three-dimensional models for arbitrary
velocity distributions but 1limited to wplane reflectors

and no amplitude calculations,

4,2 The ray-tracing system

Basis

The basis of the ray-tracing system 1is the zero
order solution of the asymptotic ray series, the
geometrical optics solution (Chavter 3.1). For a velocity
distribution which is dependent on depth only, as with
plane horizontal layers or a continuous velocity Ffunction
which varies with depth, the basis of ray tracing is the
parametric equation:

O = sindg/v 4,1
where v is velocity and © is the angle of a ray to the
vertical. If velocity is also a function of lateral
position the parametric equation is not wvalid and Snell’s
law is used as a basis for ray tracing:

constant = siayw 4,2
where \‘/ is the angle to the normal at an interface. Tnis

reduces to the parametric equation for horizontal layers.

__
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shah (1973) has presented an algorithm for vray
tracing for arbitrary interfaces in three-dimensions,
The interfaces are stored as  polynomials, and
determination of the point of intersection of a ray and
an interface involves the solution of a volynomial, The
ray tracing system described here stores interfaces as
coordinates of horizontal distance (x) and depth (y) and
finds points of intersection of rays and interfaces by a
single iterative algorithm, not by the solution of
polynomials, This makes ray tracing simoler and faster,

Interface Representation

An interface is a step change in properties of a

medium, such as velocity, density or attenuation, of

which wvelocity 1is the only one that affects the ray

tracing system, ot . 1
The interface may be inpbut either as discrete (x,v)

coordinates or as continuous sections of straight lines

or czircles, from which discrete coordinates can be

calculated, A straight line section needs two coordinate

pairs to define it, and a circle section needs two

coordinate pairs and a centre or three coordinate pairs.

The y coordinate is then calculated at fixed intervals of

Xe The x interval is wvariable, depending on the

resolution required., An estimation of the x interval can

be obtained by looking at the area of the roy bundle

B



Fig. b.la

The effect of an interface on a ray

Fig, 4.1b

Successive approximations of the point (tey) € 1y 24 B4

to the point of intersection of a ray with an interface (xl’yl)

(Chavoter 3.1), which 1is hundreds of metres for
frequences of 10-100 Hz and distances of a few
kilometres. An x interval of 2.1 km has been found
adequate for airgun records. The v values are then
smoothed to nroduce a continuous reflector and the
gradient of the reflector calculated at each noint,

Although this is contrary to nogmal practice in ray
tracing, where interfaces are input as a series of points
and vovolynomials are fitted to the ooints, it has the
advantage that interfaces with comolicated shapes can be
handled without the necessity of solving hign order
polynomial equations which 1is time consuming. The
disadvantages are the qgreater strorande space needed for
the interface points, although this can he written over
in later calculations, and also that the interfaces are
stored as discrete ooints, as distinct from the
continuous representation by a polynomial eguation.

Intersection of a ray with an interface

Consider a ray initially at (xg vy, and at an angle
8, to the vertical (Fig. 4.la)s If the velocity in the
layer is constant then the ray will travel in a straignt
line to the interface ¢(xv). The coordinates of tne
intersection of the ray with the interface (%y,v7) are

usually found in ray tracing systems by solving the

equation of the ray (a straight line passing through (x,,
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v with a gradient given by 8,) with the ovolynomial

o)
equation to the interface. This ray tracing system useé
the following iterative algorithm to find (X1,Y1), which
initially calculates the intersection assuming a
vertically travelling ray, and then iteratively adjusts
the calcﬁlated coordinates for the gradient of the rtay
and the shape of the interface.
Initially set
Y= Y
and compute
X = X, + (y—yo)/tan(%—eo) 4.3
Eguation 4.3 is repeated with a new value of vy each time,
where vy is the vy coordinate of the point on the

interface corresponding to X, the calculated  x

coordinate. Th point (x,y) converges to the point (xl,yl) |

(Fige 4.1b) and ten iterations are generally sufficient.
This is much faster than the solution of volynomials, but
may not work if the dip of the interface exceeds 45°,
but as a dip higher than this is rare on a real profile
this is not a great limitation.

The angle of the normal to tha surface at (xl,yl)
to the wvertical, ®, is calculated from the gradient of

the interface at (xl,yl):

x =itan'1§@ 4,4
X

The sign 1is opposite to that of the slope of tnhe

\ A
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interface.

The incident angle, the angle of the ray to the

normal at the interface,\}/,, is calculated from - and «:

Y, = 8, £ 4.5
the sign 1is negative if the ray and normal have
gradients with the same siqgn, otherwise ovositive (Fi7.
4,1a).

A ray transmitted at the interface into the laver
with velocity vy will have a refracted angle, ¥, given oy
Snell’s Law:

Sinq/a/vl = Sinq/a/vo 4,6

The transmitted ray has an angle to the vertical,
91/ given by:

8, =\, 4.7
The sign is negative if the ray and normal have
Jradients with the same sign, otherwise positive,

The equations of the incident and transmitted rays

are calculated from their angles to the wvertical and

that they pass through the point (X1,Y7) The travel

(g
—
()

time of the ray in the layer is calculated from
distance between the points (XorYo) and (xy,Y7) and the

velocity in the layer:

te = ((x3=x0) 2 + (v1=v5) A2/, 4.3
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Extension to layers with continuously varying velocity

The straight line ray paths and the above eguations
assume a constant velocity. A continuously varying
velocity function will give a ray wpath that is a
continuous curve, The curvature of a ray at any point
depends on the gradient of the velocity function at that
noint, V(X%,¥). For a continuous velocity ' function which
is dependent on depth only, V(y), the parametric eguation
4,1 can be differentiated to obtain a relationsaip
between the angle of the ray to ths vertical and the
velocity at any point, from with the ray path can be
calculated:

vcosne.de/dy = p.,dV/dy 4,9

where d6/dy is the curvatwre of the rav.

4,3 Use of the ray-tracing system for a coincident

source and receiver

The modelling system develoned in this chapnter is
for continuous seismic profiles, and the source and
receiver will be assumed to he at the same pnoint, which
is a valid approximation for deep water profiles, when
the water depth is great compared with ths source and
receiver offset, This assumption qgreatly simplifies the
ray tracing system, as the rays can be assumed to travel

to the reflector and back along the same path, with the

-




Fig. 4.2
o
A ray path when the dip of a reflector is greater than 45
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ray normal to the reflecting interface., It may not be
valid in the presence of dips qreater than 45° (FLL 4,2)
but examnples of this are rare.

Ray theory assumes that the wave field can be
decomposed into an infinite set of rays. In practice,
this is usualy replaced by a partial ray expansion (eg
Hron et al 1974) so that only a limited number of rays
are used in the expansion. The conventional method of
ray tracing for this modelling system would be to trace
a partial set of rays from the source and determine
which of them returned to the source area. The problem
with a partial ray expansion is the selection of rays to
trace; some of the rays which could return to the
source area may be omitted, and to prevent this
happening it is necessary to trace a large number of
rays.

Continuous profilingy has the advantage that rays
returned to the source area have the same travel ovath
to and from the reflector and are reflected normal to

the reflector, and this is used to make a faster ray

tracing system, Rays are traced from points on

w

reflector upwards, instead of from the source to the
reflector, with the initial direction of the rav normal

to the reflector. The ray is traced through the ucper

lavers to the surface using eguations 4.3 to 4.8, This is
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repeated‘ at intervals along the reflector, on all
reflectors. Only a few of these rays reach the surface
at a shot point, or within a tolerated distance of a shot
point, and these rays are collected for that shot point,

The spacing of rays traced along a reflector
determines the accuracy of this method., Fewer rays need
to be traced if it is nossible to tolerate small errors
introduced by interpolating rays in between the traced
rays 1if adjacent rays span a shot opoint, and an
interpolation can produce the ray that reaches the shot
point, A sufficient number of rays must be traced
originally so that this error is small;  a spacing of 21
km along the reflectors o»nroduces a sufficiently dense
ray diagram for marine airgun records.

Fige 4,3 1is an example of ray tracing for a
three-layer model. This shows only half the rays traced
for clarity. The rays from equally-spaced interface
points do not oproduce rays at equally-spaced surface
points, Fig. 4.4 is a réy tracing showing the collection
of rays at equally-spaced surface points.

The structure of the modelling vrogram is shown in
Figs 4.5 The ray-tracing part of the program is in the
main program and subroutines SURFCE, RAYS1 and RAYS2,
The subroutine SURFCE calculates y coordinates for each

x coordinate at egual intervals of x alony interfaces,
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START SUBROUTINE PROFIL INPU.T DATA
Plots complete reflec- Basic source function and depth
tion profil, taking Receiver electrical response
reflection times and eceiver array parameters +
INPUT DATA —p——g— amplitudes from MAIN, depth. value
No. of layers, velocities, densities and frequency dependent
Interface coordinates factors from FREQ.
) SUBROUTINE MULTI
W Calculates multiples successively
* J from primary reflections until
multiple amplitude too low.
SUBROUTINE
. MAIN PROGRAM | SURFACE
Calculates ray paths by Calculates y
following a normally incident coord. from every
ray from an interface to the x from input 5 SUBROUTINE SOURCE
surface. P data for each - SUBROUTINE EREQ Calculates source function for ray
Calcalines veflcction time and interface. < ang;e and depth of source, and
gs < Smooths y coord. 4 the sea surface reflection effect
amflitude from ray paths, -
! ray tubes, and reflection i -
coefficients. slopes dy/dx. - For each arrival A
- calculates effect
of source, B
; * : . : Eecelrex, SUBROUTINE REC2
Attenuaticn Calculates response of receiver
SUBROUTINE RAYS1 dispersion in
MAIN " | array for ray angle and depth of
Plots ray paths at equally spaced frequency domain, .
Calls: > intervals along interfaces combines these #oetver, and the sex surface
i = reflection effect
then transforms
into time '
domain as an
arrival.
‘ SUEROUTINE RRYS2 SUBROUTINE ATTENU
Calls: [>< Plots ray paths at equally spaced - Calculates attenuation and
surface intervals —>——<€— gispersion effect for the ray path
SUBROUTINE PROFIT
Calls: { Plots reflection profile with a spike .
* P~< arrival, showing times and amplitudes . SUBROUTINE CMOLT
. Performs frequency domain complex
b g—multiplication, equivalent to time
domain convolution.
~ S ~<

Fig. 4.5 The logical structure of the modelling program.
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attenuation separately using reflection amplitudes from
the top and the underside of an interface, but this
demands flat layers and very careful processing,
Otherwise, attenuation wvalues must be inspired quesses,
and adjusted to fit the data.

The source function and receiver response 1S
calculated or measured as in Chapter 2 The far field
source function 1in the absence of interfaces is the
basic input.for the source function, and the electrical
receiver response and the spatial parameters of the
array — number and spacing of hydrophones 1is the
receiver response input, The depths of the source and
receiver are also needed to calculate the sea surface
reflection effect; these are usually measured
continuou_sly.

Travel time and amplitude modelling

Modelling is divided into two parts, travel time
modelling and amplitude modelling. Travel time modelliny
is relatively simple and fast, involving little more than
ray tracing, and can be used for structural purposes —
determining the effects of dip and structures on a
profile. Amplitude calculation is complex and slower,
involving the calculation of many frequency dependant

effects and 1is wused to elucidate proverties of the

subsurface by comparison of the amplitude and waveform




shape of models with real orofiles.

4,5 Travel time modelling

The one-way travel time of a ray in each layer is
calculated wusing eguation 4.8, and the travel times for
cach layer are summed to give the travel time of the
rave The travel times form the basis of the trace
received by a shot point, Two basic amplitude effects
are calculated for each arrival, and these are used with
travel times to synthesize a spike orofile for
structural modelling. The amplitude effects are ray path
spreading and reflection coefficients, which are
independent of frequency and rapid to compute,

The ray path spreading effect on amplitude is
calculated by tracing a ray tube for each arrcival; a ray
on either side of the arrival ray and at a fixed small
anjle to the arrival ray is traced from the surface to
the reflector. The distance hetween the two rays at the
reflector is the diameter of the ray tube, and ic¢ a
measure of the wavefront area of the tube (Fige 3el).
This 1is inversely provortional to the amnlitude of the
arrival due to ray path spreading (Chapter 3,1) so by
comparison of the diameter of the ray tubes, relative
amplitudes can be calculated, Amplitudes cannot Dpe

calculated at a focus hy ray tracing, as the wavefront

—_‘
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Fig., 4.6
Travel time modelling for the model in Figs. 4.3 and 4.4

area of the ray tube would be zero, which predicts an
infinite amplitude., The phase change associated with the
passage of a ray through a focal pléne or caustic
sur face (Chapter 3.1) must be included when the
frequency dependent effects on amplitude are calculated
(Section 4.6).

The reflection coefficient at each interface is
calculated using values of velocity and density on either
side of the interface, and the incident angle. wave
conversion 1is ignored and equation 3,11 used, The
combined reflection coefficient for the ray path is
calculated by equation 3,12,

Ray tube tracing and reflection coefficient
calculation is done by the main projram (Fig, 4.5). The
subroutine PROFIT  collects the travel times ani
approximate amplitudes for all the rays arriving at the
shot points and vlots the reflection profile obtained
from this with arrivals shown as spikes of various
amplitudes, Fig, 4.6 is an example of tnhnis, corresponding
to the ray traciny models of Figs, 4.3 and 4.4. The
structure seen on the profile appears very different to
the geological model, snowing the use of travel time
modelling, The sea bed anticline appears wider than on
the model and the syncline narrower and the buried focus

of the syncline causes more than one reflection from the




sea bed to be received at the shot points above the

buried focus, The lower two interfaces appear curved
because of the effect of the upper curved interfaca,
Travel time modelling is fast; the model in Fig., 4.6 took

about 1 s of CPU time on an IBM 376/165,

4,5 Amplitude modelling

Complete synthesis of reflection profiles requires
the calculation of the amplitude and waveform shave for
eacn arrival, It includes the effects of multiple
reflections, attenuation, dispersion, }the source and the
receiver into the modelling system, The freguency
dependent factors are slow to compute, as each effect
needs to be computed for each freguency considered.
Including these effects in the calculations increases the
computing time by twenty to thirty times, so full
reflection profile modelling is wusually only executed
when the. structure has been finalised usiny travel-time
modelling.

The subroutine PROFIL is the controlling subroutine
for amplitude modelling. It takes the ray paths, travel
times and freauency indevendent basic amolitude effects
of ray path spreading and reflection coefficients Fron
the main pr.oqram, and initiates the gensration of

multiple reflections and frequency dependent amplitude

s ]




effects.

Multiple Reflections

The subroutine MULTI qenerates multiple reflections
from primary arrivals, The calculations are approximate
as the exact 9Jeneration of multiples would reguire a
senarate multiple ray-tracing system, which would »5e
more complicated and time consuming. Tne following
assumptions are made, which are of limited validity:

l. The water layer multiple is the only multiple with a
significant amplitude, This 1is usuallv wvalid except in
areas with high sub-bottom reflection coefficients.
(Chavter 3.5).

2, The multiple wpath 1is composed of the oprimary
reflection path and one or more vrimary water laver
patns. This is strictly only valid for flat reflectors,
but is a qood appnroximation for low anjles of
ain.(Chavter 3.5).

MULTI adds successsive water laver travel paths to
primary reflection »naths and calculates the reduction in
amplitude due to ray path spreading and reflection for
each multinle. The qgeneration of successive multivles is
stopped when the amplitude falls below a fixed value or
the travel time of the next multiple would excecd that

ot the section to be plotted,

B
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Frequency domain calculations

Frequency dependent effects are calculated in the
frequency domain. Fach effect is calculated separately,
then they are combined and transform~d into the time
domain. The nrocess of freguency domain multiplication
and then fast Fourier transformation (FFT) is eguivalent
to time domain convolution, and is done because it 1is
nuch faster and Dbecause the attenuation-dispersion
effect 1is calculated in the frequeacy domain, The
relative times of the processes for an n point series
are:

frequency domain multiplication: time vroportional
to ng |

FFT: time »nroportional to nlogn;

time Jdomain convolution: time proportional to 12,
The relative times for the time and frequency domain
processes for a 512 voint series is abhout Afl:l,

The number of points used in the series depeads on
the frequency band of interest, and the time duration of
the arrival needed, 1If we are interested in freauencies

w

up to a frequency Fy and assume that freouencies abov

[¢V]

b‘N acre not present, then

where At is the time interval between noints in the time

domain. The number of points, n, needed is given hy
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nddt = T 4,11
where T is the time duration of the arrival. The spacing
of points in the frequency domain is given by

Af = 1/n.At ' 4,12
and

Fig = NAE/2 4,13

N
Fy 1s called the Nyguist frequency. The points above the
Nyguist frequency are tne complex conjugates of the
points below the Nygquist frequency, with the (g%—l#‘()th
point corresvonding to the (,Q_+1—K)th voint for an even n,

The value of the Fy used depends on the highest
useful frequency in the reflection profile, dign
resolution sparker profiling may have useful frequencies
up to 2082 Hz (Lucas 19745. Deeper profiling needs
sources with energy concentrated in a lower freauencv

band, as tha attenuation increases with distance

travelled in the earth and is jreater for hih

frequencies. The airgun records modelled here have Fy
chosen as 167 Hz, whicn corresponds to a <camnling
interval, At, of 3 w3 (equation 4,10). The source

waveform was calculated at a sampling interval of 1 ms,
low ovass .filtered at below 167 Hz to reduce aliasingy and
resampled at 3 ms,

The number of points used depends on At and the

total time duration of the waveform (eaquation 4.11)., The

‘_' | .




airgun waveforms are assumed to have a maximum length
of 35 s, which gives n as 167,

There are three adéitional oroblems in choosinj the
value of n.
l. The fi;st is that FPT routines are wuch faster waen
n is a power of 2; a 254 point (28) transform is about
ten times as fast as a 167 opoint transform, so it is
advantageous to expand the 167 point series to 256
points by adding pnoints with a value of zero to thz2 end
of the 167 point series., This has no effect on the shape
of the freauency spectrumb of the time series, but
increases the number of 9wooints in the freauency
spectrum, giving a smaller freouency interval between
points (eguation 4.,12). The increase in freacuency domain
multiplication time with the longer series 1is not as
great as the decrease in transformation time,
2. The second problem is inherent in doing convolution
by fregquency domain operations. The source waveform is
lengthened by the effects of attenuation-dispersion, the
line receiver effect, the sea surface reflections and the
electrical response of the receiver. If all these
effects were combined by convolution in the time domain,
the received waveform would he lenjythened, as

convolution of the two 3eries of len3yth a and b, for

exanple, gives a new geries of increased length ath-1,




(a) {\VAM

t =0 nth point

(b) SRy = \/

Fig., 4.7 A received waveform of the type in (a) calculated by
FFT, multiplication and FFT, is a periodic waveform (b), and has a
non-causal precursor before the arrival time of the waveform t = O,

due to the non-zero tail of the waveform.
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Experimental time domain convolutions of the 167 point
waveform with the above effects gave a receivad
waveform about 209 points 1long, at. which point the
amplitude had decreased to less than 1673 of the maximum
amolitude.

Convolution by freauency domain operations does not
allow for any extension in the waveform lenjth. To get
a longer received waveform by freguency domain operation
the 167 point source waveform must by extended by
addingy zeros to a length at 1least as 7Jreat as the
expected received waveform, before it 1is transformed
into the frequency domain. An extension from 167 to 256
points is sufficient for the airgun system,
3e The third problem is caused hy tryiny to describe
continuous . data by discrete samples, as time and
frequency domain operations are only exactly eguivalent
for continuous data. The result of discrete sampling
was to produce causality problems, and this almost
caused me to have to work in the time domain, usiny 2a
greater amount of computing time,

A causal time series is zero hefore a certain time,
The Fourier transforms used are discrete, and operiodic;
for example a received waveform of the type in Fia. 4.7a,
with a non-zero tail, transformed from the freauency

domain is a periodically repetitive waveform as in Fig.
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4,70, and would be non-causal — there 1s no finite arrival
time bhefore which the waveform is zero.

The source waveform used is of finite length and
as 1t has been low wnass filtered it can be represented
reasonanly accurately (not overfectly as the filter
cannot have a verfectly sharp cuvtoff s0 a small amount
of aliasing is introduced) by a finite number of points,
say n, and no more than n samnples are reqguired to
describe it in any domain,

owever the waveform is really continuous and of
finite lenath, so would extend infinitely in freauency, s
there is 3 fundamental pnroblem in 730ing from continuous
to discrete data and a related problem in doing time
domain opecrations by their equivalents in the frequancy
domain, as the time and frequency domain operations are
not exactly eguivalent for discrete sampled data,
Although the frequency domain operations cannot be made
exactly eguivalent to time domain operations, an adeguate
description of the data is possible hy careful choice of
the samnpliny rate and number of points. The sampling
rate 1is determined by the highest €freauency (equation
4.19) and nas already been chosen as 3 ms. The number of

points to wuse for an adeaguate description is 1

®
0
wn

ohvinus,

Transformation of a 256 noint source waveform (1467




points increased to 255 by 2zeros) instead of a 167 point
source waveform decreases the soacing of onoints in the
frequency domain (equation 4.,12). The ovoints to ©be
combined with the source waveform are calculated in the
frequency dJdomain at this freauency spacing. The lowest
frequency calculated corresronds to a oeriod of 256
points, and although the source waveform has 1little
time
enerqgy at this freguency (it is zero after lGiApoints) iE
any of the ecffects have a significant response at this
freguency the low frequency information introduced will
make the time series non-causal. This is what nappenad
when I worked with 256 points; the response at tha
lowest frecuency was large enough to give a transformed
time seriés with significant amplitude up to 256 wnoints,
This can be improved by increasing the lenjtn of
the time series hy adding more Zeros hefore
transformation. This decreases the lowes freguency
calculated, but if the extra low frecuency information
introduced decreases with decreasing frecquency the
effect of adding low freaquency information is less. The
disadvantajge of this 1is that more points are neseded,
which increases the c¢omnuting time, and a compromnise
must be found between an adeauate descrivption of the

data and connuting time necded, Increasing the 2586

point source waveform to 512 hefore transformation
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reduced the amplitude at the end of the received
waveform to 1less than 1@’3 of the maximum amplitude,
which I considered acceptable, so n was finally chosen as
512,

Source waveform

The subroutine SOURCE combines the basic source
function and its seca surface reflection in the time
domain to give the downward travelling source waveform
(Chavter 2.2). It uses as input the ‘basic source
waveform in the absence of interfaces, the depth of the
source and the initial angle of the ray to the vertical,
This 1is calculated for each arrival, The 167 vooint
waveform is extended to 512 points by adding zeros and

then transformed into the frequency domain.

Receiver response

The line receiver response and the 3ea surface
reflection effect of the receiver 1is calculated in
subroutine REC2 for each arrival (Chanter 2,4) given the
nunher and spacing of receivers in the receiver array,
and the angle of the ray to the vertical at the receiver,
and the depth of the receiver. The calculations are in

the frequency domain (Chapter 2.4).
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| : , | : b . T Attenuation and dispersion

Subroutine ATTENU calculates the attenuation ana
dispersion effects, givea the ray oath, atteauation
values, and velocities, using equations 3.13 - 3.16. The

. water laver is assumned non-attenuatiag ani
non-dispersive (Chapter 3.,3) which for the short travel

times of interest 1in reflection profiling is a 3003

assumption, Because of this, water laver multiples
having similar travel times as deeper primary
| L ‘ el ‘ i ao
LA T | |=FE ? reflections have a high frequency content, A sepvarate
j’:( gy 44 ;ﬁt‘{‘ < | p :('( JJP‘ {
f‘rif ?? ?§ % dﬁr i % value of O may be used for each layer, or onz total
< 7
(117514 l
Ig { ; f ) value used, \
(-3 1
C (%

: §§ , J ] Combination of frequency dependent effects |
N
! i% ﬁ f % ) | % FREO 1s the subroutine controlling the frequency 1
z |

; { § domain calculations, It initiates the subroutines SOURCE,

g ? é REC2 and ATTENU for eacn arrival, and calls subroutine
|
. , , ) . |

t CHMULT which combines the freauency spectra from SOURCE,
1 ! REC2 and ATTENU, and also the electrical resconse of the |

) receiver, FREQ transforms the result into the time
]
domain, truncates it to 256 voints from 512 and returns ‘

, : g . ; \
the arrival waveform to the szubroutine PROFIL for @ach

arrival, PROFIL combines the waveform for each arrival

at the calculated travel times with other arrivals, and

Fi.g, 4.8 plots the reflection vrofile obtained.

i rofile modelling for the model in Figs. 4,8 and 4,4 ' ' . :
Reflgctlonpo © . P13, 4.8 1is tne reflection profile calculated. from

e




the model of Figs. 4.3 and 4.4, This took about 38g of
CPU time on an IBM 376/165, It shows the reduction 1in
amplitude over anticlines and increase above synclines,
The flat 4int_erfaces helow the seabed appear curved on
the profile due to refraction at the sea bhed, Reflections
from the sub-bottom interfaces show the effect of
attenuation, in the reduction of amplitude and the change
in waveform shape; tne refleétion from the lowest
interface is very weak and low frequency. The multinles
are weak.

They are visible mainly when
the primary reflection is strong, as from the syncline or
from planar interfaces.

The next chaoter gives exampleé of this modelling
system, for comparison with standard nodels and real

profiles, and discusses the use and limitations of the

system,
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CHAPTER 5

USE OF THE MODELLING SYSTEM

51 Introduction

This chapter gives examples of the modelling
system, for standard models such as synclines, anticlines
and faults, and more complicated models for comw»arison
with obhserved profiles, It looks at the usefulnescs of
the modelling system for interpretation, and at its
limitations, and discusses ways in which the system could
be developed further.

All the observed vnrofiles in this chapter are from
tne eastern Mediterranean, which has very complicated |
structures that provide a good test of the modelling
system and where good quality records are normally
obtained because of the prevailing 9good weather, The

profiles are made with an airqgun profiling system, with

3 3

either a 30 in free-firing qun or a 168 in
electrically-fired qun, and a single active section
hydrophone array, an input amplifier and analogue
frequency-modulated tape recording system, and played
out with true amplitudes as a trace on an x-t recorder.
The input parameters used for modelling are:

1. The source wavefrom predicted bhy the theory of

Ziolkowski (1970) using airgun volume, pressure and depth

——
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(Chapter 2.3).

2, The source and receiver depths, which were
continuously recorded, and an average value of depth for
each is used for the model,

3 The impulse response of the recording electronics
(Smith & Owen 1975),

4, tlydrophone arrray parameterss egually spaced and
weighted with 59 hydrophones 1l..17 m apart.

56 Velocities from disposable sonobuoy results or from
published velocities if available,

0o Densities estimated roughly from velocity-density
curves (wWoollard 1962; Nafe & Drake 1963) and adjusted to !
match the observed amplitudes.

7. Attenuation is known to lie within the broad range of

200 - 100 for depths of a few kilometres (Chapter

Q
3.3) and is adjusted within this range for the waveform
shape of the reflections,

8. Structure is estimated from the observed profile and

adjusted until the model fits the profile,

5.2 Standard models and observed profiles

Horizontal layers

A simple horizontally layvered profile shows how the
modelling system can model an observed profile-

reasonably closely, and how it assists in distinguishing

-
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closely spaced layers, and demonstrates the effects of
ignoring sub-hottom multiples and varying the value of
attenuation.

Fig. 5.a is an observed vrofile interpreted as a
sequence of three flat reflectors, one with a stong
sub-bottom reflection coefficient. This was the profile
used in the discussion of intersedimentary multivles in
Chapter 3.5 The observed profile has well controlled
source and receiver parameters, but the values of
velocity, density and attenuation are unknown. Reflection
coefficients were roughly estimated from the orimary
reflection amplitudes and travel times, and velocity and
density calculated from the reflection coefficients and
velocity-density curves and then checked by modelling
and comparing the amplitudes of observed and multiole
reflections with the observed profile, Attenuation is
estimated from the shapne of the sub-bottom primary and
multiple reflections and knowledge of the probable ranje
of attenuation, and again checked by modelling,

These estimates are 1likely to be unsatisfactory
because observed amplitudes are affected by both
reflection coefficient and attenuvation and it is
difficult to distinguish the effects. When the velocity
can be measured by other means, such as variable angle

reflection, and the density estimated from

4
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(d) Synthetic reflection profile, including sub-bottom multiples, Q

(c) Synthetic reflection profile, Q = 50
(e) Synthetic reflection profile, Q = 100

Fig.
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(

for modelling.

(a) A true amplitude observed profile from the
eastern Mediterranean.

(b) Spike profile




velocity-density curves, only attenuation has to bhe
estimated from the profile, so a more accurate estimate '
is possible,

Fige 5.lb is a spike profile calculated from travel
times and approximate amplitudes and Fig. 5.lc is the
synthetic reflection profile., This matches the observed [
profile quite closely, wiggle for wiggle in most parts. It
was difficult to wnlace the reflector below the sea
bottom accurately without modelling, as it overlaos with
the sea bottom reflection, but hy adjusting its position
on the model and comparing the synthetic with the
observed orofile it was mnossible to jet its vosition
reasonably precisely.

The qgreatest discrepancy between the observed and

synthetic profiles is the 3.6 s reflection on the |‘
observed orofile, which is not predicted by the modelling
system, This 1is produced by a combination of three
multiple wpaths and 1is relatively strong due to .the
strony sub-bottom reflector at 1.8 s. The ray paths of
this multiple are drawn in Chaoter 3.5 As an estimate
of the error in the modelling system ignoring sub-bottom
multiple refections, I wrote a subroutine to gJgenerate all
multiples, including intersedimentary multiples, within 2a
fixed travel time for horizontal reflectors, and this was

applied to the model in Fig. 5.lb, to give the synthetic

& ]
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profile Fig, 5.1d. The difference between this and Fiqg.
51c, generated without intersedimentary muitiples is
small, but weak multiples are visible at 2.3 and 3.6 s,
Most reflection profiles have much weaker sub-bottom
reflections than this profile, so the error in the
modelling system generating only water-layer multiples is
generally very small.

The synthetic profile Fig. 5.c was calculated with
a Q0 of 58 for the two sediment lavers. A profile
calculated with a 0 of 100 is shbwn in Fig. 5.le, and it
has higher arnplitud‘es and frequency content for
sub-bottom primary and multiple reflections, The primary
ampltudes and the multiple shapes and amplitudes are a
worse match to the observed profile than Fig. 5.1¢, with
Q = 50, indicating the degree of control provided by
profile matching,

synclines and Basins

Two synthetic profiles of a single layer syncline
are used to show the effects of structural and amplitude
changes due to reflector curvature, The two profiles
have the same shaped syncline, one at a depth of @,8 knm
(Fige S5.2a) and the other at a depth of 2.8 km (Fig. 5.3a).

Fige %2h is the synthetic profile calculated fron
the model of FPig., 5.2a. The profile has no vertical

exaggeration. Structurally the modelled synecline is

-
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narrower at the bottom than the model, which gives it a
more V-shaped appearance, This 1is a Jeometrical
distortion effect, due to non-vertical ray. paths. There
is a constant amplitude from the horizontal sides of the
syncline, which decreases as the surface begins to slope
downwards, due to the convex-upwards curvature which
céuses divergence of rays reflected at the surface,
Reflections from the bottom of the syncline have higher
amplitudes  due to the focussing effect of the
concave-upwards surface, than those from the horizontal
planar parts of the surface, The only multiple visible
comes from the strong reflections at the bottom of the
syncline.

Fig, 5.3b is the synthetic profile calculated from
the deeper syncline model Figs 5.3a. The radius of
curvature of the syncline is less than the depth of the
syncline in this case, so there is a  Dbhuried centre of
curvature ahd the effect is seen in the triplication of
travel times from the shot points over the centre., The
reflections from the sides of the syncline cross above
the bottom of it, forming a V=shape which 1is very
characteristic of a buried centre of curvature,

The amplitude variations are similar to those of
the shallow syncline, but the reflections from the

hottom of the syncline are weaker, as they are diverdging

. -
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from the centre of curvature and have travelled a

gJreater distance relative to the reflections from the

horizontal wnarts of the syncline than in the shallow
syncline model, The amplitude would he very high if the
depth ©of the syncline was the same as its radius of
curvature, so that the centre of curvature was near a
shot point. The inverted part of the syncline should be
extended to each side by diffractiong, whicn rapidly
decrease in amplitude with distance (Hilterman 1978), and
tnhe 1inability of the system to predict this 1is a
significant limitation.
The deeper syncline synthetic has a gain four times '
that of the shallow syncline, ol }
Fig. 5.4a is an observed profile of a basin with a i
gently curving bottom, strongly curving sides and filled
with sediment with a horizontal surface. It has nany
characteristics shown by the syncline model orofiles,
such as triplication of travel times, Fige 5.4b is an
interpreted model and ray tracing, which has Dbeen
adjusted to produce a synthetic profile (Fig. 5.4c) to

match the observed profile. The bhasin appears narrowear

on the profile than the model, and the flanks extend
further into the basin than the sides of the sediment
surface and the sides of the basin bottom; the real |

width of the basin is the width of the sediment surface

L—_———d



82

and basin bottom, not the position of the flanks, The
synthetic profile matches the observed profile quite [
well, in structural features and amplitude variations,
The reflection amplitude is strong from the flat (
sediment surface and concave-upwards basin bottom, and {
weak on the basin sides due to divergence of the rays.

The reflections that have passed through focal
planes (Figs. 5.3a and 5.4b) should have a phase change of
/2 (Chapter 3.1). This is not incorporated in the system
at the moment, due to the difficulty of getting the
system to recognise when it has passed through a focal
plane.

Anticlines and Domes

|

These are structures with a convex-upward ’ }

|

curvature and as in the case of synclines they produce ‘
large wvariations in amplitude due to their curvature.
Figs. 5.5a and 5.6a show models of two domes with a flat
reflector beneath them, and Figs. 5.5b and 5.6b show the
profiles synthesized from them. Dome 1 curves sharply
into the flat reflector on either side, whereas dome 2
curves gently into the reflector. The reflection

amplitude over the domes is low compared with the

reflection amplitude from the horizontal part of the
surface to either side, due to divergence of reflected ‘

rayss There is a buried centre of curvature on either

# |



o
) _ - ~/
— a
— | — B X
-
,,,,, ~ —
= Y8 ~ el —— L st
‘T . e ——
. .
=8 (Vi

100

&Rkl
Tl

gm cc

InN\< O~
T O

Kn 8

5.5

o= B\ By

Fig.

Fig. 5.5a

Ray tracing from Dome 1 model.




... ,f).J-Jﬁl’lr&rsIY e — e e e e e e e — e ——————

———— —— !r.ve».«ﬁJ?.vZIY —— - - — ——— e
———— —— rw ;. f»..__”J..Lvar — —_— e
= ;\_5_ %Jf(..%r?- - ——— —— ———
-— ——— l._IfliImfffZIV e ————— - —

.W.. e

A

. - |

AR o ~——a

REVN A —
At II..“- ,..?;;??55
el m «&Jr?l&(?/??( A i~
ZL:W%{Z(((«IKP

—— A \Jéé(?(»ff»

—— ,:J... s

—— e

z
Synthetic profile from Dome 1 model

DISTANCE IN KM

Fig. B5«5b

T T T T T T T T T e

TIME [N SEC VE« = 1.8 DELAY = 0@




DISTANCE IN KM !

Fig. 5.6 Km g~ gm cc™ Q ‘
1 Doyt 140 |
& 241 171 100
5 Su? 2,80

OJ

m

e

—

i

— Fig. 5.6a

B Ray tracing from Dome 2 model

.



S S IS w /ff./J wf_le\élll e e i e PP - e e i i B A e S i
s PN . ,_ ?.’ o S B R R S - — e
MR e e A S - S s — i —

.\/\_.J??_f..ﬁﬁl — — _——— WA AAA A D e — — e e - - —_—— —_— — ——

n,m%,%z - R —

e PR
) <>
W ———— A
A ¥S
Y A
A A A .
VY
TR ~
M A
) W Y
A
yivv -
.M_v- A
i
.m—.- ~
Ll
(are ~
ok
NSOWR ~
Yoy 2
Y o
Yo A
Yy y
(o AV
oy
LA ~
|
A A
(AN
T e R
AR
._P—AJ A
A A

DISTANCE IN KM

%?
Synthetic profile from Dome 2 model

Fig. 5.6b

ki T N T T T T T T T 1

TIME IN SEC ¥2Ee = 1.0 DELAY = 0




83

] side of the dome, giving triplication of travel times

ra from the shot points above it, and the sides of the (

B domes overlap the flat reflector making the dome appear

wider than.it is, Dome 1, with higher slopes at its

sides, extends further to either side on the profile than

dome 2 ’ (
The flat reflector wunderneath the dome has a

reduction in travel time below the dome due to the

higher velocity of the sediments than the water (pull-up)

and a reduction in amplitude due to divergence of the

rays. The reflection amplitude may become low enough to

be lost in the noise on the record, so that it is

impossible to tell whether there is any reflection

continuing beneath the dome, or whether the reflectors

are truncated at the sides. An example of this on an

observed profile is shown in Fig, 5.7a. This has a sea

bed reflection and a strong lower reflection on either

side of a small dome, which does not appear to continue

beneath the dome, but to be truncated sharply on either

side. There are diffractions from the truncated edges

of the lower reflector, A model was made of this and

adjusted to fit the observed profile, assuming a

continuous reflector beneath the dome, to see whether

this would be distinguishable if it did exist. (Figs. 5.7b

and ¢), The amplitude of the refléction beneath the

‘. ’ : ‘
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dome 1is very low, about 0.1 of the reflection amplitude
to either side of the dome, which could bhe lost in the
noise, giving the impression that there are no reflectors
inside the dome. This result is of importance to the
interpretation of domes in oil-bearing areas, as what may
appear to be a structureless dome on a profile may have
reflectors continuing through it.

Fig. 5.8a is an observed profile of a dome in which
reflectors can just be seen continuing beneath it, and
Figs. 5.8b and ¢ are the model and synthetic profile for
this dome. The layers thin slightly over the dome. The
dome has a larger radius of curvature than the dome in
the previous profile, and because of this the reduction
in reflection amplitude under the dome is less, and the
lower reflectors are visible,

A similar effect is seen in the Cilicia grid survey
profiles (Chapter 6) which has domes of varying sizes,
Reflections from domed sediments are seen below the
larger domes, with the lowest curvatures, whereas the
smaller domes appear transparent. This may be caused by

the above geometrical effect, and cannot be interpreted

definitely as a change in dome structure,
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Cliffs and faults

Cliffs and faults have steep changes in slopes.

Figs. 5.9a and b are a model and synthetic profile of a

, b ‘ cliff with a gradual change in slope at its upper edge

; and a sharp change at its lower edge. It is similar to

beneath the cliff, and on the profile this appears curved

|

| ' , one side of a dome, The model has a flat reflector
»
|

in a downwards direction towards the cliff edge, due to

U S—

y i ()? ” F’C:gi?"f? the two effects of refraction of rays from the sloping
i | = $ ?5(? ? <?z%£A?(~z;\? cliff edge which increases the ray path, and the greater
M- | ' ? - I? ( ; 7 /é
| — 4 % % ?({7 ? 7? %/ /: travel time due to passage through more water and less
‘ &Q | ':7 ? ? ? Z i ; ZJT ); of the highér velocity sediment. Down sloping layers
a ( Z S ; | { § f ! § ? ;7 which end against a cliff edge must therefore be treated
Jgé | Z ; % i with suspicion and checked by modelling as they may be
1;| ! % | flat.
| = ; | f : A real profile would have diffractions from the
| ; r F 5 bottom on the cliff, where there is a rapid change in
N | ! 1 curvature,
N i ; f i | Figs, 5.10a, b and c¢ are an observed profile of a
i“ - | é i P E cliff in the Herodotus grid survey (Chapter 6), a model,
P; j; and the computed synthetic profile. These show low
l T amplitudes over the curve of the cliff edge, and strong
| €0 Fig. 5.10¢ amplitudes at the base due to focussing. The cliff slope

. - : il i ] i ige 5:10
Synthetic profile for caomparison with tbe observed profile Fig. 5.10a 4 & relatively low, about 100' bk the amplitude variations

are quite large,
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A sharp step or fault in a layer produces three
areas of strong reflection, (Figs. 5.lla and b) from the
flat upper surface, the flat lower surface, and the flat
sloping surface, which appears displaced downdip due to
non-vertical ray paths, The position of these strong
reflections may be used to distinguish the position of
the fault plane, although this may be slightly difficult
as the reflection from the sloping surface may interfere
with the reflection from thé lower surface (Fig. 5.11b). A
fault has very sharp changes in curvature and should

produce many associated diffractions (Chapter 3.4).

5.3 Models of more complicated profiles

Domes and basins

Fige. 5.2a 1is part of an observed vorofile in a
complicated area with domes, valleys and basins., It has
very large variations in amplitude, low over domes,
higher from flat parts and very high in valleys and
basins, The effects of buried centres of curvature show

in the triplication of travel times bhetween the two main

domes and associated with the narrow valley or basin to
the right. Fig. 5.12b and ¢ are the model and synthetic
profile for the sea bed reflector only, as although there
are deeper reflections on the orofile no continuous

reflector can bhe identified, The hollow to the left of

L .
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the domes has been modelled as a basin, as an upper and

a lower surface can be seen, but the hollow to the right
has been modelled as a valley; this is very narrow and ‘
reflections from it are confused, and it could also be
interpreted as a basin,

The synthetic profile models the amplitude |
variations quite well, al though there are some
differences in structural detail, The valley or basin
has about the same width as each dome on the model,
which is not apparent from the observed profile.

Some of the shot boints are near the centres of

curvature of parts of the surface, and there is a

problem of how to estimate amplitudes at these points,
as ray theory breaks down in this case and predicts a‘
infinite amplitudes, due to =zero area ray tubes and l‘
reflections from many points. I have 1limited the
maximum amplitude possible, chosen by examination of the
largest amplitude variations seen on records, This is
eight times the amplitude that would be obtained by
reflection from a flat surface.

Undulating structure

Figs. 5.13a, b and c¢ show an observed profile, a
model, and a synthetic profile for a gently undulating
three-layer structure. The dips are quite low, especially‘

the sea bed, but they cause quite large variations in

| i
«" 9
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amplitude. The synthetic profile matches the observed
profile very well, although the model needed many
successive adjustments to get this match. The model had
to be adjusted to give a match in both structure and
amplitude, which provided quite a tight co_ntrol on the
model, and slight alterations have quite drastic effects
on the synthetic. The amplitude is very low over the
anticline parts, and can be very high in the syncline
parts, as the rays are focussed, and produce warnings
from the program that some amplitudes are constrained
to the maximum, as the shot point is too near a centre
of curvature, as is the reflection from the third
interface for the shot point at 4.1 km. The anticline
parts of the third interface are hardly v_isible on the
observed profile, and the synthetic shows this also.

The reflection coefficient of the third interface
needed to be very high for the reflection to be visible
from this depth below the seé bed, The change in
waveform with depth of the reflection helow the sea bed
is also apparent on the observed profile; the sea bed

reflection has a spiky waveform, whereas refections from

the third interface have lost all their spiky character
and approximate to a damped sinusoid of the bubble
oscillation freguency. It is this change in waveform

shape which determines the valu'e of QO to use in the

4. L
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Synthetic profile for comparison with the observed profile of Fig. 5.1lka
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model; a Q of 58 for both sediment layers is used in
this case.
Basin

Fig, S.l4a is an observed profile of vart of a basin,
with a sequence of curved interfaces, whose curvature
increases with depth suggesting that the basin was
sinking during deposition of sediment in the basin. The
sea bed reflection continues over the edges of the basin,
but the two lower reflections end against the sides of
the basin. The basin bottom has a relatively strong
reflection, even through the upper layers of sediment, so
it must have a relatively high reflection coefficient.

Figs. 5.14b and ¢ are a model and synthetic profile
of the basin, and as for the previous model it had to be
adjusted many times to produce a well fitting model.
Some of the reflectors are relatively closely spaced; the
distance between reflectors 1 and 2 is about 288 m, but
they can be distinguished reasonably easily on the
observed profile as they are not exactly parallel, and
the interference effects between the two vary with
their separation. The correct position of reflector 2
was determined_by modelling, and then adj'usting the
model until the synthetic profile matched th.e observed
profile,

The general match hetween the observed and
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synthetic profile 1is quite good, amplitudes matching
quite well, with the main differences being due to slight

variations in structure.

504 Limitations and further development of the modelling

szstem

The modelling system produces synthetic profiles
which are a surprisingly good match with observed
profiles, considering its crude basis of geometrical
optics ray tracing. It provides a very ravpid check for
interpreted structure using the spike synthetic profiles,
and provides a reasonably fast method for synthesis of
complete profiles.

The reason that the system provides such a good
match with observed profiles is probably the accurate
inclusion of all the source and receiver effects into the
system. Using a more accurate ray or wave theory basis
would cause 1little change in the synthetic ©profile
obtained in general, whereas leaving out any of the
effects of source and receiver would have a drastic
effect on the synthetic profile (see for example the
effect of the receiver on waveforms, Fig. 2.,12). Many of
the synthetic seismogram methods that have been
developed for earthquakes and refraction or wvariable

anjle reflections use only a very simple source function
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and completely ignore the 1impulse response of the
receiver, whilst producing wvery accurate and time
consuming ray. or wave theory models, The inclusion of
source and receiver effects into the system increases
the computation time much 1less than using more
sophisticated ray and wave theory propagation models, It
is difficult to calculate or measure source functions
and instrumental responses, but very necessary (Smith
1975).

The modelling system, al though useful, has
limitations, some of which could be removed by further
development, and some of which cannot be removed or are
not worth the extra computing time needed to remove
them. The limitations are of three main types:

1. Insufficient knowledge of input parameters

It is impossible to measure the correct source
function during profiling but possible to do so in
carefully controlled experiments (Smith 1975 and Chapter
2.3). The source function also varies with change in
parameters, so many measured source functions would be
needed for different conditions, If the source function
can be predicted accurately for any conditions this is
much simpler, but it is only possible at the moment for
chemical explosives or airquns (Chapter 2.2). Other

sources, such as sparkers or airguns with wave shapers
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must wuse a measured source function. The impulse
response of the receiver can generally be calculated if
the system is not too complicated, or measured
reasonably accurately. Continuous measurement during

profiling of the parameters which affect the source and

receiver response, such as depth, is usually
straightforward.
Seismic velocity can be estimated from

variable-angle data, but there is no general indpendent
method of measuring density and attenuation (Chapter
4.,4), and estimates have to be made from velocity-density
curves and the observed oprofiles. This produces very

crude estimates, and any subtleties in the profile due to

variation of these parameters are not synthesized.

2. Programming limitations ;
The program assumes constant properties within ]

layers at the moment, It could be extended to include {

continuously wvarying properties both laterally and

vertically, but this has not been done so far as the

method of measurement of the properties calculates an

average for a layer (velocities from variable-angle

reflection), or the properties are known too inaccurately

(density and attenuation). If accurate data on variation

of these properties within a layer were available, such

as from bore holes, it would bhe useful to extend the

. |
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system for continuously varying properties.

The calculation of multiples includes only water
layer multiples, and assumes that the multiple reflection ;1
path is a combination of the primary reflection path and
one oOr more primary water layer paths, The first
assumption 1is reasonably good, as even in areas of
strong sub-bottom reflectors the error involved in 1
ignoring intersedimentary multiples 1is small (section
5.2), but the second assumption is only strictly valid for
flat reflectors and the error increases with angle of
dip (Chapter 3.5)s A dip of 10°, for example, would give l
an error of 1.5% in the calculated multiple time, which

for a 3 s travel time is 45 ms, and is of the order of a \‘

bubble oscillation wpneriod so can cause inaccuracies in |
the interference relationships between multiples and
primary reflections. The multiples could be calculated
exactly if necessary by developing a multiple generation
system which traces rays to get multiple paths, but this
would involve tracing many rays and use more computing

time than the primary ray tracing so has not been

included in the system so far.

The modelling system will not model profiles that ‘
have been processed, A processed record has the
appearance of a normal incidence profile, but is compiled

from traces with varying source and receiver offsets,

e .4
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which travel along different ray paths from the normal
incidence path, and so are subjected to different
effects. The offset traces are corrected for moveout
and stacked to produce a pseudo-normal incidence profile,
and then further processed to reduce bubble oscillations
and multiples and are subjected to amplitude controls.
The moveout correction reduces travel times to those of
normal incidence ray paths, but the amplitude and shape
of arrivals cannot be accurately reduced to a normal
incidence travel path, because the offset ray path
arrivals have different characteristics, such as the
change in reflection coefficient with angle of incidence
and change in frequency response of an array with angle
to the vertical.

A ray-tracing and modelling system which traces
rays for variable offsets of source and receiver would
be needed to model processed profiles, and the offset
models then processed by the same techniques applied to
the processed profiles, The theory of this is simple,
but it involves programming a completely new ray tracing
system as some of the techniques for normally incident
reflections are not applicable, such as tracing rays
initially normal to a reflector through upper layers to
the surface. This has not been developed as the

observed profiles. I have used have not been processed,
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but could be done,

Perhaps the greatest difference ~ between the

synthetic and observed profiles is the absence of noise

on the synthetic profiles. Noise is the unwanted parts
of the signal, and is of two types, background noise,
which 1is always present, and source generated noise
which 1is only noise in the sense that it cannot be
interpreted. It is difficult to include noise on a
synthetic profile as it varies with time and area, and
source generated noise varies in additiion with the
amount of energy present — time after the shot. If
noise 1is to be included measurement of 1its average

amplitude and freguency spectrum must be made on the

observed profile, and used as controls»for a random
number generating process. The inclusion of noise would
make a synthetic profile look more realistic, but it is
not very useful, and could be misleading due to its

random nature. It would be some use in determining

which reflections would be lost in noise, but this can
usually be estimated quite simply and accurately by
comparison with the observed orofile,

3. Theoretical limitations

The modelling system is limited by the validity of ‘
geometrical optics ray theory, which was discussed in

Chapter 3.1, It is most inaccurate where amplitude

L_____—d
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varies rapidly, at foci, caustics and critical points, or
where the radius of curvafure of an interface is less
than the wavelength. Focussing of rays occurs at the
centre of curvature of structures for normally incident
reflections, and when this coincides with a shot point
ray theory would predict infinite amplitude, which
necessitates the use of a relatively arbitrary maximum
amplitude possible in the system, A more valid method
of computing amplitudes at foci would be useful., Critical
points occur very rarely in a profiling system as rays
are usually near vertical and dips of interfaces are low.

Diffractions should be produced when the radius of
curvature of an interface is less then the wavelength,
but these are not oredicted by ray theory, and this is
one of the' most severe limitations of the system, as
diffractions can be very common on vrofiles, Diffractions
can only be generated by wave theoretical methods, as
has been done for single interfaces and a constant
velocity layer by Hilterman (1970) and Trorey (1970), but
it is difficult to see how these methods could be
applied generally to synthesize profiles, and the

computing time needed would be enormously longer,
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CHAPTER 6

REFLECTION PROFILING GRID SURVEYS IN THE EASTERN

MEDITERRANEAN

6.1 Side reflections

The problem

Normal reflection interpretation and modelling of

- necessity makes the assumption that all reflections

originate in the vertical plane of the profile because
insufficient information exists to justify any other
assumption, This chapter examines the geometries which
qivé rise to reflections outside this plane (side
reflections) and the conditions under which their origin
can be deduced from the profile,

Because the incident and reflected ray must be
normal to an interface in reflection profiling, a
reflector that is dipping gives a reflection from a point
which is not vertically below the shot point. Reflections
from points which lie in the plane of the profile can be
dealnt with by normal two=dimensional migration
techniques, whereas those interfaces that have a
component of dip perdendicular to the plane of the
profile will give rise to side reflections which give an

erroneous impression of the interface.

Side reflections may be strong as there is little
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Fig. 6.1

The generation of side reflections from dipping interfaces,
The line of the profile is perpendicular to the page.

(a) single side reflections

(b) compound side reflections

=plane of profile

Fig, 6,3

Side reflections generated by a profile along a valley
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angular discrimination in the plane perpendicular to the
profile plane, the only discrimination being due to the
effect of the sea surface reflection, whereas angular
discrimination within the profile plane is high due to
the linear nature of the receiver array.
Recognition

Where an interface gives rise to a single
reflection (Fig., 6.a) it is not opossible to distinguish
the plane in which that reflection occurs, and a
three-dimensional survey is necessary to determine the
dip perpendicular to the profile plane, and this
three-dimensional information could then be used as a
basis for migration of reflections for three-dimensional
dip. Reflectors have not been migrated for the surveys
in this chapter except for specific cases where true
dips and positions were needed in looking for possible
side reflections, An  automatic three-dimensional
migration system would be very complicated, and use a
vast amount of computer time, and as far as I know, has

not been developed, Depth contour maps have been used

. a8 a basis for the structure in these surveys, and

migrations calculated roughly where necessary.
Where the geometry of an interface is such that
several side reflections (compound side reflections) are

produced (Fig. 6,lb) it may he possible to recognise these
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Cross-cutting side reflections
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on a single profile,

Compound side reflections may produce cross=cutting
refle.ction's which can be easily recognised as due to
side reflections, Figs., 6.2a and 6.2b show isolated small
bumps cutting the surface of a sedimentary basin; these
are probably side reflections or side diffractions.

Compound side © reflections may not give
cross-cutting reflectors, which makes identification as a
side reflection more complicated, A profile along a
valley parallel to the contours (Fige 6.3) could produce a
sequence of three horizontally-layered reflectors, all of
which are sea bed reflections, two of them being side
feflections. Identification of the reflectors as side
reflections and not as a layered sequence of reflectors
would be difficult in this case. 1In practice change in
angles of dip and direction of the side slopes of the
valley would give variations in the amplitude and travel
time of reflections 2 and 3 which could indicate that
these may be side reflections, A reduction in dip of the
valley sides, for example, would give no valley side
reflections 2 and 3,

Side reflections can also bhe generated from
sub-botttom reflectors, Fig. 6.2c is an example of
cross-cutting sub-bottom reflectors, probably due to a

side reflection, A side reflection arriving at a travel
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time greater than most reflections is also reasonably
distinctive, The side reflection at 1646/145 in Fig, 6.12
is an example of this.

The character of a reflection can also indicate a
‘side reflection. Side reflections generated by the
situation in Fig. 6.3 would have the high frequency
characteristics of sea bed reflections, although they
appeared to be sub-bottom reflections.

Two reflection profiling qgrid surveys were made in
the ea>stern Mediterranean in May and June 1974 in areas
where side reflections should occur, to study their

generation and recognition.

6.2 The Grid Surveys

The two areas chosen are in the Herodotus basin,
and the Cilicia basin (Fig. 6.4). Existing reflection
profiles showed that they were areas with complicated
structures, small enough to be covered by a grid survey
in the time available, and with slopes of the structures
proabably high enough to produce side reflections. There
were too few existing profiles to determine the extent,
three-dimensional shape, and probable origin of the
structures, so the profiling surveys also provided a

detailed picture of the geological structure.
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6s3 The Herodotus basin survey

; | i Location
28%40'E 20%0'E 29°00’E

The structures in the Herodotus basin were
estimated from existing vorofiles to have a wavelength of ‘
L3535 5N ' » ] 10 - 20 km and to extend between 3¢ and 59 km in a |
o . north-south direction a;nd an unknown distance east-west,
' ‘ The survey was planned as a rectangular grid of 8 lines
" ‘ in a northeast-southwest direction and 8 lines
s " "' perpendicular to these. The lines were 45 km long and
—_— ) "“’ _ the spacing was 5 km, The northeast-southwest direction
‘ ",AA was the axial direction of the basin, Fig. 6.5 is the
’.“ ' track chart of the survey,
" Navigation
" | the survey was navigated using a radar transponder

buoy and satellite navigation, The buoy was moored at
‘ the centre of the survey area, and a transponded echo
o was received at all positions in the survey, a maximum

range from the buoy of 27 km. A radar fix on the

2930

5 MILES oy

transponder buoy was taken every 5 minutes, It was

difficult to keep the ship on the planned survey lines
Fig. 6.5

Tracks of the Herodotus Basin survey

because of wind and currents, so some of the lines are
not very straight, An error in heading of 2° at the
beginning of a line would give a distance off the line of

1.5 km at the end of the line, so the heading had to be

adjusted carefully; when the distance off the line




162

reached 0.3 km a course alteration was made to bring the
ship back onto the 1line, This demanded very accurate

steering, as the course alterations were only a few

degrees, and the auto-pilot was set to allow the minimum

Map Mean Crossover Error Contour Interval

possible deviation from the desired course. The maximum
Herodotus bathymetry o " % ! sea state during the survey was 3.
Herodotus depth to 73 m 250 " Turning at the end of a line demanded varticularly
:::::::: :agnotica 12 ¥ - careful navigation, and a 188° turn was accomplished by
uncorrected _ turning 99° at 10° per minute, continuing on that course
2:::2:23 ::gn;:ﬁ: 7 ¥ 20 g and using radar fixes to estimate the time to commence
variatio: T o - A . the final 99° turn at 10° per minute. The total 188°
Cillcia bathy ! turn took about 39 minutes, The show rate of turning
Cilicia depth to 36 - Hil " was used as rapid turning put too much strain on the

reflector S

receiver array, and the array would take a long time to

straighten after the turn., The deviation of the ship
Table 6.1, Mean crossover errors and contour intervals for the

survey contour mapse from the planned lines was usually greatest at the

beginning of the 1lines, because of the turn and
difficulty of adjusting to wind and current on a new
course,

The absolute position of the transponder buoy was
determined by satellite navigation, The buoy was checked

for drift during the survey by taking a radar fix on the

i buoy at the time a satellite fix was received. The buoy
did not drift significantly during the survey, but the

satellite and radar fixes showed that the mean position

H;—*
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Fig. 6,6
Herodotus survey profiles in a direction SW-NE, The numbers at the side of the
profile are two-way times in seconds, The vertical lines are hour marks,
approximately 12 km apart, The vertical exaggeration is x 12, There is a
time-variant gain on the records of approximately x 4, initiated by the sea bed.
The records are filtered 5-150 Hz,
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of the buoy altered slightly with time, and the final
navigation was computed using a mean buoy position for
each day; the daily buoy positions were within 2.5 km.

The accuracy of the navigation wpnositions varied
with distance from the transponder buovy; radar fixes
from the buoy were probably accurate to @.1 km at
distances of less than 5 km, and 9.3 km at distances
greater than 20 km. The crossover errors in bathymetry
and sub-bottom bathymetry of the surveys indicate a
mean navigational error of @.,3 km, using mean gradients
for the values (Table 6.1),

General Features

The survey area is in the deep basin betweeen the
Nile cone and the Mediterranean ridge and has a
considerable thickness of sediment., The water depth is
about 3 km, The area is 200 km to the south of the
seismically active plate margins (McKenzie 1972) and is
not associated with the Mediterranean ridge structures.

The profiling system was a 160 in3 Bolt Par airgun,
electrically fired with a firing repitition rate of 10 s,
and a Géomechanique array with a single active section,
having 50 hydrophones in a 60 m length,

Typical profiles are shown in Figs. 6,6 and 6.7, The

area is not an abyssal plain; it has sediment ponded

between highs of an underlying sedimentary layer, The
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Fig, 6,7

Herodotus survey profiles in a direction NW-SE,

The figures 2,3 and 4 on the lower profile are the layers corresponding
to the velocity structure in Table 6,2
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highs reach 9.5 km above the level of the sediment ponds.
The vonded sediment bends upward at the edges of the
ponds, and as this would have been deposited initially

flat this indicates that there 1is still differential

movement between the highs and basins., Below the ponded

sediment there is a sequence of reflectors, the lowest
ones having the greatest dips, The sediment layers thin
across the highs, but they are continuous over them, and
their thickness increases with depth in the basins., There
is faulting over some highs,

The deepest continuous reflector that can be
traced over the area reaches a depth of 3.5 s below the
sea bed, It has been traced by Woodside (1974) over most
of the eastern Mediterranean and was thodght to be the
same as the reflector M traced by Ryan et al (197@) in
the western Mediterranean. A Messinian evaporite
sequence has been identified below reflector M in the
western Mediterranean (Ryan et al 1972), The deepest
reflector in the Herodotus survey will subsequently Dbe
referred to as reflector M,

Sediment Velqcities

A 309 in3 airgun and disposable sonobuoys were used
to obtain sediment velocities in two of the basins in
the Herodotus plain. One velocity determination was

centred at 33°353% 28053'8 in the survey area, and one at




Sonobuoy Layer Velocity kms-1 Depth in km to
bottom of layer
1 water 1653 3,13
2 1072 3635
3a 2,40 3,79
3b 2,48 4,85
4 Je26 6,73
2 water 1653 3612
2 170 3662
3 2,54 520
4 3632 5,55
Table 6,2, Velocity structure in the Herodotus survey area
from disposable sonobuoy data,
Depthy km R6 R4 R4A
2 165 165 165
4 2.8 2,9 \:g.s 2.3
LA
6
B 3.8 4,5
10 3.7
| D.4
12
14 4,5 6od
16 4,8
6,5
Fige 648, Veiocity structure in the Herodotus basin from refraction

lines (R6 and R4) and a veriabli sngle reflection/refraction
line (R4A) after Lort et al (1974),
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33028}L 28935°E in a large basin to the southwest of the
area. The velocity structure was obtained from variable
angle reflections and refractions and the results are in
Table 6.2 The results are similar in both basins,
suggesting that they are probably similar over the grid
area,

There are a few hundred metres of ponded sea bed
sediment with a velocity of 1.7 km séh about 1.5 km of
deeper sediment with a velocity of 2,4 - 25 km s'% then
a variable thickness of sediment with a velocity of 3.3

km s‘1

overlying reflector M down to a depth of about 6
kme The layers corresponding to this velocity structure
are marked ih Fig. 6.7, No deeper reflections could be
identified, and no refraction was found for the layer
below 4, so the velocity below this could not be
determined,

Refraction results in the Herodotus plain have been
published by Lort et al (1974), Their location is shown
in Fig, 6.4, and velocity structures from the three lines
are summarised in Fig, 6.8, Rg is a refraction line, with
a velocity structure calculated for the point 33054'N,
2900@'E which is to the northeast of the survey area and
just outside it, Ry is a refraction line with the

velocity structure calculated for the point 33033'N,

2842 E, just inside the southwest edge of the survey,




Sonobuoy Layer Velocity kms~ Depth in km to
bottom of layer
1 water 1653 3,13
2 1072 3435
3a 2640 3679
3b 2,48 4,85
4 3026 6673
2 Nater 1.53 3012
2 1070 3662
3 2,54 520
4 3¢32 5655
Table 6,2, Velocity structure in the Herodotus survey area
from dieposable sonobuoy datas
Depthy km R6 R4 R4A
2 105 1.5 1.5
4 2.8 2,9 ~ 2,3
308
6
8 368 4,5
10 307
5‘4
12
14 4,5 6.4
16 48 :
665
Fige 668, Veiocity structure in the Herodotus basin from refraction

lines (R6 and R4) and a variabli angle reflection/refraction
1ine (R4A) after Lort et al (1974).
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33°28}L 28935 E in a large basin to the southwest of the
area. The velocity structure was obtained from wvariable
angle reflections and refractions and the results are in
Table 6.2 The results are similar in both basins,
suggesting that they are probably similar over the grid
area,

There are a few hundred metres of ponded sea bed
sediment with a velocity of 1.7 km sl;  about 1.5 km of
deeper sediment with a velocity of 2.4 - 25 km s"% then
a variable thickness of sediment with a velocity of 3.3
km s} overlying reflector M down to a depth of about 6
kme The layers corresponding to this velocity structure
are marked ih Fige 6.7, No deeper reflections could be
identified, and no refraction was found for the layer
below 4, so the velocity below this could not be
determined,

Refraction results in the Herodotus plain have been
published by Lort et al (1974). Their location is shown
in Fig, 6.4, and velocity structures from the three lines
are summarised in Fig, 6.8, Rg is a refraction line, with
a velocity structure calculated for the point 33954,
29°0ﬂ’E which is to the northeast of the survey area and
just outside it. Ry is a refraction line with the
velocity structure calculated for the point 330333L

28942 E, just inside the southwest edge of the survey.
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Fig, 6.9
Bathymetry of the Herodotus survey. The contour interval is 50 m

and highs are shaded
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R4A is a variable angle reflection and refraction line
with a velocity structure calculated for the whole line,
33°33'N, 28°42°E to 32°34'N, 28°09'E, the northeast end of
which is inside the southwest edge of the survey area.
Rg and Ry have velocivties 3.7 - 3.8 km s below 6 km, but
RyA has a velocityof 4.5 km s"l, so it is difficult to use
these results to infer the velocity below reflector M in
the survey area.

Bathymetry

A bathymetric map of the area was compiled from
survey data, and is Fig. 6.9, The water depth is about 3
kme The map shows highs, some of which are
approximately circular, and flat sediment ponds, which
may be at diffferent levels if isolated by highs, as in
Fig. 6.7,

Depth to reflector M

The depth to reflector M was calculated from
travel times and sediment velocities and is shown in Fig.
6.10, The depth varies from 4 to 7 km over the area,
with gradients up to 309 The striking feature of the
map is the strong linear north-south trending high and
basin, Superimposed on the high, and in other parts of

the area are smaller, approximately circular highs.
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Fig. 6,10
Depth to reflector M in the Herodotus survey.,

The contour interval is 250 m and highs are shaded.
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Magnetic anomalies

Fige 6.11 shows the magnetic anomalies in the area,
computed b? removing the International Geomagnetic
Reference Field (IAGA 1967) from total field values.,
Initial computations gave crossover errors that were
very high (Table 6.1); a mean error of 127 in a total
fange of 120), which was hgher than could be caused by
navigational error, and only a very coarse contour
interval could be used., The error was caused mainly by
daily variation of the magnetic field, and the anplitude
of this, about £20Y at this latitude is significant in a
survey area of this size and without high amplitude
anomalies, so an attempt was made to correct the
majnetic values for daily variation. A moored station
majnetometer would be the only accurate method of
measuring daily variation but unfortunately this was not
available for the survey. The nearest land obsevatories
are in Greece, Israel and Egypt, all a considerable
distance away, and it has so far proved impossible to
get any data from them for the time of the survey, This
leaves correction by theoretical daily variation curves
as the only possibility, The anomalies were corrected
using a total field daily variation computed from mean
three-component daily variation curves for the magnetic

inclination and declination of the survey area (Chapman
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Magnetic anomalies in the Herodotus survey,
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and Bartels 1949), These theoretical daiiy variation
values will be in error if the days are magnetically
disturbed; the Kp index, the world index of magnetic
disturbance, shows that for the four days of the Survey
three of the days are normal and one is disturbed (World
Data Centre a 1974), The daily variation estimate will
be.in error at least for the one disturbed day, but in
the absence of a station Magnetometer this is the best
estimate that can be made. Correction of the magnetic
anomalies for daily variation reduced the mean crossover
-error to 7Y%, and made it possible to contour the values
with a 20% contour interval,

The grid is in an area of regional negative
anomalies, and the values range from -49 to -169Y. This
is consistent with the zero value of -1097% useg for the
castern Mediterranean by Matthews (1974),

There is an anomaly at the southwest side of the
grid of +89g X relative to the rest of the griqd., Only one
side of the anomaly is inside the survey area but a very
fough estimate of the maximum depth of the magnetic
body can be made by Measuring the width of the maximum
Jradient and comparison with models for vertical sided
blocks (Vacquier et al 1951). This gives a maximum depth
of about 38 km, There are no shorter wavelength

anomalies associated with the highs in reflector y,
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includinq the linear north-south high.
Origin

The structure of the area could be caused by
syn-depositional folding or diapirism,

The evidence in favour of syn-devositional folding
is the general structure of the area, the linear
north-south feature, and the thickening of the sediment
layers in basins. Against this hypothesis 1is the
detailed structure of the area, such as the formation of
domes, the restriction of structures to a relatively
small area, and the recent sediment rising at the edges
of the basins, which shows that there is still movement
at the present time., This would require a compressive
force in the area, which is not expected as the area is
not near a plate margin, and is not associated with
Mediterranean ridge structures,

Diapirism provides a better explanation of the
structure of the area. The shapes of domes, rim
synclines, the gradient at the sides of the domes and
faulting abhove the domes could all be caused by
diapirism, The diapiric material must be below reflector
M, as this is continuous over the area.

Diapirism can be caused by movement of sedimentary

or igneous material, The magnetic anomalies in the area

show that the diapirism is not of igneous origin as
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there are no anomalies associated with the domes.
Sediment diapirism is indicated by the concentration of
the domes in this relatively small area of about 68 km
square, in the deepest parts of the Herodotus basin with
the greatest thickness of sediment, and by the similarity
to the sediment diapirs in the western Mediterranean,
although reflctor M is continuous over the survey area
unlike in the western Mediterranean where it is pierced
by diapirism.

The sedimentary diapirism may be evaporite (salt)
or mud diapirism, but there is no definite evidence to
suggest which, Unfortunately no wvelocities Dbelow
reflector M could be measured or could be used from
published velocity data. The area may be similar to the
western Mediterranean in having a salt layer below
reflector ™, Gravity measurements over similar domes
near this area have sharp negative Bonguer anomalies
associated with the domes, (Woodside 1974) showing that
there is a low density material at depth beneath the
domes, which suggests salt rather than mud.

The reason for the north-south trends in the area
is difficult to determine, Linear salt features in an
area Jenerally have the same trend, so this may be a
regional trend, In northern Europe there is a trend

which is thought to be basement controlled (Murray 1966),
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but there are no magnetic anomalies associated with the
north-south trends 1in the survey area so bhasement
structures are not the cause. The Gulf of Mexico has
salt structures which are controlled by a sediment
loading effect and are parallel to a coastline or delta;
the Nile «cone which supplies the sediment to the
Herodotus basin has a northeast-southwest edge adjacent
to the basin in this area so sediment loading does not
provide a good explanation.

Side reflections

The depth contour maps Figs. 6.9 and 6.10 give the
unnigrated magnitude and direction of dip for reflection
positions, from which the sideways distance and direction
of reflectio'n points can be calculated. Migration would
alter the structures on the contour maps by reducing the
width of the rises, increasing the width of the basins,
and increasing the depth of dipping layers (chapter 5
models),

The sideways distance of a reflection point for a
side reflection from the line of the profile depends on
the slope of the interface. The maximum slope on the
bathymetry map is 1 in 5, and for a vertical depth of 2.9
km for the reflecting point the sideways distance of the

point is 0.6 km, The travel time to this point is not

very different from a vertical travel time so compound
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side reflections from the sea bed should arrive at about
the same time as the first sea bed reflection. A side
reflection could probably only be  identified by a
cross-cutting relationship in this case and there would
need to be a suitable high angle slope less than @.6 km
distant,

This applies to regular reflections, but
diffractions could be produced from any angle, at any
distance, although diffractions are generally lower
amplitude,

Side reflections can also be generated from the
sub-bottom reflectors. These have higher slopes, and the
side reflection points can be further away. The maximum
slope on reflector M is 1 in 2 and the maximum sideways
distance of a reflecting point for a vertical depth of 5
km would be 2.5 km, ignoring ray path refraction in the
upper sediments, which gives a two-way travel time of
about 7 s,

The bathymetry map was overlaid with the track
chart and the track ‘examined for positions where

compound side reflection could occur. The criterion used

was a steep slope with contours roughly parallel to the
track and less than 0,6 km distant, or less steep slopes
nearer the track, and a flat or gently dipping area below |

the shot point., Diagrams were drawn of possibilities and

_—_



Predicted Observed

Position Travel time| Position Travel Time | Characteristics
1750=1810/144 665 not observed
1840-1850/144 6o7 1850/144 6.8 high frequency
0840-0900/145 663 not observed
1640=1650/145 608 1640/145 6o2 high frequency
0520-0600/146 665 not observed
1200-1220/146 665 1210/146 6o2=645 low frequency
1330=1350/146 6o7 1340/146 6.6 low frequency

Table 6,3, Herodotus survey side reflection predictions from the

reflector M contour map, and observed side reflections,
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Gippping reflectors migrated back to their true
positions,

An ‘example in which compound sea bhed side
reflections could occur could not be found. This was
because the steep slopes are mainly north-south or
occasionally east-west in direction, whereas the grid
lines are at 45° to these so they not not run parallel
to the steep slopes. A survey with north-south and
east-west tracks might have produced sea bed side
reflections, There are also very few examples on the
profiles of compound sea bed reflections in the plane of
the profile — there are only a few cliffs with
overlapping reflections (Chapter 5 models) eg. Fig. 6.6 at
"215/145; Fige 6,7 at 2300/143, which suggests that
similarly there should be few, if any, compound sea bed
side reflections,

The deeper layers with higher slopes should have
more possibilites for side reflections as reflections
could come from a greater distance sideways. More
overlapping compound reflections from the deeper
reflectors in or near the profile plane are seen on the
profiles, The steeper slopes of reflector M are mainly
but not totally in a north-south directions. Seven

posgsibilities were found for compound side reflections

from the reflector M contour map, of which four could be
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Possible side reflections in the Herodotus survey
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seen on the profiles, at 1850/144, 1640/145, 1216 and
1340/146 and these are shown in Fig, 6.12, Table 6.3
details these predicted and observéd side reflections,
Two of the observed side reflections, at 1859/144 an3
1640/145 are hyperbolic~-shaped reflections or
diffractions with a greater reflection time than the
other reflections., The other two show cross-cutting
sub-bottom reflections at normal travel times.,

The shape and frequency content of side reflections
provides an indication of their origin, The hyperbolic
side reflection at 1640/145 has the high frequency
waveform characteristics of a sea bed reflection. The
reflection at 185%/144 is too weak for the frequency
characteristics to be identified, but both this and the
1640/145 reflection have hyperbolic shapes corresponding
to calculated diffraction hyperbolae for the travel time
and water velocity. Estimation of velocities wusing
diffraction hyperbolae is not a very accurate method of
determining velocities (Chapter 3.4) but this does at
least indicate that the side reflections at 1858/144 and
1640/145 are probably sea bed diffractions, not from
reflector M, Their travel times indicate that they must
come from a horizontal distance of about 4 km from the
profile. The bathymetry map shows that there are rises

at approximately these distances that could give
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diffractions. The side reflections at 1210 and 1340/146
have the freguency content of deep reflections and
probably come from reflector M

The five side reflections from reflector M which
were predicted but not seen on the profiles either
cannot be distinguished, or not exist, probably bacause
of inaccuracies in detail in the reflector M contour map,
as small differences in slope or direction of contours
could prevent side reflections occurring. No other side
reflections could be seen on the profiles except the
four described in Table 6,3, two of which were probably

or aiff/ad{bu

sea bed diffractions and two side reflectionsA from
reflector M. This is surprising, as more.cross-cutting

compound reflections which appear to come from in or

near the profile plane are seen on the profiles,

suggesting that there should be significant number of
side reflections, These may not exist, perhaps due to
the orientation of the profile tracks at 45° to the main
structures, or may not be visible on profiles if they not

not produce distinctive cross-cutting reflections,

6.4 The Cilicia basin survey

Location
The area of complex structures in the Cilicia basin

wae estimated to be smaller than in the Herodotus basin,

.
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Fig. 6,13
Tracks for the Cilicia Basin survey.

The dashed lines are sparker tracks and the solid lines are airgun tracks
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and a smaller survey was planned. The wavelength of
structures was also smailer, and a «loser line spacing
was used. The survey grid was rectangular, with 6
north-south lines 15 km long and 4 east-west lines 20 km
long, with a line spacing of 3 km. Fig. 6.13 is a track
chart of the survey.
Navigation

The survey was navigated with a radar transponder
buoy and satellite navigation, as in the Herodotus
surveys, Thé planned survey had a small area and closely
spaced lines, and the structures of interest were in the
top 1 s of the sediment, éo to enable faster turns to be

made than 1is possible with an airgun system, a 5 KJ

sparker and sparker array were used. The sparker lines

are the dashed lines in Fig. 6,13, The transponder buoy
did not move significantly during the survey, and a
single transponder buoy was used for the whole survey.
The accuracy of computed positions is similar to that in
the Herodotus survey. Crossover errors in bathymetry
and sub-bottom bathymetry give a mean total navigational
error of about 03 km,

General features

The survey area is in a water deth of about 1 knm

between Cyprus and Turkey. The general tectonics of

this area are not well understood; McKenzie (1972)
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Suggests a plate margin extending from the Gulf of

_ Iskenderun through Cyprus to join the Cretan arc near

| Rhodes, This would be g northward dipping trench

consuming the African plate at the western end of the

arc, changing to strike-slip motion at the eastern enq,

and the Cilicia basin would be in a back-arc area. The

scarcity of earthquakes in this area makes this a very

tentative - suggestion, It is also unknown whether

Structures in the Kyrenia range in Cyprus continue

beneath the Cilicia basin into Turkey.

| Figs, 6.4 to 6,17 are typical profiles of the ‘
l"l. '. | survey, Their quality is inferior to the Herodotus
i il
M; i' survey profiles as the source is less power ful and the
:’f:':‘”jl:;‘ ‘ array noisier, The penetration is much less, up to 2.8 s,
5.’*!:',,’[’,/,'! N | compared with 4 s for the Herodotus survey, because of
!” § the lower sparker power and higher frequency signal
""}“" ' 'f- S which is attenuated more rapidly, |
| |
‘:; The profiles show a layered sequence of reflectors
'5 ! and a deeper reflector which is broken and discontinuous,
| ' /;;vx :4,‘ L‘é !’ and in some vparts is an overlapping sequence of
}i |’M"»'}"“ g ! hyperbolic diffractions, fThis may be reflector M, but as |
i g AR e ‘
:ilﬂ.;["’:;‘m";f".,,‘""“ é this survey is not connected to Woodside’s (1974)
‘f ?__“ E’{N:\” 7h",‘:'.," K :g profiles positive ldentification of this is not possible, |
\: \ “‘ ’v';;“i,),?i'xg'“.f‘, g S0 this reflector will be called subsequently reflector !
g {s"::' RN AR @ S The depth of reflector S varies from 0.3-0,8 8 below
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4 the sea bYbed, and no coherent reflections can be seen
'
| 3. b from below this,
[ ! i ; i
| ] : ! ! | 2
1 ! i : | The north-south tracks (Figs. 6,14 and 6.15) show
N I Y §
, T i that there are small rises of less than @.05 s amplitude
| 1 i
| | w 4 :
| ! i 1 3
‘ A and 1-4 km across in the southern part of the area,
’ b
! l
l § I These have a transparent layer beneath them in which no
1 H
i i
f 1 reflectors can usually be seen except the lower
\ 1} |
I B ! reflector S, which is continuous below the rises in most
| !
: | cases, generally rising also, or is occasionaly very
| : '
P broken with many associated diffraction hyperbolae,
: | |
{ ; sugjgesting faulting. The upper sediment layers end
1| g
| ' } abruptly against the rises or the reflectors die out
| i into the rises, There is a marked focussing effect in the
1
1 ! synclines between rises, with the reflections having high
! |
i ] !
R X amplitudes,
i e e o ',,')-n,;y;g,,',’/.;,\;'4,;"‘ 0 The rises decrease in frequency and increase in
; | iy i) t(';.:"'"";.‘é ;_'544:"',‘; §
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Sonobuoy Layer Velocity kms-1 Depth in Km to
bottom of layer
2 water 1653 0,92
2 1,96 1625
3 water 1,53 1,00
2 2,10 1.54
4 water 1453 1613
2 2,12 2,08
3 4,30 -
5 water 1,53 1,10
2a 2,02 1652
2b 2,22 1083
2c 2,88 2,15
3630 3652
6,66 4,00

Table 6,4, Velocity structure in the Cilicia survey area

from disposable sonobuoy data,
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Sediment velocities

A 300 in3 airgun and disposable sonobuoys were used
to obtain sediment velocities in the less disturbed areas
on three sides of the grid. The airgun tracks are shown
as solid lines in Fig., 6.13. Five sonobuoys were used and
good results were obtained from four; sonobuoy 1 had a
noisy hydrophone suspension which made picking arrivals
very difficult and no useful results were obtained from
its The interpreted velocity structure is given in Table
6+4.

Sonohuoys 2 and 3 obtained reflections from only
one sub-bottom reflector, which hy comparison with
travel times at wvertical incidence was identified as
reflector S, The depth to this is 0,3-1 km below the sea
bed, and the velocity in the sediments above it is about
2.5 km &1, Sonobuoy 4 obtained a refraction velocity of

4,3 km sl for the layer below reflector S This is
high, and may be a salt layer. The thickness by this
layer is unknown as no arrivals were obtained from below

this,

Sonobuoy 5, on the track to the north of the survey
area, had the deepest arrivals, It recorded arrrivals
from three layers above reflector S, with velocities

2,0=2,9 km s‘% and from two layers below ity 3.3 km g1

to a depth of 2.5 km below the sea bed, and 6.7 km a~l to
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The bathymetry of the Cilicia survey,
The contour interval is 50 m,
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a depth of 3 km. These can be identified with
reflections on the normal incidence airgun profile., The
absence of the 4,3 layer in this position is puzzling, as
sonobuoy 5 was dropped only about 12 km from sonobuoy 4;

if there is a layer intermediate in wvelocity between
the 3.3 and 6.7 layers for sonobuoy 5 this may not be
visible because the reflection coefficient is too low, or
its upper surface is too broken in this position for the
propagation of head waves along the interface. A broken
upper surface of a salt layer may also be the reason
that no refractions were obtained from the reflector ™
interface in the Herodotus area.

Bathymetry

Fige 6.18 is the bathymetry map of the area

. compiled from survey data. Crossover errors for this

and  the following map are given in Table 6.l. The sea
bed increases in depth from 994 m in the south to 1100 m
in the north of the area, towards the deeper parts of
the Cilicia basin, and has an east-west valley of 1150 m
in the nothern part of the area. The contours run
roughly east-west, The larger bumps on the profiles
show on the bathymetry map in the nofthern oart of the
area, and have an east-west elongation. The smaller
bumps seen on the profiles to the south are too low

amplitude to appear on the bathymetry map at the
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‘ contour interval of 59 m,

Depth to reflector S

The depth to reflector S was calculated using a

velocity in the upper sediments of 2.1 km g1

| \
| o : shown in Fig. 6.19. The reflector increases in depth from ]

o ' '
\\woo ,900/’_-“-/ | 1306 m in the south to 196# m in the north, There is an |

iy .
o |
| R @ &D e .» east-west structural trend and there are also high
| i
Eh \\\\\fTEL,///’“mOO-‘_///?;;;\\\\—fjﬁﬁ::::;;;;;fnoo 1 5| 400 hich i 1
i amplitude bumps, up to m, which are circular or
C;//2 <<§///’\w

and 1is

CB\O_C:) &P __JO,SOO ‘ elongated in an east-west direction., The larger bumps to

—
=

. \ the north appear on the contour map but the bumps seen

on the profiles to the south are too small. The

structure appears to bhe a series of circular domes

superimposed on reflectors dipping to the north, causing

| elongation of the domes in an east-west direction,
|

:

|

|

Origin '
' |

|

|

|

‘ . L transparent effect under the smaller bumps could bhe a
| Depth to reflector S in the Cilicia survey,

; ' ‘ The bhumps in the area are probably sedimentary
/ = .
| / I MILE |
i el | domes -— reflectors can be seen continuous and domed |
1 | ‘;
‘ ¥
1 3320 : under the larger bumps, and reflector S is continuous
3 ; under all the bumps, although very broken in places, The
I Fig 6.19 '
I

The contour interval is 100 m. : j geometrical ecffect of a small dome which reduces the
| reflection amplitude (Chapter 5 models),

Theories of the origin of the structures in this

area must explain the ecast-west trend, the domes, and

their restriction to a small area, as other profiles show
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that doming does not exist further south or north, and
not immediately to the east or west.

A compessional plate margin through Cyprus would
produce north-south compression in the area giving
east-west folds, but this does not explain the elongated
domes and the restriction of structures to this area.

The domes could be due to diaprisim, and the
east-west structures could be caused by a sediment
loading effect causing structures parallel to the coast
of Cyprus and Turkey and the source of sediment, or
folding on which diapirism is superimposed, The diapiric
movement occurs below reflector S, as this is continuous
although broken, and the transparent domes are probably
not diapirs themselves but sediment doming in response
to underlying diapirism, Unfortunately magnetic data for
the survey 1is not available; this could have shown
whether the diapirism was sedmimentary or igneous, The
velocity of 4,3 km s} below reflector S could be either
salt or igneous, Evidence against salt diapriism is that
it would be expected to occur in the deepest and
thickest parts of the Cilicia basin, assuming that there
was salt deposition throughout the basin, and the survey
area is not the deepest nor thickest part of the basin,

The diapirs may be of igneous origin, perhaps associated

with the possible bhack-arc location of the area; Jongema
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(1975) has found a ridge, which is probably igneous in
the back-arc area of the nearby Cretan Arc, However
structures in this area are discrete domes, not a ridge,
and also similar domes exist in other parts of the
eastern Mediterranean near Cyprus; to the northwest of
Cyprus (Lort et al 1974) and to the northeast of Cyprus
(unpublished Cambridge data). These also occur in
localised areas, not necessarily associated with the
greatest sediment thickness nor the deepest parts of
basins,

The velocity of 6.7 km sl is high to find at 3 km
depth below the sea bhed, and is probably the basement,
which can be seen on other reflection profiles dipping in
to the Cilicia basin from the coasts of Cyprus and
Turkey but goes too deep to he followed beneath the
basin and has not been connected between Cyprus and
Turkey. It may be possible to trace this with a more
powerful profiling system.

Side reflections

The depth contour maps Figs, 6.18 and 6.19 give the
unmigrated magnitude and direction of dip for reflection
positions and could bhe used as a basis for migration,
which would alter slightly the structures on the contour

map,

The maximum sea bed slope observed in the area is
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1 in 16, which is oroabaly too low to give distinct
compound side reflections, as for a water depth of about
1 km the maximum sideways distance of a reflecting point
would be 100 m. A very rapid change in slope would be
needed for a compound side reflection to be produced,
from zero to 1 in 18 in 168 m, which is a very tight
radius of curvature of the surface, and exists in only a
few positions in the survey. An example is in Fiqg. 6.14,
28 minutes from the south end of the profile where
there is a sea bed cliff with a small radius of
curvature at its lower elge, giving a distincive
overlapping reflection of an in-plane compound reflection
(Chapter 5 models). Reflections come from a finite area,
not just a point (Chapter 3,1) so reflections from
'poin‘ts' 160 m apart will be difficult to distinguish.
Single side reflections will be probably the only side
reflections from the sea bed that can be distinguished,
The deeper layers have steeper slopes, and have
more possibilities of generating compound side
reflections. The maximum slone of reflector S is high, 1
in 1.5, and could give a reflection point up to 1 km
distant with a travel time of about 2 s. Reflector S is
associated with many diffraction hyperbolae, and

sideways diffractions could also occur. The east-west

survey lines are parallel to the structures, and is the




Table 6050

Predicted
Position Travel time
0805 1.8
1250 169
2050 168
2320 2,0

Cilicia survey side reflection predictions frem the

reflector S contour map,
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direction for detecting compound side reflections if
they exist.

There -are only four positions in the survey with
high slopes having contours approximately varallel to the
track where compound side reflections could be
generated, and these are detailed in Table 6.5 Reflector
S on the profiles in these positions is very broken with
associated diffraction hyperbolae so that any compound
side reflections could not be recognised, This is
unfortunate, as although the area had structures and
slopes which should be sufficient to produce compound
side reflections, because of the broken nature of
reflector 8 they cannot bhe recognised on the profiles by

cross-cutting relationships or greater travel times.

6.5 Conclusions

The two surveys have vielded only eleven positions
from which compound side reflections could be expected,
and of these only two were seen on the records, with a
further two side diffractions, The areas had complex
structures with high slopes from which many compound
side reflections could have heen expected, thch suygests
that compound side reflections that can be distinguished

on profiles are probably rare, even when there is an

indication from a gqrid survey that they should be
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present,

The Herodotus survey area may have produced more J
I
I

side reflections if the tracks had not been oriented at

45° to the main structures, and side reflections may ‘ |
have been recognised in the Cilicia survey if reflector S
had not been so broken, so other areas may produce |
profiles with many side reflections, but the results of
this chapter indicate that this is probably rare, and the
error in modelling a three-~dimensional reflection profile
with a two-dimensional structure may not be very
significant unless the structure is required very
accurately, as .for example for drilling,

The only side reflections that can be recognised on
a single profile are compound side reflections, which can
be recognised by cross-cutting reflections, qgreater .
travel times, and frequency and shape characteristics, A
three-dimensional survey is the only way' the plane of a
single side reflection can he determined, and
three-dimensional information is necessary for migrating 1
dipping reflectors back to their true positions, as
conventional migration technigques have to assume that
all reflections come from the plane of the profile,

In many cases a three-dimensional survey ls useful
on 1its own for determining structures without the

involvement of migration, as has bheen done for the two




surveys in this chapter, provided the ceffects of dip are

recognised; The true structure should have the width of
rises reduced, the width of the basins increased and the
depth of the dipping layers increased. Two-dimensional

modelling is useful in determining the effects of dip on

structures,
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