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## Abstract

Part I of this thesis is concerned with cavity optomechanical systems subject to periodic driving. We develop a Floquet approach to solve time-periodic quantum Langevin equations in the steady state, show that two-time correlation functions of system operators can be expanded in a Fourier series, and derive a generalized Wiener-Khinchin theorem that relates the Fourier transform of the autocorrelator to the noise spectrum.

We apply our framework to optomechanical systems driven with two tones. In a setting used to prepare mechanical resonators in quantum squeezed states, we find and study the general solution in the rotating-wave approximation. In the following chapter, we show that our technique reveals an exact analytical solution of the explicitly time-periodic quantum Langevin equation describing the dual-tone backaction-evading measurement of a single mechanical oscillator quadrature due to Braginsky, Vorontsov, and Thorne [Science 209, 547 (1980)] beyond the commonly used rotating-wave approximation and show that our solution can be generalized to a wide class of systems, including to dissipatively or parametrically squeezed oscillators, as well as recent two-mode backaction-evading measurements.

In Part II, we study nonreciprocal optomechanical systems with several optical and mechanical modes. We show that an optomechanical plaquette with two cavity modes coupled to two mechanical modes is a versatile system in which isolators, quantum-limited phase-preserving, and phase-sensitive directional amplifiers for microwave signals can be realized. We discuss the noise added by such devices, and derive isolation bandwidth, gain bandwidth, and gain-bandwidth product, paving the way toward flexible, integrated nonreciprocal microwave amplifiers.

Finally, we show that similar techniques can be exploited for current rectification in double quantum dots, thereby introducing fermionic reservoir engineering. We verify our prediction with a weak-coupling quantum master equation and the exact solution. Directionality is attained through the interference of coherent and dissipative coupling. The relative phase is tuned with an external magnetic field, such that directionality can be reversed, as well as turned on and off dynamically.
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## 1 Introduction

Quantum mechanics had its beginnings in 1900, when Max Planck postulated the existence of a smallest "energy element" (German: "Energieelement") in order to explain black-body radiation [6]. In his original article, he considered a large collection of resonators in a "medium enclosed by reflecting walls". Introducing Planck's constant $h$, he posited that the energy in every resonator and every light mode be quantized in units of $h \cdot \nu$, where $\nu$ is the frequency of that mode. It would be a stretch to call such a system cavity optomechanics, but now, more than a hundred years after this discovery, there is renewed interest in the interaction of electromagnetic modes in a cavity with (mechanical) resonators, as evidenced by this thesis.

What is new about this revival of interest in basic quantum-mechanical systems is the unprecedented level of control over the quantum states of such systems that we have today. In the early days, physicists believed that quantum theory was only a valid description of statistical ensembles containing many particles. The implications of their theory for individual particles made many physicists of the time uncomfortable. This is perhaps best illustrated with Schrödinger's thought experiment of a cat in a box that is prepared in a superposition of dead and alive [7], which he conceived to prove is own theory ad absurdum.

Despite early ridicule, the stranger predictions of quantum mechanics such as superpositions and entanglement have since been verified experimentally many times over and their existence is no longer up to debate, although the question remains how large systems can potentially be while still exhibiting detectable quantum effects. The mechanisms that limits the size of objects that exhibit quantum effects is the interaction of a system with its environment, leading to decoherence [8-10], which is perhaps best illustrated via example.

Let us consider a particle prepared in a spatial superposition of being at two positions, A and $B$, in contact with a gas. Such a state can be written $|\Phi\rangle=(|A\rangle+|B\rangle) \mid$ gas $\rangle / \sqrt{2}$. If a gas molecule passes through A , it will either scatter or not, depending on the state of the particle, leading to the entangled state $|\tilde{\Phi}\rangle=(|A\rangle \mid$ scattered $\rangle+|B\rangle \mid$ not-scattered $\rangle) / \sqrt{2}$. If we were able to determine the state of all gas molecules before and after, we would find
out whether the particle is at $A$ or $B$. For a macroscopic number of gas molecules, this is clearly impossible, and the information is lost instead. Without further measurements we remain ignorant of the state of the gas, such that the correct description of the particle is a mixed state, captured by the reduced density matrix $\hat{\rho}_{S}=\operatorname{Tr}_{\text {gas }}[|\tilde{\Phi}\rangle\langle\tilde{\Phi}|]=(|A\rangle\langle A|+$ $|B\rangle\langle B|) / 2$, where $\operatorname{Tr}_{\text {gas }}$ denotes the trace over the Hilbert space of the gas. Before the decoherence occurred, the particle was in a known state, $|\psi\rangle=(|A\rangle+|B\rangle) / \sqrt{2}$, that could be manipulated, but afterwards, we have lost the information about the state of the particle. This is evidenced by a density matrix that is proportional to the identity and thus invariant under all similarity transformations. Pure states can interfere, whereas particles in a statistical mixture do not interfere, having lost their coherence.

As described above, the environment is commonly believed to always be detrimental to quantum coherence. In the example above this is true because the gas couples to the position of the particle, such that it acts to suppress spatial superpositions. Zurek argues that in general, decoherence affects quantum states with clear classical analogue (so-called pointer states [11]) the least, thus explaining why we only ever observe robust classical states in everyday life. In recent years it has become clear, however, that specifically engineered environments can lead to quantum coherence. Akin to a body assuming the temperature of its surroundings, a quantum state can adopt properties of its environment (we will meet an example where a squeezed environment induces a squeezed motional state in a mechanical resonator in Part I, Sec. 3.2). Or consider a typical tube station, in which passengers are directed by signs, escalators, and walls, leading to an efficient flow. Analogously, specific transport properties can be induced by connecting a system to a tailor-made reservoir, and Part II of this thesis will consider scenarios in which directional flow of particles is achieved in this way. Overall, this paradigm is known as reservoir engineering [12], and it might become an invaluable tool in the quest for viable quantum technologies.

While of great fundamental importance, decoherence is also encountered every day in the lab, and presents one of the biggest hurdles for the design of quantum devices. Such devices aim to use quantum mechanical effects such as coherence and entanglement for technological applications. One could contest that quantum physics already underpins virtually all of modern technology, illustrated best by the example of the the transistor that powers computers. In fact the majority of $20^{\text {th }}$ century's key insights and technologies - understanding the periodic table, modern material science, solar cells, lasers, MRI scanners - hinge on quantum physics. But while last century's inventions rely on quantum mechanics as description of materials and light, the next generation of quantum devices will be designed to manipulate quantum states of matter. This is captured perhaps best in the European Quantum Manifesto [http://qurope.eu/manifesto], which is an
attempt to describe what the second quantum revolution might look like. The manifesto highlights four core fields in which quantum technologies promise far-reaching advances.

1. Communication. Technologies that use entanglement to make it impossible to eavesdrop.
2. Simulators. Clean, controllable quantum systems that can be used to simulate systems inaccessible to classical computers.
3. Sensors. More accurate sensors that use coherence to suppress noise.
4. Computers. Special- or general-purpose quantum computers that solve certain exponentially hard problems in polynomial time.

The underlying resource in those technologies is quantum coherence, and thus understanding the interaction of quantum systems with their environment is of key importance.

Optomechanics is concerned with the interaction between mechanical motion and light. As most thoughts, the idea that light could affect motion goes back to ancient Greece. Then, however, it was just a potential implication of the atomistic postulate - that everything is made up of particles, which are indivisible at some scale. One of the first reported experimental observation of the effect of light on matter is Kepler's observation that comet tails point away from the sun. That electromagnetic radiation exerts a force on matter, which fundamentally is made up of charged particles, has been clear since Maxwell's theory of electromagnetism, but it took until 1901 when Lebedev [13] and Nichols and Hull [14] measured the radiation pressure force - as it came to be known experimentally. The invention of the laser made systematic exploration and exploitation of this force possible, which led to the discovery of optical tweezers [15], laser-trapped atoms [16, 17], laser cooling [18], and Bose-Einstein condensates [19, 20].

In cavity optomechanics, a cavity is used to enhance the interaction between the light and mechanical motion. Cavity optomechanics is a young field of research that has attracted a lot of attention due to its variety of potential applications in quantum technology and the possibility of probing quantum mechanics in a new parameter regime [21-24]. In particular, it is demonstrably important in force, acceleration, mass, and charge sensing [25-29], can be used to catch and release photons a.k.a. "flying qubits" [30-32] - a necessary component of quantum networks [33, 34], - and can serve as a transducer between different quantum systems [28, 35, 36].

Broadly speaking, cavity optomechanics is concerned with the interaction of light in a cavity with mechanical systems, typically through radiation pressure force, i.e., the momentum transfer due to photons reflected from a mechanical object. Even though
typically the force exerted by photons on objects is negligible, there exists a plethora of systems where this interaction is important [24], ranging from trapped atoms, which are so light that the momentum of individual photons is clearly important [37], to the Laser Interferometer Gravitational-Wave Observatory (LIGO) [29, 38], a kilometre-sized interferometer with mirrors weighing several kilograms, where laser light crucially influences the motion of the mirror $[39,40]$ and quantum effects are used to reach higher sensitivities [41]. About half-way in between (on a logarithmic scale) are superconducting LC circuits with drum-capacitors, which, in the past few years, have been put into their quantum ground state [42] (related [43]), in a quantum squeezed state [44-46], been used to store quantum information and retrieve it with high fidelity [32], and have been entangled with each other [47], to name just a few remarkable demonstrations of quantum mechanics in such devices. This list is even more remarkable considering that the mechanical oscillators in these latter experiments weigh tens of picograms ( $\sim 10^{-11} \mathrm{~g}$ ), and are just about visible to the naked eye.

Mechanical oscillators have mass and inertia and are therefore well-suited to form gravitational wave detectors and acceleration sensors. Reaching the ground state and generating squeezed states are important steps toward enhancing the precision of such sensors beyond standard quantum bounds. The above-mentioned demonstration that quantum information can be faithfully stored on mechanical resonators [32] also establishes them as a viable quantum memory. Finally, the fact that excitations can coherently travel in between electromagnetic and mechanical modes implies that optomechanical systems can be used as frequency transducers [48], amplifiers [49-51], isolators [3, 52, 53], circulators [54], and directional amplifiers [4].

Looking back at the four core fields for quantum technologies, we see that cavity optomechanics is a platform to realize quantum sensors (item \#3), but its capacity to store, relay, direct, and amplify information at the quantum level makes it directly useful for quantum communication (\#1) and quantum computers (\#4) as well. Breaking ground on the way to macroscopic quantum systems, it also promises a table-top experimental platform to explore quantum gravitational effects [55, 56] and the quantum-to-classical transition.

The remainder of this thesis is divided into two parts: Part I is concerned with modulated optomechanical systems. Those are understood as systems where the coherent intracavity field oscillates at a certain frequency, such that the Hamiltonian in the linearized picture becomes periodic in time. This is a very common situation in optomechanics, and while by means of a rotating-wave approximation a time-independent frame can usually be found, this is not always the case. We develop a method to calculate the noise property of linear, periodically modulated systems (Chapter 2), and apply it to a few important
cases (Chapter 3). These include squeezing the mechanical oscillator Sec. 3.2), performing quantum nondemolition measurements of resonator quadratures (Sec. 3.3) - all techniques or measurements where precision is of prime importance, which is why counter-rotating terms ought to be included for highest precision. We address how a power spectral density can be defined in situations where the Wiener-Khinchin theorem does not hold.

In Part II we go beyond the "standard model" of optomechanics containing a single cavity mode and single mechanical mode to multi-mode systems. In particular, we consider systems with two cavity modes and two intermediate mechanical modes, all coupled via radiation, in an arrangement dubbed optomechanical plaquette. We show how such a system lends itself to engineering non-reciprocal scattering of photons and phonons. In particular, we study an isolator for microwave photons (Chapter 4) and directional phasepreserving and phase-sensitive amplifiers (Chapter 5). These systems require multiple pumps on each cavity mode and thus always contain modulated intracavity fields, and indeed the theory developed in Part I will find another application in these systems. The examples above use reservoir engineering to achieve directional flow of bosons (photons and phonons). In Chapter 6 we show that reservoir engineering in a double dot can also yield directional flow of electrons, thus extending these concepts to fermions.

Finally, the remainder of this chapter introduces some cavity optomechanics fundamentals and standard techniques.

### 1.1 The damped harmonic oscillator

### 1.1.1 Response

As has been alluded to above, cavity optomechanical systems are open systems, which means they are not isolated from their environment. This brings about physical phenomena such as mechanical damping, dephasing of the mechanical state, decay of cavity photons, as well as thermal and quantum noise. These effects are crucial to our understanding of optomechanics and in fact a large part of this thesis is concerned with determining the noise spectral density, defined later in this section. The simplest system to study in this context, and also the one we are ultimately interested in, is the damped driven harmonic oscillator, governed by the differential equation

$$
\begin{equation*}
\ddot{x}+\omega_{0}^{2} x+\Gamma_{\mathrm{m}} \dot{x}=f(t) / m . \tag{1.1.1}
\end{equation*}
$$

Equation (1.1.1) is solved by introducing its (retarded) Green function or response function [57]

$$
\begin{equation*}
\chi(t)=\Theta(t) \frac{1}{m \omega_{\mathrm{m}}} \sin \left(\omega_{\mathrm{m}} t\right) \exp \left[-\Gamma_{\mathrm{m}} t / 2\right] \tag{1.1.2}
\end{equation*}
$$

where $\Theta(t)$ is the Heaviside step function and $\omega_{\mathrm{m}} \equiv \sqrt{\omega_{0}^{2}-\Gamma_{\mathrm{m}}^{2} / 4}$. The position as a function of time can then be found as the convolution of the response $\chi(t)$ with the driving $f(t)$.

Another way to go about solving Eq. (1.1.1) is by transforming into Fourier space

$$
\begin{equation*}
\left(-\omega^{2}+\omega_{0}^{2}-i \Gamma_{\mathrm{m}} \omega\right) \tilde{x}(\omega)=\tilde{f}(\omega) / m \tag{1.1.3}
\end{equation*}
$$

which yields the response function in Fourier space (the Fourier transform of $\chi(t)$ )

$$
\begin{equation*}
\tilde{\chi}(\omega)=\frac{1}{m\left[\left(\omega_{0}^{2}-\omega^{2}\right)-i \Gamma_{\mathrm{m}} \omega\right]} . \tag{1.1.4}
\end{equation*}
$$

Here, and in the remainder of this thesis, the Fourier transform is defined as

$$
\begin{equation*}
\tilde{f}(\omega) \equiv \int_{-\infty}^{\infty} d t e^{i \omega t} f(t) \tag{1.1.5}
\end{equation*}
$$

except when stated otherwise. We will also drop the tilde from now on, and instead distinguish the functions by their argument; frequency $\omega$ and time $t$. The complex function $\chi(\omega)$, shown in Fig. 1.1, gives the response of the oscillator to a force oscillating at a given frequency. It is often referred to as susceptibility. The fact that the response is causal (the oscillation occurs after the force is applied) is encoded in the fact that $\chi$ is analytic in the upper half plane, which ensures that the inverse Fourier transform (1.1.2) is zero for $t<0) .^{\dagger}$ The dissipative imaginary part of $\chi$ arises from the part of $\chi(t)$ that is odd under time-reversal and is proportional to the power dissipated, whereas the reactive real part is proportional to the energy shift due to driving. $\ddagger$ They are related via the Kramers-Kronig relation, since $\chi$ is analytic in the upper half plane. In particular, it allows us to write the susceptibility $\chi(\omega)$ in terms of its imaginary part*

$$
\begin{equation*}
\chi(\omega)=\int_{-\infty}^{\infty} \frac{d \omega^{\prime}}{\pi} \frac{\operatorname{Im}\left[\chi\left(\omega^{\prime}\right)\right]}{\omega^{\prime}-\omega-i \varepsilon} . \tag{1.1.6}
\end{equation*}
$$

[^0]

Figure 1.1: Response function for a damped harmonic oscillator. The real part $\operatorname{Re}[\chi(\omega)]$ is shown in blue (solid), the imaginary part in yellow (dashed). Parameters $\Gamma_{\mathrm{m}}=0.1 \omega_{0}$, $m=1$.

### 1.1.2 Fluctuations

If the harmonic oscillator is in contact with a thermal bath, we expect the oscillator to reach a steady state at the bath temperature. According to statistical mechanics, a collection of such harmonic oscillators is described by a canonical ensemble with partition function

$$
\begin{equation*}
Z=\frac{1}{h} \int e^{-\beta H(x, p)} d x d p=\frac{2 \pi}{h \beta \omega_{0}} \exp \left(\frac{\beta f_{0}^{2}}{2 m \omega_{0}^{2}}\right) . \tag{1.1.7}
\end{equation*}
$$

In order to make the partition function dimensionless we have divided by $h$, which may be chosen to be the Planck constant. ${ }^{\dagger}$ The Hamiltonian $H(x, p)=p^{2} / 2 m+m \omega_{0}^{2} x^{2} / 2-f(t) x$ appearing in Eq. (1.1.7) describes a harmonic oscillator subject to a constant force $f_{0}$. From the partition function $Z$, we can straightforwardly calculate average position and variance ${ }^{\ddagger}$

$$
\begin{equation*}
\langle x\rangle=\left.\beta^{-1} \frac{\partial}{\partial f_{0}}\right|_{f_{0}=0} \ln Z=0, \quad(\Delta x)^{2}=\left.\beta^{-2} \frac{\partial}{\partial f_{0}}\right|_{f_{0}=0} \ln Z=\frac{1}{2 \beta m \omega_{0}^{2}} . \tag{1.1.8}
\end{equation*}
$$

The nonzero variance (1.1.8) arises as a result of thermal fluctuations. As we will see below, damping can be modelled as a coupling to a large number of modes, which together

[^1]form a bath. The bath modes have an average, incoherent thermal population and therefore produce a stochastic force on the oscillator. Their shared origin implies that fluctuations and dissipation are closely related, which is captured by the fluctuation-dissipation theorem [Eq. (1.1.14)].

In order to account for the fluctuations, we can manually add a stochastic forcing term $f(t)=\xi(t)$ to Eq. (1.1.1). As $\langle x\rangle=0$, the stochastic force has to have zero mean $\langle\xi(t)\rangle=0$. If the memory time of the bath is much smaller than the response time of the system, which is often a very good approximation, we can assume delta-correlated (white) noise $\left\langle\xi(t) \xi\left(t^{\prime}\right)\right\rangle=m^{2} \Gamma_{\mathrm{m}}^{2} D \delta\left(t-t^{\prime}\right)$, where $D$ is the diffusion parameter, and the other constants have been inserted for convenience. The resulting stochastic differential equation is also known as Langevin equation

$$
\begin{equation*}
\ddot{x}+\omega_{0}^{2} x+\Gamma_{\mathrm{m}} \dot{x}=\xi(t) / m . \tag{1.1.9}
\end{equation*}
$$

In order to derive the properties of this system, we solve the Langevin equations using the oscillator response function $\chi(t)$, e.g., in Fourier space $x(\omega)=\chi(\omega) \xi(\omega)$. However, since $\xi(t)$ is stochastic, only its expectation values are known. By construction, and in agreement with Eq. (1.1.8), the mean displacement evaluates to $\langle x(t)\rangle=\langle x(\omega)\rangle=0$. More interesting than the mean is the autocorrelation function

$$
\begin{equation*}
G\left(t, t_{0}\right) \equiv\left\langle x\left(t+t_{0}\right) x\left(t_{0}\right)\right\rangle=\frac{\Gamma_{\mathrm{m}} D}{4 \omega_{0}^{2}}\left[2 \cos \left(\omega_{\mathrm{m}} t\right)+\frac{\Gamma_{\mathrm{m}}}{\omega_{\mathrm{m}}} \sin \left(\omega_{\mathrm{m}} t\right)\right] e^{-\Gamma_{\mathrm{m}} t / 2} . \tag{1.1.10}
\end{equation*}
$$

For a stationary system, in which the parameters are independent of time and the noise correlation function only depends on relative time, the autocorrelation function is independent of the centre-of-mass time $t_{0}, G\left(t, t_{0}\right)=G(t)$. In this case, the Wiener-Khinchin theorem states that the Fourier transform of the autocorrelator is the noise spectral density

$$
\begin{equation*}
S_{x}(\omega)=\int_{-\infty}^{\infty} d t e^{i \omega t} G(t)=\int_{-\infty}^{\infty} d t e^{i \omega t}\langle x(t) x(0)\rangle \tag{1.1.11}
\end{equation*}
$$

where the noise spectral density is defined as

$$
\begin{equation*}
S_{x}(\omega) \equiv \lim _{T \rightarrow \infty} \frac{1}{T}\left\langle x_{T}(\omega) x_{T}(-\omega)\right\rangle \tag{1.1.12}
\end{equation*}
$$

where $x_{T}(\omega)=\int_{-T / 2}^{T / 2} d t \exp (i \omega t) x(t)$ is the windowed Fourier transform. The noise spectral density of a stochastic variable tells us how much power there is at a certain frequency, and is a useful characterization of noise processes. For example, the deltacorrelated noise process $\xi(t)$ has a flat noise spectral density $S_{\xi}(\omega)=m^{2} \Gamma_{\mathrm{m}}^{2} D$, which is
why it is called white noise. ${ }^{\dagger}$ In contrast, the oscillator has a response peaked around its effective resonance frequency $\omega_{\mathrm{m}}$ and filters the white noise, which yields a Lorentzian noise spectral density. It has the noise spectral density (displayed in Fig. 1.2)

$$
\begin{equation*}
S_{x}(\omega)=m^{2} \Gamma_{\mathrm{m}}^{2} D|\chi(\omega)|^{2} . \tag{1.1.13}
\end{equation*}
$$

The integral over $S_{x}(\omega)$ yields the total variance, which coincides with $G(0)$, and also


Figure 1.2: Noise spectral density of a damped harmonic oscillator driven by white noise. The noise spectral density is scaled by $D$ [Eq. (1.1.14)] such that this plot is independent of temperature and the mass of the oscillator. Parameter: $\Gamma_{\mathrm{m}}=0.1 \omega_{\mathrm{m}}$.
with Eq. (1.1.8). Comparing the two expressions, we find

$$
\begin{equation*}
D=\frac{k_{B} T}{m \Gamma_{\mathrm{m}}} \tag{1.1.14}
\end{equation*}
$$

This is a fluctuation-dissipation theorem, as it relates the fluctuations, parametrized by $D$, and the dissipation (as well as temperature). ${ }^{\ddagger}$

[^2]
### 1.1.3 Rotating-wave approximation

Instead of the second-order differential equation for position $x$ [Eq. (1.1.1)] we can write two coupled first-order differential equations, by introducing the momentum $p \equiv m \dot{x}$

$$
\begin{align*}
& \dot{x}=p / m,  \tag{1.1.15a}\\
& \dot{p}=-m \omega_{0}^{2} x-\Gamma_{\mathrm{m}} p+m f(t) . \tag{1.1.15b}
\end{align*}
$$

These two equations govern the evolution in phase space. An often more convenient form can be obtained by rewriting these equations in terms of the complex amplitude

$$
\begin{equation*}
a(t)=\sqrt{\frac{m \omega_{0}}{2 \hbar}}\left[x(t)+\frac{i p(t)}{m \omega_{0}}\right] . \tag{1.1.16}
\end{equation*}
$$

Note that the prefactor is needed to make the amplitude $a$ dimensionless. The scale is in principle arbitrary, but we have chosen it to match the definitions of the quantum mechanical ladder operators. The complex amplitude has the equation of motion

$$
\begin{equation*}
\dot{a}=-i \omega_{0} a-\frac{\Gamma_{\mathrm{m}}}{2}\left(a-a^{*}\right)+\frac{i f(t)}{\sqrt{2 m \omega_{0} \hbar}} . \tag{1.1.17}
\end{equation*}
$$

We can pretend we do not already know the solution to the damped harmonic oscillator and solve it again. This time we go straight into Fourier space

$$
\begin{equation*}
\left[\frac{\Gamma_{\mathrm{m}}}{2}-i\left(\omega-\omega_{0}\right)\right] a(\omega) \equiv \chi_{\mathrm{m}}^{-1}(\omega) a(\omega)=+\frac{\Gamma_{\mathrm{m}}}{2} a^{*}(\omega)+\frac{i f(\omega)}{\sqrt{2 m \omega_{0} \hbar}} \tag{1.1.18}
\end{equation*}
$$

where we have defined the mechanical susceptibility

$$
\begin{equation*}
\chi_{\mathrm{m}}(\omega)=\left[\frac{\Gamma_{\mathrm{m}}}{2}-i\left(\omega-\omega_{0}\right)\right]^{-1} \tag{1.1.19}
\end{equation*}
$$

and Fourier transforms through

$$
\begin{equation*}
a(\omega)=\int d t e^{i \omega t} a(t), \quad a^{*}(\omega)=\int d t e^{i \omega t} a^{*}(t) . \tag{1.1.20}
\end{equation*}
$$

This convention is slightly odd, as it implies that $a(\omega)$ and $a^{*}(\omega)$ are not complex conjugates. Rather, we have $[a(\omega)]^{*}=a^{*}(-\omega)$. Overall, it turns out that this convention, whilst initially a bit perplexing, has more advantages than disadvantages.

For mechanical resonators with a high quality factor, $\Gamma_{\mathrm{m}} \ll \omega_{0}$, the susceptibility (1.1.19) is strongly peaked around the resonance frequency, and we have $\omega_{\mathrm{m}} \approx \omega_{0}$. As
a result, the $a^{*}$ on the right-hand side of Eq. (1.1.17) is akin to a far off-resonant drive and has little influence on the time-evolution of $a(t)$. In the rotating-wave approximation we neglect this term. We can better understand where this expression comes from by transforming into a rotating reference frame $\tilde{a}(t)=e^{i \omega_{\mathrm{m}} t} \tilde{a}(t)$, in which Eq. (1.1.17) transforms to

$$
\begin{equation*}
\dot{a}=-\frac{\Gamma_{\mathrm{m}}}{2}\left(a-e^{2 i \omega_{\mathrm{m}} t} a^{*}\right)+\frac{i f(t) e^{i \omega_{\mathrm{m}} t}}{\sqrt{2 m \omega_{\mathrm{m}} t}} . \tag{1.1.21}
\end{equation*}
$$

In the frame rotating with the natural frequency of the mode, the RWA can be understood as neglecting terms that rotate quickly. In real time, such terms rotate many times in the complex plane during the natural response time of the mode, $\tau_{\text {resp }}=1 / \Gamma_{\mathrm{m}}$, and thus they average out. In frequency, they can be understood as far off-resonant drives suppressed by a narrow linewidth. Either way, the upshot is that we can write

$$
\begin{equation*}
a(\omega)=\chi_{\mathrm{m}}(\omega) \frac{i f(\omega)}{\sqrt{2 m \omega_{\mathrm{m}} \hbar}} . \tag{1.1.22}
\end{equation*}
$$

Computationally, this is easier to deal with than Eq. (1.1.3), and we will use the RWA extensively in this thesis. The quality of the approximation can be determined by comparing the response in the RWA (1.1.19) with the full response (1.1.4). The parameter that controls the size of the corrections is clearly $\Delta \omega / \Gamma_{\mathrm{m}}$, where $\Delta \omega$ stands for the detuning of the input from resonance.

### 1.2 Quantum Langevin equation for damped oscillator

We quantize the harmonic oscillator by introducing the commutation relations analogous to the Poisson bracket in Hamiltonian mechanics [59]. In the case of the harmonic oscillator, this implies

$$
\begin{equation*}
[\hat{x}, \hat{p}]=i \hbar, \quad\left[\hat{a}, \hat{a}^{\dagger}\right]=1 \tag{1.2.1}
\end{equation*}
$$

However, if we just take the equations of motion in the rotating frame that we derived earlier for the complex amplitude [Eq. (1.1.21)] and turn it into an operator equation, we have (in the absence of driving, and at zero temperature to make the Langevin force disappear)

$$
\begin{equation*}
\dot{\hat{a}} \stackrel{?}{=}\left(-i \omega_{\mathrm{m}}-\frac{\Gamma_{\mathrm{m}}}{2}\right) \hat{a}, \tag{1.2.2}
\end{equation*}
$$

which yields $\hat{a}(t)=\exp \left[-\left(i \omega_{\mathrm{m}}+\Gamma_{\mathrm{m}} / 2\right) t\right] \hat{a}(0)$. Classically, we expect a harmonic oscillator to come to rest in the absence of driving and at zero temperature. However, Eq. (1.2.2) would imply that the commutation relation decays exponentially $\left[\hat{a}(t), \hat{a}^{\dagger}(t)\right]=$ $\exp \left(-\Gamma_{\mathrm{m}} t\right)$. It turns out we are missing a crucial ingredient for the description of open
quantum systems ${ }^{\dagger}$ : quantum noise (or vacuum noise).
We have already stated above that damping originates from coupling the system to a bath, which therefore implies the presence of thermal fluctuations. This is still true in quantum mechanics, but a quantum description of the bath reveals that the stochastic force gains an additional contribution responsible for preserving the commutation relations. Such quantum noise does not vanish at zero temperature.

The microscopic model we will study is closely related to the seminal Caldeira-Leggett model [60] of a particle coupled to an infinite bath of harmonic oscillators, and is a subset of the general class of systems linearly coupled to a collection of harmonic modes, as introduced by Feynman and Vernon [61]. Quantum Langevin equations were first obtained by Ford et al. [62]. Caves [63] was the first to introduce inputs and outputs to study the noise properties of quantum amplifiers, whereas Yurke and Denker [64] have applied quantum Langevin equations to quantum microwave systems. Finally, Gardiner and Collett [65] first wrote down the input-output relations Eq. (1.2.16). The discussion here is inspired by Ref. 66, but very similar derivations can be found in many textbooks [67-69].

Why do we need an infinite set of modes? If there is a finite set of modes, it is straightforward to prove a quantum recurrence theorem [70] (in analogy to Poincaré's recurrence theorem), which says that for each $\varepsilon>0$ and initial state $|\psi(0)\rangle$ there is a finite time $\tau$ for which $\langle\psi(\tau) \mid \psi(0)\rangle>1-\varepsilon$. In fact, in order to obtain proper dissipation, we not only need infinitely many modes, they also have to be continuously distributed. This can be appreciated by thinking about a waveguide attached to a cavity. If the waveguide is finite, it will have a discrete (though in theory infinite) spectrum, and our expectation is that a photon emitted into the waveguide will be reflected at the end and subsequently return. On the other hand, if the waveguide is infinite, it has a continuous spectrum, and photons can radiate away for good.

The following derivation holds for both mechanical oscillators coupled to a bath of phonons and cavities coupled to an infinite set of electromagnetic modes outside the cavity. Since the model describes most closely the latter situation, we will talk about a driven damped cavity mode from now on.

### 1.2.1 Cavity coupled to waveguide

While in principle we would not have to specify a physical situation corresponding to our microscopic model, it is helpful to think of the example of a 1D waveguide terminated by a cavity at $x=0$. Almost all elements of this discussion will generalize straightforwardly

[^3]to different geometries or systems. Let us take $x$ to be the coordinate parallel to the waveguide, such that the electromagnetic field is confined in the $y$ and $z$ direction. Solving the Laplace equation perpendicular to the waveguide yields a set of modes, and we will only consider the state with the lowest energy, such that what is left over is a free wave equation along $x$. We can therefore write the amplitude of the field as (neglecting polarization, the dependence on $y, z$, and some overall proportionality constants)
\[

$$
\begin{equation*}
\hat{\phi}(x, t)=\int \frac{d k}{2 \pi}\left(\hat{b}_{k}(0) e^{i k x-i \omega t}+\hat{b}_{k}^{\dagger}(0) e^{i \omega t-i k x}\right), \tag{1.2.3}
\end{equation*}
$$

\]

where $\omega_{k}=k c$, where $c$ is the speed of light (in whichever medium the waveguide is in). Adding a perfectly reflecting wall in at $x=0$ turns this into a semi-infinite waveguide, which supports only those modes that have a node at $x=0$, which are exactly half as many. In contrast to this perfectly reflecting wall, a cavity allows a small portion of light to pass through. As a result, the waveguide modes couple into the cavity. In the interaction picture, this is represented by the Hamiltonian ${ }^{\dagger}$

$$
\begin{equation*}
\hat{H}_{\mathrm{int}} / \hbar=-\lambda \hat{\phi}(x=0, t)\left[\hat{a}(t) e^{-i \omega_{c} t}+\hat{a}^{\dagger}(t) e^{i \omega_{c} t}\right] . \tag{1.2.4}
\end{equation*}
$$

Equation (1.2.4) has been written in the interaction picture (or rotating frame) with respect to the bare Hamiltonian of all modes, in order to make the frequency dependence clear. Note that the uniform coupling $\lambda$ (independent of mode) and the assumption that the dispersion relation is linear together form the Markov approximation, as a result of which the memory-time of the bath is zero. These might appear as stringent conditions, but in the end, for low-loss cavities, they only need to be valid over the small range of frequencies that is the linewidth of the cavity.

For the following discussion it will be useful to have a time-independent Hamiltonian, so we apply the RWA (i.e., neglect the terms $\hat{a} \hat{b}_{k}+$ H.c.) and instead choose the interaction picture with respect to the Hamiltonian $\hat{H}_{0}=\omega_{c}\left(\hat{a}^{\dagger} \hat{a}+\sum_{k} \hat{b}_{k}^{\dagger} \hat{b}_{k}\right)$, such that the full Hamiltonian reads

$$
\begin{equation*}
\hat{H} / \hbar=\int d k\left[\tilde{\omega}_{k} \hat{b}_{k}^{\dagger} \hat{b}_{k}-\lambda\left(\hat{a}^{\dagger} \hat{b}_{k}+\hat{b}_{k}^{\dagger} \hat{a}\right)\right] \tag{1.2.5}
\end{equation*}
$$

where $\tilde{\omega}_{k}=\omega_{k}-\omega_{c}$ is the frequency difference of the $k$ th bath mode to the cavity mode. The coupling $\lambda$ depends on some overlap integral and is therefore mode-dependent. Over the narrow range of frequency we are concerned with, it can be taken to be approximately

[^4]constant. Given the Hamiltonian (1.2.5) we can now proceed by deriving the Heisenberg equations of motion. For the bath modes, we have
\[

$$
\begin{equation*}
\dot{\hat{b}}_{k}=-i \tilde{\omega}_{k} \hat{b}_{k}+i \lambda \hat{a}, \tag{1.2.6}
\end{equation*}
$$

\]

which can readily be solved

$$
\begin{equation*}
\hat{b}_{k}(t)=e^{-i \tilde{\omega}_{k} t} \hat{b}_{k}(0)+i \lambda \int_{0}^{t} d \tau e^{-i \tilde{\omega}_{k}(t-\tau)} \hat{a}(\tau), \tag{1.2.7}
\end{equation*}
$$

where we have chosen the origin of time to lie at $t=0$ without loss of generality. Given this, the equation of motion for the cavity annihilation operators becomes

$$
\begin{equation*}
\dot{\hat{a}}(t)=i \lambda \int d k \hat{b}_{k}(t)=i \lambda \int d k e^{-i \tilde{\omega}_{k} t} \hat{b}_{k}(0)-|\lambda|^{2} \int d k \int_{0}^{t} d \tau e^{-i \tilde{\omega}_{k}(t-\tau)} \hat{a}(\tau) . \tag{1.2.8}
\end{equation*}
$$

The first term on the right hand side of Eq. (1.2.8) contains the bath operators at time zero, which therefore encode the initial state of the bath. These bath operators evolve according to their bare (non-interacting) time evolution and then interact with the bath at time $t$. In the frequency range we are interested in, we can assume a linear dispersion $\tilde{\omega}_{k}=k c+$ const. such that, using Eq. (1.2.3), we can interpret the bath field that interacts with the cavity at time $t$ as the right-moving portion of the waveguide field (1.2.3) that at time $t=0$ was a distance $c t$ away from the cavity

$$
\begin{equation*}
\int d k e^{-i \tilde{\omega}_{k} t} i \hat{b}_{k}(0)=i \hat{\phi}^{\rightarrow}(x=0, t)=i \hat{\phi}^{\rightarrow}(x=-c t, 0)=\sqrt{c} \hat{a}_{\text {in }}(t) . \tag{1.2.9}
\end{equation*}
$$

The second term in Eq. (1.2.8) is the self-energy due to the coupling to the bath modes. It can be evaluated to yield

$$
\begin{align*}
& -\int d k|\lambda|^{2} \int_{0}^{t} d \tau e^{-i \tilde{\omega}_{k}(t-\tau)} \hat{a}(\tau) \\
= & -\int_{0}^{t} d \tau|\lambda|^{2} \int \frac{c}{2 \pi} d \omega e^{-i \omega(t-\tau)} \hat{a}(\tau)  \tag{1.2.10}\\
= & -c|\lambda|^{2} \int_{0}^{t} d \tau \delta(t-\tau) \hat{a}(\tau)=-\frac{\kappa}{2} \hat{a}(t) .
\end{align*}
$$

In the second equality we used $\omega_{k}=k c+$ const. and in last equality we have defined the dissipation rate $\kappa=c|\lambda|^{2}{ }^{\dagger}$ As a result, we can write the equation of motion for the cavity

[^5]annihilation operator as the quantum Langevin equation
\[

$$
\begin{equation*}
\dot{\hat{a}}(t)=-\frac{\kappa}{2} \hat{a}(t)+\sqrt{\kappa} \hat{a}_{\text {in }}(t) . \tag{1.2.11}
\end{equation*}
$$

\]

It is closely related to the classical Langevin equation [Eq. (1.1.9)], but with the important difference that the noise input $\hat{a}_{\text {in }}(t)$ is an operator. In general, $\hat{a}_{\text {in }}$ provides both thermal and quantum noise. This can be shown directly from the properties of the bath operators that make it up, which have commutation relations

$$
\begin{equation*}
\left\langle\hat{b}_{k}^{\dagger}(0) \hat{b}_{q}(0)\right\rangle=\delta(k-q) n\left(\hbar \omega_{k}\right), \quad\left[\hat{b}_{q}(0), \hat{b}_{k}^{\dagger}(0)\right]=\delta(k-q), \tag{1.2.12}
\end{equation*}
$$

where $n(\varepsilon)=\left[\exp \left(\varepsilon / k_{B} T\right)-1\right]^{-1}$ is the Bose-Einstein distribution. As a result, the input field obeys

$$
\begin{equation*}
\left\langle\hat{a}_{\mathrm{in}}^{\dagger}(t) \hat{a}_{\mathrm{in}}\left(t^{\prime}\right)\right\rangle=2 \pi \delta\left(t-t^{\prime}\right) n\left(\hbar \omega_{k}\right), \quad\left[\hat{a}_{\mathrm{in}}(t), \hat{a}_{\mathrm{in}}^{\dagger}\left(t^{\prime}\right)\right]=2 \pi \delta\left(t-t^{\prime}\right) \tag{1.2.13}
\end{equation*}
$$

and has zero mean $\left\langle\hat{a}_{\text {in }}(t)\right\rangle=0$. At the same time, it has operator character, such that even in the absence of thermal excitations there is some quantum noise. While classically, at zero temperature there exists neither fluctuations nor dissipation, this is not true in quantum mechanics, where a photon can just as well decay into vacuum (spontaneous emission). The associated fluctuations are the vacuum fluctuations of the field, which supply the quantum noise.

### 1.2.2 Input-output relation

The input field $\hat{a}_{\text {in }}(t)$ interacts with the cavity during a short amount of time, after which it travels back to $-\infty$, this is the output field. At late times, the outgoing field in the waveguide is therefore a record of some linear combination of the input field and whatever has left the cavity. In order to determine its form, we can repeat our derivation of the quantum Langevin equation, except setting the origin of time at a large $t_{1}$ which lies in the future of whichever time we are interested in. We then have

$$
\begin{equation*}
\hat{b}_{k}(t)=e^{-i \tilde{\omega}_{k}\left(t-t_{1}\right)} \hat{b}_{k}\left(t_{1}\right)+i \lambda \int_{t}^{t_{1}} d \tau e^{-i \tilde{\omega}_{k}(t-\tau)} \hat{a}(\tau) . \tag{1.2.14}
\end{equation*}
$$

Plugging into the equation of motion for $\hat{a}$ and introducing the output field, this yields the quantum Langevin equation

$$
\begin{equation*}
\dot{\hat{a}}(t)=\frac{\kappa}{2} \hat{a}(t)+\sqrt{\kappa} \hat{a}_{\text {out }}(t) . \tag{1.2.15}
\end{equation*}
$$

Subtracting Eq. (1.2.15) from Eq. (1.2.11), we arrive at the input-output relation [65]

$$
\begin{equation*}
\hat{a}_{\text {out }}(t)=\hat{a}_{\text {in }}(t)-\sqrt{\kappa} \hat{a}(t) . \tag{1.2.16}
\end{equation*}
$$

This equation is equally valid in Fourier space. Solving the quantum Langevin equation, we can determine the intracavity field $\hat{a}(\omega)$ in terms of the input field $\hat{a}_{\text {in }}(\omega)$, such that the input-output relation can be used to find the scattering matrix of the system. This is done several times below. The scattering matrix is the central quantity of interest in linear system, as it predicts the response for any input (as long as the approximations that made the system linear in the first place still hold true).

Finally, note that the above analysis can equivalently be carried out for a mechanical oscillator clamped to some substrate. In that case, the mechanical oscillator can be thought of being attached to many other oscillators via springs, which introduces a coupling of the form $f_{k} \hat{x} \hat{x}_{k}$, if $\hat{x}$ is the position operator for the mechanical oscillators and $\hat{x}_{k}$ are the position operators for the bulk phonon modes. In the RWA, this interaction gives rise to the same Hamiltonian as above (1.2.5), as long as we are allowed to make the same approximations, namely that the spectrum is approximately linear and the coupling approximately constant over the frequency range of interest. If these assumptions are invalid, the environment is said to be non-Markovian, in which case much more care has to be taken to analyze the system.

### 1.3 The optomechanical Hamiltonian



Figure 1.3: Cavity optomechanical system in the optical regime. The cavity is formed by two mirrors (blue). The left mirror is intentionally made less reflective, such that the cavity's principal decay channel is into the vacuum to its left (in other geometries it more common to couple a cavity from both sides). This allows for efficient pumping and readout. The mechanical oscillator is depicted schematically as a mass (grey) on a spring, which has its own resonance frequency $\omega_{\text {mechanics. Photons in the cavity }}$ cycle back and forth $\mathcal{F}$-times, which defines the finesse $\mathcal{F}$. On each round trip, a small momentum is imparted on the mechanical resonator. The collection of momentum transfers average to a force, the radiation pressure force.

In cavity optomechanics, an electromagnetic mode confined in a cavity interacts with a mechanical mode via radiation pressure. One way in which this interaction can come about is shown in Fig. 1.3: a Fabry-Pérot cavity is formed by two mirrors (blue), one of which is compliant and acts as mechanical resonator. Photons in the cavity are reflected back and forth many times and impart a small impulse onto the mirror during each round-trip. Taken together, these impulses average to a force proportional to the number of photons in the cavity, the radiation pressure force ${ }^{\dagger}$, which leads to the optomechanical interaction

$$
\begin{equation*}
\hat{H}_{\mathrm{int}} / \hbar=-x_{\mathrm{zpf}} \hat{F} \cdot \hat{x}=-g_{0} \hat{a}^{\dagger} \hat{a}\left(\hat{b}+\hat{b}^{\dagger}\right), \tag{1.3.1}
\end{equation*}
$$

where $g_{0}$ is the single-photon optomechanical coupling and we have introduced the zeropoint fluctuations of the mechanical resonator $x_{\mathrm{zpf}}=\sqrt{\hbar /\left(2 m \omega_{\mathrm{m}}\right)}$, with $m$ being the mass of the mechanical resonator, such that $\hat{x}$ is a dimensionless operator

$$
\begin{equation*}
\hat{x}=\hat{b}+\hat{b}^{\dagger} . \tag{1.3.2}
\end{equation*}
$$

Here, we have used bosonic annihilation and creation operators for one cavity mode $\hat{a}$ and one mechanical mode $\hat{b}$. There is an interesting asymmetry in the coupling between light and mechanics in that photons enter through their number or intensity, and phonons only through the amplitude. This nonlinearity could in principle lead to the generation of nonclassical quantum states [71, 72], but unfortunately it is very weak in present-day experiments. In practice, this means that it has to be coherently enhanced (or pumped) by driving the cavity, which we explain in more detail in Sec. 1.5.

Naturally, there is not just one cavity resonance or one vibrational mode but essentially infinitely many, and all cavity modes couple to all mechanical modes. However, as long as the spacing of cavity modes - the free spectral range - is larger than the other energies in the problem, we can safely ignore all other cavity modes. Similarly, if there is no resonant process exciting other mechanical modes, we can ignore them as well. Sometimes it is desirable to use more than one mechanical mode, and one such situation is discussed in Part II.

Another equivalent way to think about the interaction between cavity and mechanical modes is by considering the energy of the photons in the cavity. The energy of each photon in a certain cavity mode is $\hbar \omega_{\text {cav }}$. However, the cavity resonance frequency depends on mirror position, such that to first order in displacements $\hat{x}$ around the equilibrium value,

[^6]we have [73]
\[

$$
\begin{equation*}
\hat{H}_{\text {photons }} / \hbar=\omega_{\text {cav }}(\hat{x}) \hat{a}^{\dagger} \hat{a}=\left[\omega_{\text {cav }}(0)-g_{0} \hat{x}+\mathcal{O}\left(\hat{x}^{2}\right)\right] \hat{a}^{\dagger} \hat{a} . \tag{1.3.3}
\end{equation*}
$$

\]

It is perhaps not obvious that Eqs. (1.3.1) and (1.3.3) describe the same coupling. In order to establish their equivalence, we assume that $\omega_{\text {cav }}(\hat{x})=\omega_{\text {cav }}(0)\left[1-x_{\mathrm{zpf}} \hat{x} / L+\mathcal{O}\left(\hat{x}^{2}\right)\right]$, where $L$ is the length of the cavity. On the other hand, the momentum imparted by photon on a mirror is $\hbar \omega_{\text {cav }} / c$ and the rate at which it reflects off the mirror is the inverse of the round-trip time of the photon, $c / L$. Together this yields a force per photon $\hbar \omega_{\text {cav }} / L$, in agreement with the previous consideration. It also provides us with an estimate of the order of magnitude of the optomechanical coupling. Since the length of the cavity $L \sim c / \omega_{\text {cav }}$, we have $g_{0} \sim x_{\mathrm{zpf}} F \sim x_{\mathrm{zpf}} \hbar \omega_{\text {cav }}^{2} / c$.

Physically, even for very good mirrors there is a finite chance for photons to be transmitted through the mirror, at some rate $\kappa_{\text {ex }}$. Once outside the cavity, the photons can be detected (see Sec. 1.7), which allows us to infer the state of the system. In reality though, there are many ways a photon could decay. It could for example leave the cavity in the other direction, or be absorbed somewhere. The information encoded in the photons dissipated through these other channels is lost to the experimenter. Therefore, cavities should ideally be overcoupled. In experiments, one mirror is usually made slightly less reflective, so that it becomes the dominant decay channel. As a result, the total cavity decay rate $\kappa \approx \kappa_{\text {ex }}$. In Fig. 1.3, the dominant channel is assumed to be tunnelling through the left mirror. Especially in the microwave architecture described below it is not uncommon to have two main ports to the cavity, but the theory can be adapted straightforwardly to this case as well, so we will not discuss this further.

We have drawn the mechanical oscillator as a mass on a spring, which is merely an abstraction. In reality, the "mechanical resonator" could be one of the low-lying modes of a suspended mirror [74], a trampoline [75], or a membrane [76], but very different physical implementations that do not directly implement the paradigm in Fig. 1.3 have been conceived, too. They may hold distinct advantages, such as higher mechanical frequencies, lower dissipation, stronger optomechanical coupling, or better integrability. Among the most important are

- microtoroidal resonators [77], which couple optical whispering-gallery modes in silicon-nitride microtoroids with radial breathing modes that modulate the circumference of the toroid,
- photonic and phononic crystals, which are periodically patterned dielectrics, in which a defect can be introduced that supports localized optical and mechanical
modes [43],
- levitated spheres or rods [78],
- waves in liquids, such as superfluid ${ }^{4} \mathrm{He}$ [79-81], or water [82].

One of the crucial properties of the mechanical oscillators typically used in experiments is their quality factor $Q=\omega_{\mathrm{m}} / \Gamma_{\mathrm{m}}$, i.e., the mechanical frequency divided by its bandwidth. It is a measure of the interaction with the environment during one period of oscillation. A large effort is being dedicated in engineering solid state mechanical resonators with large quality factors, be it through phononic band shields [83], improving clamping [84], or strain engineering [85, 86], which has led to tremendous achievements, with current technology achieving $Q>10^{8}$ at room temperature [84, 86].

### 1.4 Microwave optomechanics

So far we have only discussed optomechanics in the optical domain. However, it has already become clear that there are many alternative implementations of the same Hamiltonian, and we have mentioned a few systems with a great variety of mechanical oscillators in the penultimate paragraph of Sec. 1.3 above. At optical frequencies, the electromagnetic field is naturally in its ground state, as even room temperature is much smaller than the energy of an optical photon $k_{B} T \ll \hbar \omega$. Furthermore, there exists a raft of clever experimental tools to manipulate laser fields, making this platform very versatile. Finally, atoms and ions have transitions in the optical range, and thus optomechanical systems in the optical regimes could be coupled to atoms in cavities [87], ion-trap quantum computers [88, 89], and quantum simulators based on ultracold atoms [90, 91].

There is, however, another popular platform for optomechanics, often referred to as electromechanics. Whereas before we have quantized the electromagnetic field in vacuum, we now quantize the electromagnetic field in an LC circuit with frequencies in the microwave range.


Figure 1.4: LC circuit. It comprises a capacitor $C$ and inductor $L$. Its resonance frequency is $\omega_{\text {cav }}=1 / \sqrt{L C}$.

The LC circuit is governed by the following equation of motion

$$
\begin{equation*}
\dot{Q}=-I, \quad Q=C V=C L \dot{I} \quad \Longrightarrow \quad \ddot{Q}+\omega_{\mathrm{cav}}^{2} Q=0, \tag{1.4.1}
\end{equation*}
$$

where $Q$ is the charge on the capacitor, $V$ is the voltage across the inductor, and $\omega_{\text {cav }}^{2}=$ $1 /(L C)$. The implementations we are interested in are superconducting circuits, which is why we can safely neglect dissipation via resistance here. Instead, dissipation will enter later in the form of radiation loss. Overcoupled cavities can again be engineered by evanescent coupling to a transmission line, such that a picture very alike the optical cavity above emerges.

Formally, the LC circuit can be quantized by introducing its Lagrangian [92]

$$
\begin{equation*}
\mathcal{L}=\frac{C \dot{\Phi}^{2}}{2}-\frac{\Phi^{2}}{2 L}, \tag{1.4.2}
\end{equation*}
$$

which reproduces the equations of motion Eq. (1.4.1). Here we have introduced the coordinate $\Phi=L I$, which is the magnetic flux in the coil (note $\dot{\Phi}=\dot{Q} / C$ ). $\Phi$ has the canonical momentum $P=\partial \mathcal{L} / \partial \dot{\Phi}=C \dot{\Phi}=Q$, such that the Hamiltonian is

$$
\begin{equation*}
H=P \dot{\Phi}-\mathcal{L}=\frac{\Phi^{2}}{2 L}+\frac{Q^{2}}{2 C} . \tag{1.4.3}
\end{equation*}
$$

To quantize, we take the canonically conjugate coordinates and promote them to operators with commutation relation [59]

$$
\begin{equation*}
[\hat{\Phi}, \hat{Q}]=i \hbar \tag{1.4.4}
\end{equation*}
$$

The operators $\hat{\Phi}$ and $\hat{Q}$ behave like position and momentum of a harmonic oscillator and can be written in terms of ladder operators that create and destroy photons in the LC circuit

$$
\begin{equation*}
\hat{\Phi}=\Phi_{\mathrm{zpf}}\left(\hat{a}+\hat{a}^{\dagger}\right), \quad \hat{Q}=-i Q_{\mathrm{zpf}}\left(\hat{a}-\hat{a}^{\dagger}\right), \quad \hat{H}=\hbar \omega_{\mathrm{cav}}\left(\hat{a}^{\dagger} \hat{a}+1 / 2\right) . \tag{1.4.5}
\end{equation*}
$$

In order to turn the LC circuit into an electromechanical system, we need to introduce a mechanical element. This is commonly done by shaping a parallel-plate capacitor like a drum, with a fixed lower plate and a suspended upper plate [93], as is shown in Fig. 1.5. Displacing the upper plate alters the capacitance and thus the resonance frequency of the LC circuit, leading to the same optomechanical coupling described above.

Comparing the properties of optomechanical and electromechanical systems (see Table 1.1), it seems like electromechanical systems are at a severe disadvantage. In particular, microwave fields are not in vacuum at room temperature, and instead require cryogenic temperature to be noise-free. At the same time, their long wavelength means that


Figure 1.5: Drum capacitor as introduced in Ref. 93. The upper plate is suspended and free to vibrate, which modulates the resonance frequency of the LC circuit. The latter is not shown completely, but a part of the waveguide that forms the inductor is visible. Credit: Teufel/NIST.
cavities will be large, and larger mode volumes imply smaller optomechanical coupling. Finally, it is a formidable task to detect single microwave photons, whereas this does not constitute a problem for optical photons.

| Property | Optomechanics | Electromechanics |
| :--- | :--- | :--- |
| Photon frequency | 300 THz | 30 GHz |
| Wavelength | $1 \mu \mathrm{~m}$ | 1 cm |
| Photon vacuum temperature | $15,000 \mathrm{~K}$ | 1.5 K |
| Can detect single photons | Yes | Very difficult |
| Momentum per photon | $6.6 \times 10^{-28} \mathrm{~kg} \cdot \mathrm{~m} / \mathrm{s}$ | $6.6 \times 10^{-32} \mathrm{~kg} \cdot \mathrm{~m} / \mathrm{s}$ |

Table 1.1: A comparison of some important parameters for optomechanical and electromechanical systems

Many of these limitations, however, can be overcome. As we have already seen above, instead of using vacuum cavities, microwave transmission lines can be used to confine the electromagnetic fields, thus increasing the coupling by orders of magnitude [94]. In order to prevent thermal excitation of photons, circuits can be put in advanced refrigerators, and indeed electromechanical systems are often operated in dilution refrigerators at temperatures of the order of 50 mK in order to reduce the thermal occupancy of the mechanical resonator.

Once these problems have been addressed, electromechanics is attractive for a variety
of reasons. Electromechanical systems are usually printed directly onto superconducting circuits and can directly couple to superconducting qubits, enabling readout via the qubit [95, 96], or control of the phonon number via the qubit, which can be used to produce mechanical Fock states or superpositions thereof [97, 98]. As circuit QED is a strong contender to become the primary platform for quantum computers, electromechanics might become a cornerstone of this development. As we have mentioned above, it has already been demonstrated that electromechanics can be used to catch, store, and release photons at will [30-32]. Another important advantage is that experimentally, microwaves are less fickle than optical photons: albeit more noisy, there is off-the-shelf technology both for producing arbitrarily shaped microwave tones, and for readout.

In the rest of this thesis, we use optomechanics to denote cavity optomechanical systems both in the optical and in the microwave regime. Where necessary we will explicitly refer to microwave and optical photons.

### 1.5 Phenomenology of the optomechanical interaction

As written in Eq. (1.3.1), the optomechanical interaction Hamiltonian actually contains two distinct terms, $\hat{a}^{\dagger} \hat{a} \hat{b}$ and $\hat{a}^{\dagger} \hat{a}^{\dagger} \hat{b}^{\dagger}$. Each of them scatters a photon into another one, but the former does so while lowering the occupation of the mechanical resonator, and the latter while raising it. If these processes involve real photons, in the first case the photon gains an energy $\hbar \omega_{\mathrm{m}}$ (anti-Stokes scattering) and in the second loses this energy (Stokes scattering). Apart from a recent work [99], optomechanical experiments have involved very weak optomechanical nonlinearities, $g_{0} \ll \sqrt{\kappa \Gamma_{\mathrm{m}}}$. Consequently, the most important regime for optomechanics is the one where the cavity is pumped by applying a drive. The drive generates a large coherent field in the cavity, around which the interaction is linearized. With the exception of a few important early works [71, 72, 100], the linearized regime features in most theoretical descriptions of optomechanics.

We can include a coherent drive into the Hamiltonian by writing

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+\hat{H}_{\mathrm{int}}+\left(\hat{a}+\hat{a}^{\dagger}\right)\left[\varepsilon \exp \left(-i \omega_{L} t\right)+\varepsilon^{*} \exp \left(i \omega_{L} t\right)\right] \tag{1.5.1}
\end{equation*}
$$

where $\hat{H}_{0}=\hbar\left(\omega_{\text {cav }} \hat{a}^{\dagger} \hat{a}+\omega_{\mathrm{m}} \hat{b}^{\dagger} \hat{b}\right)$, and $\hat{H}_{\text {int }}$ is given through Eq. (1.3.1). The quantum Langevin equation for the cavity mode given this Hamiltonian and damping at rate $\kappa$ reads (in a rotating frame with respect to $\hbar \omega_{L} \hat{a}^{\dagger} \hat{a}$ )

$$
\begin{equation*}
\dot{\hat{a}}=\left(i \Delta-\frac{\kappa}{2}\right) \hat{a}-i g_{0} \hat{a}\left(\hat{b}+\hat{b}^{\dagger}\right)-i\left(\varepsilon+\varepsilon^{*} e^{2 i \omega_{L} t}\right)+\sqrt{\kappa} \hat{a}_{\mathrm{in}}, \tag{1.5.2}
\end{equation*}
$$

where $\Delta=\omega_{L}-\omega_{\text {cav }}$. For an underdamped cavity, we have $\omega_{L} \gg \kappa$, such that we can neglect the rotating term in the RWA. Neglecting further the weak optomechanical coupling $g_{0}{ }^{\dagger}$, and considering only the expectation value, $\langle\hat{a}\rangle=\alpha$, we have

$$
\begin{equation*}
\dot{\alpha}=(i \Delta-\kappa / 2) \alpha-i \varepsilon \quad \Longrightarrow \quad \alpha_{0}=\frac{i \varepsilon}{i \Delta-\kappa / 2} . \tag{1.5.3}
\end{equation*}
$$

Note that this result is simply an application of Eq. (1.1.22). Knowing the steady state amplitude $\alpha_{0}$ of the coherent field, we can study fluctuations around this steady state. We thus expand the intracavity field in terms of coherent amplitude plus fluctuations

$$
\begin{equation*}
\hat{a}=\alpha_{0}+\delta \hat{a} . \tag{1.5.4}
\end{equation*}
$$

The relevant terms in the Hamiltonian appear to second order, which yields the linearized Hamiltonian ${ }^{\ddagger}$

$$
\begin{equation*}
\hat{H}=-\hbar \Delta \hat{a}^{\dagger} \hat{a}+\hbar \omega_{\mathrm{m}} \hat{b}^{\dagger} \hat{b}-\hbar g\left(\delta \hat{a}+\delta \hat{a}^{\dagger}\right)\left(\hat{b}+\hat{b}^{\dagger}\right) \tag{1.5.5}
\end{equation*}
$$

Here we have taken the cavity field-enhanced optomechanical coupling $g \equiv g_{0} \alpha$ to be real without loss of generality. Note that in the rest of this thesis we will consider the linearized case and rename

$$
\begin{equation*}
\delta \hat{a} \rightarrow \hat{a} \tag{1.5.6}
\end{equation*}
$$

for simplicity. In the context of optomechanics there rarely exists any ambiguity, and in particular this thesis will only be concerned with fluctuations around the mean field.

Initial studies of the effects of radiation pressure on a cavity mirror were focused on cooling its motion using the anti-Stokes process. This is done via so-called sideband cooling, where the system is driven with a laser with a frequency around $\omega_{\text {cav }}-\omega_{\mathrm{m}}$. Since the cavity acts like a filter around its mode frequency $\omega_{\text {cav }}$, with a linewidth equal to its dissipation rate $\kappa$, anti-Stokes scatting of the incoming photons is enhanced, whereas Stokes scatting is strongly suppressed, at least in the limit where $\kappa \ll \omega_{\mathrm{m}}$, also known as good cavity limit. A constant influx of photons therefore continuously extracts phonons from the mechanical oscillator and thus cools it. In terms of the linearized Hamiltonian we

[^7]have presented above (1.5.5), sideband cooling corresponds to $\Delta=-\omega_{\mathrm{m}}$, in which case we can go into a rotating frame with respect to $\hat{H}_{0}=\hbar \omega_{\mathrm{m}}\left(\hat{a}^{\dagger} \hat{a}+\hat{b}^{\dagger} \hat{b}\right)$, which turns it into
\[

$$
\begin{equation*}
\hat{H}_{\mathrm{int}}=-\hbar g\left(\hat{a}^{\dagger} \hat{b}+\hat{a} \hat{b} e^{2 i \omega_{\mathrm{m}} t}+\text { H.c. }\right) \simeq-\hbar g\left(\hat{a}^{\dagger} \hat{b}+\text { H.c. }\right), \tag{1.5.7}
\end{equation*}
$$

\]

where in the second step we have again used the RWA, which is valid in the good cavity limit mentioned above. Note that we have now started to use $\hat{a}$ to denote fluctuations as described in Eq. (1.5.6). The final Hamiltonian (1.5.7) is sometimes referred to as beam-splitter Hamiltonian [24], but one can also think of it as hopping between the two modes. Either way, the implication is that excitations are exchanged between the cavity mode and the mechanical mode. If the cavity mode has a vanishing or very low thermal occupancy, and thermalizes quickly to its bath (as is usually the case), it acts as a cold reservoir to the mechanical resonator and cools it.

A complete theoretical study of the mechanism can be found in Refs 100 and 101. The power of this effect has been demonstrated in many experiments (see, e.g., Refs 76 and 102) and has become a standard tool. Note that we do not necessarily have to refer to quanta to explain this effect, cooling can also be understood as classical dynamical backaction [103, 104].

In the opposite regime, $\Delta=\omega_{\mathrm{m}}$, where the incoming photons have a frequency $\omega_{\text {cav }}+\omega_{\mathrm{m}}$, a pump photon instead resonantly excites both a cavity photon and an oscillator phonon. The resulting Hamiltonian [again note we are talking about fluctuations here, cf. Eq. (1.5.6)]

$$
\begin{equation*}
\hat{H}_{\mathrm{int}}=-\hbar g\left(\hat{a}^{\dagger} \hat{b}^{\dagger}+\hat{a} \hat{b}\right) \tag{1.5.8}
\end{equation*}
$$

is that of a non-degenerate parametric amplifier, which is why this Hamiltonian may be called amplification Hamiltonian. Another important aspect of this Hamiltonian is that it produces only pairs of photons and phonons. This means that the generated photons and phonons are correlated - if one is observed, the other one must exist as well (but could have decayed already) - or in other words, entangled [105-109]. Hence Eq. (1.5.8) may also be referred to as entangling Hamiltonian. Finally, this process naturally leads to a two-mode squeezed state, so it may also be called two-mode squeezing Hamiltonian.

More details about the entanglement produced are discussed in Ref. 69.

### 1.6 Input-output theory for linear coupled modes

Having introduced input-output theory for a single cavity mode or a single mechanical oscillator, we can ask the question how to calculate the scattering matrix and noise spectral
densities in more complicated systems that are made out of many modes. If the system is linear and weakly coupled to baths fulfilling the Markov conditions above, we can write down a generic quantum Langevin equation

$$
\begin{equation*}
\dot{\hat{\mathbf{x}}}(t)=\mathbf{A} \cdot \hat{\mathbf{x}}(t)+\mathbf{L} \cdot \hat{\mathbf{x}}_{\text {in }}(t) \tag{1.6.1}
\end{equation*}
$$

where we have introduced a vector of system operators $\hat{\mathbf{x}}=\left(\hat{a}_{1}, \cdots, \hat{a}_{N}, \hat{a}_{1}^{\dagger}, \cdots, \hat{a}_{N}^{\dagger}\right)^{T}$, a similarly structured vector of input operators $\hat{\mathbf{x}}_{\text {in }}$, which are multiplied by the diagonal matrix $\mathrm{L}=\operatorname{diag}\left(\sqrt{\kappa_{1}}, \cdots, \sqrt{\kappa_{N}}, \sqrt{\kappa_{1}}, \cdots, \sqrt{\kappa_{N}}\right)$, and finally the dynamical matrix A , which contains both the coupling in between the modes and dissipation

$$
\begin{equation*}
\mathrm{A}=i[\hat{H}, \hat{\mathbf{x}}]-\mathrm{L}^{2} . \tag{1.6.2}
\end{equation*}
$$

This notation is a little glib, as evaluating the commutator $[\hat{H}, \hat{\mathbf{x}}]$ returns a vector with elements $\left[\hat{H}, \hat{x}_{i}\right]$ instead of a matrix. Instead we mean by this notation a matrix, where in the $i$ th column is the vector $\mathbf{v}_{i}$ that obeys $\mathbf{v}_{i} \cdot \hat{\mathbf{x}}=\left[\hat{H}, \hat{\mathbf{x}}_{i}\right]$.

For a time-independent bilinear Hamiltonian $\hat{H}$, as we have assumed here, the set of Langevin equations (1.6.1) can be solved via a standard Fourier transform. ${ }^{\dagger}$ We obtain

$$
\begin{equation*}
\hat{\mathbf{x}}(\omega)=(-i \omega \mathbb{1}-\mathrm{A})^{-1} \cdot \mathrm{~L} \cdot \hat{\mathbf{x}}_{\mathrm{in}}(\omega) . \tag{1.6.3}
\end{equation*}
$$

The output operators can be found by the general input-output relation $\hat{\mathbf{x}}_{\text {out }}=\hat{\mathbf{x}}_{\text {in }}-L \hat{\mathbf{x}} .{ }^{\ddagger}$ We finally arrive at the scattering matrix defined through $\hat{\mathbf{x}}_{\text {out }}(\omega)=\mathrm{S}(\omega) \hat{\mathbf{x}}_{\text {in }}(\omega)$,

$$
\begin{equation*}
S(\omega)=1-\mathrm{L}(-i \omega \mathbb{1}-\mathrm{A})^{-1} \mathrm{~L} . \tag{1.6.4}
\end{equation*}
$$

In Part I of this thesis we will encounter a common situation where the above analysis breaks down: when the Hamiltonian of the system is a periodic function of time. This arises commonly in cavity optomechanics in situations when the cavity is driven by multiple tones.

### 1.7 Detection of output fields

In the previous section we presented the general recipe to solve linear quantum Langevin equations, at least as long as the parameters in it are all time-independent. In order to verify these predictions, we need to compare them to experiment. The natural way to analyze
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Figure 1.6: Three versions of photo detection. The linear detection schemes are subdivided into homo- and heterodyne, which depends on the frequency of the local oscillator relative to the signal.
properties of the quantum system we are dealing with is to monitor its baths (such as any waveguides connected to it) and use the obtained data to infer the state of the system. The simplest and by far most common way to do this is by observing the photons leaving the cavity, or in other words, the cavity output field $\hat{a}_{\text {out }}(t)$, as introduced above (Sec. 1.2). For the purpose of this section we will generalize the input-output relation (1.2.16) slightly to read

$$
\begin{equation*}
\hat{a}_{\text {out }}(t)=\hat{a}_{\text {in }}(t)-\sqrt{\kappa_{\mathrm{ex}}} \hat{a}(t) \tag{1.7.1}
\end{equation*}
$$

Here, we have introduced the external coupling rate $\kappa_{\text {ex }}<\kappa$, which describes the decay rate for photons into the observed output channel. This rate is complemented by other internal cavity decay channels that are not monitored to form the total cavity decay rate $\kappa=\kappa_{\text {ex }}+\kappa_{\text {in }}$. Altogether, this leads us the define the overall detection efficiency $\eta=\eta_{\text {meas }} \cdot \kappa_{\text {ex }} / \kappa$ (where $\eta_{\text {meas }}$ characterizes the rest of the measurement setup), which is the overall efficiency with which the signal can be detected. If $\kappa_{\text {ex }} \approx \kappa$, the cavity is overcoupled. This regime is of experimental significance as some protocols rely on detection efficiencies near unity.

There are two fundamentally different ways how the output field can be detected. An obvious possibility is to place a photodetector at the other end of the waveguide, which ideally measures $\hat{n}_{\text {out }}(t)=\hat{a}_{\text {out }}^{\dagger}(t) \hat{a}_{\text {out }}(t)$. This method is called direct photodetection. It is a useful tool, because this measurement introduces a non-linearity in the system. In otherwise linear cavity optomechanical systems, this important resource can be used to herald non-classical mechanical states [110-116] and entanglement [117].

While perfectly viable ${ }^{\dagger}$, it only gives access to the intensity of the output field, and loses information contained in the quadratures. As a result, a second method is usually

[^9]employed in optomechanics that goes by the name of linear detection. In order to access information about the quadratures of the output field, it is mixed with a much stronger coherent field $\mathcal{F}(t)=F \exp \left(-i \omega_{\mathrm{LO}} t-i \varphi_{\mathrm{LO}}\right)$ (a.k.a. local oscillator) at either the same (homodyne) or different (heterodyne) frequency on beam splitter of reflectivity $r$. The resulting field has the amplitude
\[

$$
\begin{equation*}
\hat{f}(t)=r[\mathcal{F}(t)+\hat{v}(t)]+t \hat{a}_{\text {out }}(t) \tag{1.7.2}
\end{equation*}
$$

\]

where $r^{2}+t^{2}=1$.
This field is measured via photodetection, which returns the total photocurrent, represented by the operator

$$
\begin{align*}
\hat{n}_{\text {det }}=\hat{f}^{\dagger}(t) \hat{f}(t)=r^{2}|\mathcal{F}(t)|^{2} & +r\left\{\mathcal{F}^{*}(t)\left[r \hat{v}(t)+\hat{a}_{\text {out }}(t)\right]+\text { H.c. }\right\} \\
& +\left[r \hat{v}^{\dagger}(t)+\hat{a}_{\text {out }}^{\dagger}(t)\right]\left[r \hat{v}(t)+\hat{a}_{\text {out }}(t)\right] . \tag{1.7.3}
\end{align*}
$$

While the first part, $|\mathcal{F}(t)|^{2}$, is just a constant, the third describes fluctuations that are negligible for sufficiently large $\mathcal{F}$. This leaves us with the second term in curly brackets, which is the sum of output field $\hat{a}_{\text {out }}$ and local oscillator noise $\hat{v}$, enhanced and demixed by the local oscillator. There are two ways to get rid of this undesirably contribution. We can either choose $r \ll 1$, but keep $r \mathcal{F} \gg 1$, which requires a very strong local oscillator tone, or we can used balanced detection, where $r=1 / 2$ and both sides of the beamsplitter are observed, as shown in Fig. 1.6. The latter yields two photocurrents. As it turns out, the laser noise appears with opposite sign relative to the cavity output in the two currents, such that again it is possible to remove the laser noise [67].

We find the resulting photocurrent is proportional to

$$
\begin{equation*}
\hat{I}_{\mathrm{out}}(t)=\hat{a}_{\mathrm{out}}(t) e^{i \omega_{\mathrm{LO}} t+i \varphi_{\mathrm{LO}}}+\text { H.c. } \tag{1.7.4}
\end{equation*}
$$

If $\hat{a}_{\text {out }}(t)$ contains a coherent part (as would be the case for small coherent inputs to our linear system), say $\hat{a}_{\text {out }}(t)=\alpha \exp \left(-i \omega_{\text {sig }} t\right)+\delta \hat{a}_{\text {out }}(t)$, we could average the photon number reading to obtain $\left\langle\hat{I}_{\text {out }}(t)\right\rangle=2 \operatorname{Re}\left[\alpha \exp \left(i \Delta_{\mathrm{LO}} t+i \varphi_{\mathrm{LO}}\right)\right]$, where we have introduced the detuning of the local oscillator from the signal $\Delta_{\mathrm{LO}}=\omega_{\mathrm{LO}}-\omega_{\text {sig }}$ in this case. If $\Delta_{\mathrm{LO}}=0$, we call this homodyne detection, where we observe only one quadrature of the signal [namely $\alpha \exp \left(i \varphi_{\mathrm{LO}}\right)+\alpha^{*} \exp \left(-i \varphi_{\mathrm{LO}}\right)$ ]. Conversely, if $\Delta_{\mathrm{LO}} \neq 0$, there will be two peaks at $\pm \Delta_{\mathrm{LO}}$ of equal height (classically) proportional to $|\alpha|$. This means that a signal would be detected regardless of phase, but also that correlations get lost, and that the signal-to-noise ratio decreases.

More commonly, we are interested in the noise spectral density in the output, in which
case averaging the photocurrent would just return zero. Instead we are interested in the noise correlations. This involves the two-time correlator of detection events

$$
\begin{align*}
C_{\mathrm{pc}}(\tau) & =\left\langle\overline{\left.\hat{f}^{\dagger}(t+\tau) \hat{f}^{\dagger}(t) \hat{f}(t+\tau) \hat{f}(t)\right\rangle}\right. \\
& =\frac{1}{2}\left\langle\overline{\left\{\hat{n}_{\operatorname{det}}(t+\tau), \hat{n}_{\operatorname{det}}(t)\right\}}\right\rangle-\delta(\tau)\left\langle\overline{\hat{n}_{\operatorname{det}}(t)}\right\rangle, \tag{1.7.5}
\end{align*}
$$

where the overline denotes time-average with respect to $t$. The second term in Eq. (1.7.5) only contributes at equal times, $\tau=0$, and arises because the first term contains a contribution from counting the same photon twice at equal times and can therefore be neglected. Plugging in our expression for the photocurrent (1.7.3), we find

$$
\begin{equation*}
C_{\mathrm{pc}}(\tau)=(r F)^{4}+\frac{(r F)^{2}}{2}\left\langle\overline{\left\{\hat{I}_{\mathrm{out}}(t+\tau), \hat{I}_{\mathrm{out}}(t)\right\}}\right\rangle \tag{1.7.6}
\end{equation*}
$$

Through a Fourier transform, we obtain the spectrum [67, 69]

$$
\begin{align*}
\bar{S}_{I}(\omega) & =\int_{-\infty}^{\infty} d \tau e^{i \omega \tau} C_{\mathrm{pt}}(t) \\
& =(r F)^{4} \delta(\omega)+\frac{(r F)^{2}}{2} \int_{-\infty}^{\infty} d \tau e^{i \omega \tau}\left\langle\overline{\left\{\hat{I}_{\mathrm{out}}(t+\tau), \hat{I}_{\mathrm{out}}(t)\right\}}\right\rangle . \tag{1.7.7}
\end{align*}
$$

Homodyne and heterodyne detection are distinguished by the frequency of the local oscillator, which can either coincide with the frequency of the signal or not. This means that in homodyne detection $\hat{I}_{\text {out }}(t)=\hat{X}_{\text {out }}^{\varphi_{\mathrm{LO}}}(t)$ is a slow variable, whereas in heterodyne it rotates at the difference frequency $\Delta_{\mathrm{LO}}$. Here, $\hat{X}_{\text {out }}^{\varphi_{\mathrm{LO}}}(t)=\hat{a}_{\text {out }}(t) e^{i \varphi_{\mathrm{LO}}}+\hat{a}_{\text {out }}^{\dagger}(t) e^{-i \varphi_{\mathrm{LO}}}$ is a quadrature of the optical output field. As a result, we have

$$
\begin{equation*}
\bar{S}_{I}^{\mathrm{hom}}(\omega)=\bar{S}_{X_{\text {out }}^{\varphi_{\mathrm{LO}}}}(\omega) \tag{1.7.8}
\end{equation*}
$$

On the other hand, during heterodyne detection the detected quadrature $\hat{I}_{\text {out }}$ rotates with respect to the stationary quadrature with frequency $\Delta_{\text {LO }}$, which means that both quadratures appear in the output spectrum. Phase-sensitive correlations that, for example, are responsible for squeezing, are lost. We find

$$
\begin{equation*}
S_{I}^{\mathrm{het}}(\omega)=\frac{1}{4}\left[S_{X}\left(\omega+\Delta_{\mathrm{LO}}\right)+S_{Y}\left(\omega+\Delta_{\mathrm{LO}}\right)+S_{X}\left(\omega-\Delta_{\mathrm{LO}}\right)+S_{Y}\left(\omega-\Delta_{\mathrm{LO}}\right)\right] \tag{1.7.9}
\end{equation*}
$$

The full heterodyne spectrum contains two copies of the spectrum, once around $\Delta_{\mathrm{LO}}$ and once around $-\Delta_{\mathrm{LO}}$. Usually, $\Delta_{\mathrm{LO}}$ is chosen to be large such that one side (say the negative frequency side) can be omitted and we can simply quote a one-sided heterodyne spectrum, denoted by an overline. In this case we can simplify Eq. (1.7.9) by omitting quickly
rotating anomalous terms and normal-ordering the creation and annihilation operators such that it reads (normalized to the shot noise floor, which is the 1 out front)

$$
\begin{equation*}
\bar{S}_{I}^{\text {het }}(\omega)=1+\eta_{\text {meas }} S_{a_{\text {out }}}^{N}\left(\omega-\Delta_{\mathrm{LO}}\right), \tag{1.7.10}
\end{equation*}
$$

where we have reintroduced the measurement efficiency $\eta$ and defined the normal-ordered spectrum

$$
\begin{equation*}
\left.S_{a_{\text {out }}}^{N}(\omega)=\int_{-\infty}^{\infty} d \tau \overline{\left\langle\hat{a}_{\text {out }}^{\dagger}(t+\tau) \hat{a}_{\text {out }}(t)\right.}\right\rangle e^{i \omega \tau} \tag{1.7.11}
\end{equation*}
$$

For a waveguide otherwise in vacuum, we can go another step further and use the input-output relation (1.2.16) to write the spectrum in terms of cavity operators, rather than output operators. For the heterodyne spectrum, we obtain

$$
\begin{equation*}
\bar{S}_{I}^{\text {het }}(\omega)=1+\kappa \eta S_{a}^{N}\left(\omega-\Delta_{\mathrm{LO}}\right) \tag{1.7.12}
\end{equation*}
$$

where $\eta=\eta_{\text {meas }} \kappa_{\text {ex }} / \kappa$.
For the homodyne spectrum the situation is similar, as we can write $\hat{X}_{\text {out }}^{\varphi_{\text {LO }}}(t)=$ $\hat{X}_{\mathrm{in}}^{\varphi_{\mathrm{LO}}}(t)+\sqrt{\kappa_{\mathrm{ex}}} \hat{X}^{\varphi_{\mathrm{LO}}}(t)$. In the simplest case, $\hat{X}^{\varphi_{\mathrm{LO}}}$ and $\hat{X}_{\mathrm{in}}^{\varphi_{\mathrm{LO}}}$ are uncorrelated, in which case

$$
\begin{equation*}
\bar{S}_{I}^{\mathrm{hom}}(\omega)=1+\eta \kappa \bar{S}_{X^{\varphi_{\mathrm{LO}}}}(\omega) . \tag{1.7.13}
\end{equation*}
$$

Given an optomechanical system, we can use the method presented in Sec. 1.6 to find the form of the output operators in terms of the inputs (whose correlators are known) and proceed to calculate the spectra presented in this section.

Additional details or different derivations can be found in $\operatorname{Refs}[66,67,69,118,119]$.

### 1.8 The quantum limit of amplification

Linear detection as discussed in the previous section is a way of amplifying a signal. We have found that it is always associated with some shot-noise floor [Eqs. (1.7.12) and (1.7.13)]. This means that in these kinds of detection, there will always be some noise added to the signal. Natural questions to ask are whether noiseless amplification is possible in principle, how it could be obtained, or whether there is a lower limit of some sort, and where it could come from. We can go a long way toward answering this question with relatively simple arguments, but for more details on this topic we refer to the original articles by Haus and Mullen [120], Caves [63] and the review by Clerk et al. [66], which inspired the discussion in this section.

Generically, a linear amplifier has an input described by some variable

$$
\begin{equation*}
\hat{x}(t)=\left[\hat{a}(t) e^{-i \omega t}+\hat{a}^{\dagger}(t) e^{i \omega t}\right] / \sqrt{2}=\cos (\omega t) \hat{X}(t)+\sin (\omega t) \hat{P}(t), \tag{1.8.1}
\end{equation*}
$$

often the voltage or electric field amplitude at its input port, and delivers an amplified version of the signal at its output. A signal can then be encoded in the slow variables $\langle\hat{a}(t)\rangle$ or a linear combination of $\langle\hat{X}(t)\rangle$ and $\langle\hat{P}(t)\rangle$. The latter two variables, $\hat{X}, \hat{P}$ are the quadratures of the signal. Amplifying a linear combination of those is called phasesensitive amplification. However, it might mean that certain signals are missed, for example when $\hat{X}$ is amplified, but the signal is contained in $P$. For this reason, it usually makes more sense to amplify the complex amplitude $\hat{a}=(\hat{X}+i \hat{P}) / \sqrt{2}$, as it contains both quadratures of the signal. Since the amplification captures the signal regardless of phase this is often referred to as phase-preserving or phase-insensitive amplification. Given this terminology, heterodyne detection is phase-preserving, whereas homodyne detection is phase-sensitive.

Defining the input and output modes at each port of the amplifier as above, $\hat{a}_{i, \text { in }}$, $i=1,2$, we can ask what sort of transformations are allowed on the input mode. Ideally, we would like that $\hat{a}_{2, \text { out }}=\sqrt{\mathcal{G}} \hat{a}_{1, \text { in }}$, but it is straightforward to see that if both input and output operators need to have bosonic commutation relations, $\mathcal{G}$ has to be 1 . We conclude that the above equation is incomplete, and we instead have

$$
\begin{equation*}
\hat{a}_{2, \text { out }}=\sqrt{\mathcal{G}} \hat{a}_{1, \text { in }}+\hat{F} . \tag{1.8.2}
\end{equation*}
$$

In principle, $\mathcal{G} \in \mathbb{C}$, but at the moment the phase imparted by the device is unimportant and well set $\mathcal{G} \in \mathbb{R}$ and $\mathcal{G}>0$. In this case, $\left[\hat{F}, \hat{F}^{\dagger}\right]=1-\mathcal{G}<0$, which is easiest to fulfil with $\hat{F}=(\mathcal{G}-1) \hat{c}$, some extra bosonic mode. This additional mode, the idler, adds noise to the signal. The variance of the output mode thus is given through

$$
\begin{equation*}
\left\langle\Delta \hat{a}_{2, \text { out }}\right\rangle^{2}=\mathcal{G}\left\langle\Delta \hat{a}_{1, \text { in }}\right\rangle^{2}+\frac{1}{2}\left\langle\left\{\hat{F}, \hat{F}^{\dagger}\right\}\right\rangle \geq \mathcal{G}\left\langle\Delta \hat{a}_{1, \text { in }}\right\rangle+\frac{1}{2}(\mathcal{G}-1) . \tag{1.8.3}
\end{equation*}
$$

In the limit of large gain, $\mathcal{G} \gg 1$, we see that the variance of the output mode has increased by at least "half a quantum" (relative to the signal, which is also amplified by a factor of $\mathcal{G}$ ), where the equality is reached for an idler in vacuum. This is therefore the quantum limit for an amplifier of this class, and an amplifier that saturates this bound is called quantum-limited.

One can trace the quantum limit back to the fact that a phase-preserving amplifier amplifies both quadratures of the signal. Those are non-commuting variables, such that perfect knowledge cannot be attained. In contrast, in phase-sensitive amplification only one
quadrature of the signal is amplified. The reason is that one can amplify $\hat{X}$, and de-amplify $\hat{P}$ by the same amount, without violating the commutation relations, ${ }^{\dagger}$

$$
\binom{\hat{X}_{2, \text { out }}}{\hat{P}_{2, \text { out }}}=\left(\begin{array}{cc}
\sqrt{\mathcal{G}} & 0  \tag{1.8.4}\\
0 & 1 / \sqrt{\mathcal{G}}
\end{array}\right)\binom{\hat{X}_{1, \text { in }}}{\hat{P}_{1, \text { in }}} .
$$

As can be easily checked, $\left[\hat{X}_{2, \text { out }}, \hat{P}_{2, \text { out }}\right]=\left[\hat{X}_{1, \text { in }}, \hat{P}_{1, \text { in }}\right]$, such that this transformation preserves the commutation relations without the need for introducing additional modes. As a result, phase-sensitive amplification can be noiseless. It comes with the disadvantages that if the signal arrives in $\hat{P}_{1, \text { in }}$, it is deamplified, such that this method is only useful if the phase of the signal is known.

In Part II of this thesis we study both phase-preserving and phase-sensitive directional amplifiers implemented in an optomechanical system. Squeezing and the closely related backaction-evading measurement of an oscillator quadrature are the main topics in Part I.

### 1.9 Our work

The research contained in this thesis can be divided into two main parts. In Part I, we study optomechanical systems with periodically modulated parameters. Such situations arise naturally when multiple tones are applied to the cavity, but can also be due to other external factors that lead to a periodic excursion of system parameters. This results in a Hamiltonian and consequentially quantum Langevin equations that are explicitly periodic in time, for which the methods described in Sections 1.6 and 1.7 are not directly applicable.

In Chapter 2, we therefore develop a new theoretical tool to calculate noise spectral densities in periodically modulated linear systems, work that has been published as Ref. 1. We show that two-time correlation functions of system operators can be expanded in a Fourier series and that a generalized Wiener-Khinchin theorem relates the Fourier transform of their zeroth Fourier component to the measured noise spectral density.

We apply our method to a standard optomechanical setup driven by two tones detuned from the cavity resonance by $\pm \omega_{\mathrm{m}}$, the mechanical frequency (Chapter 3). Such a setup was proposed in Ref. 121 as a way to generate quantum squeezing in a mechanical oscillator, which was subsequently realized experimentally [44-46, 122]. We then apply this method to other systems, finding an exact solution beyond the RWA in the case of balanced tones, a situation in which a backaction-evading measurement of the mechanical oscillator quadrature is performed, which has been published as another article [2].

In Part II we study optomechanical systems with more modes, in particular studying

[^10]the optomechanical plaquette, which is a system where two cavities are coupled via two intermediate mechanical oscillators. In Chapter 4 we show theoretically and experimentally that such a system can exhibit nonreciprocity, where light may be transmitted through the system in one way only, forming an isolator. This research was published as Ref. 3. In Chapter 5 we also show how this system can be generalized to form directional amplifiers that isolate in one direction and amplify photons in the other, published as Ref. 4. Finally, we find that the mechanism underlying this directional transport can not only be implemented in bosonic system, but also in fermionic systems. Along those lines we propose a novel double quantum dot architecture that achieves current rectification through the interference of dissipative and coherent coupling, which has been published as Ref. 5 and forms Chapter 6.

## Part I

## Periodic driving in optomechanics

## 2 Theory

We develop a Floquet approach to solve time-periodic quantum Langevin equations in the steady state. We show that two-time correlation functions of system operators can be expanded in a Fourier series and that a generalized Wiener-Khinchin theorem relates the Fourier transform of their zeroth Fourier component to the measured spectrum. We apply our framework to periodically driven cavity optomechanical systems, a setting in which mechanical oscillators have recently been prepared in quantum-squeezed states. For balanced tones placed symmetrically around the cavity resonance we derive the spectral density without resorting to the rotating-wave approximation (RWA), which constitutes an exact solution of explicitly time-dependent quantum Langevin equations. Our method provides an intuitive and practical way to calculate the power spectral densities for timeperiodic quantum Langevin equations in arbitrary rotating frames. Most of the results in this chapter have been published in Ref. 1.

### 2.1 Introduction

In a recent breakthrough, quantum squeezing of a mechanical oscillator has been demonstrated experimentally [44-46]. It was achieved in a standard optomechanical setup, in which the cavity is driven by two tones placed symmetrically around the cavity resonance frequency, with a detuning equal to the mechanical resonance frequency, i.e., at frequencies $\omega_{\text {cav }} \pm \omega_{\mathrm{m}}$. This method, commonly referred to as dissipative squeezing ${ }^{\dagger}$ has been analyzed first in Ref. 124, but its full potential was realized later [121]. Driving the cavity with two coherent tones results in a Hamiltonian and consequentially quantum Langevin equations that have an explicit periodic time-dependence. The techniques presented in the previous chapter do not apply directly, as the Fourier transform of a Langevin equation with time dependence in general involves a convolution of frequencies, and in the specific case of

[^11]periodic time dependence a sum over frequencies shifted from each other by multiples of the modulation frequency. As a result, solving such Langevin equations is more difficult than solving stationary ones. In addition, once the solution is obtained, the typical formulae for noise spectral densities presented in Sec. 1.7 do not apply.

In this chapter, we develop a simple, yet powerful approach to find the steady state of the periodically driven optomechanical system based on Floquet theory. In effect, we split up system operators into Fourier components, which individually obey stationary quantum Langevin equations. Any two-time correlation function of system operators such as $C_{A B}(\tau, t)=\langle\hat{A}(t+\tau) \hat{B}(t)\rangle$ is periodic in $t$ and thus can also be expressed in Fourier components, a property that carries over to the Fourier transform with respect to the relative coordinate $\tau$. The resulting quantity, $S_{A B}(\omega, t)$, is closely related to experimentally observed noise spectral densities. We find below that a typical measurement returns its time average, i.e., the zeroth Fourier component $S_{A B}^{(0)}(\omega)=\overline{S_{A B}(\omega, t)}$, but sometimes the rotating components may carry important information, as is the case in dissipative squeezing [44-46, 121] discussed further in Chapter 3.

We note that the covariance matrix for a cavity optomechanical system with periodically modulated coupling strength has been obtained by similar means [124], which is briefly described in Sec. 2.9, and that periodic quantum master equations have been studied, for example, in the context of cavity quantum electrodynamics [125]. Finally, input-output theory for periodically modulated linear systems is already an established field for classical systems [126-130].

Since the publication of our first article [1], time-dependent Langevin equations were found to describe levitated nanospheres [131], which led to another investigation of modulated optomechanical systems [132]. It can be shown that the methods introduced there can be brought into agreement with ours, a finding further corroborated by numerical simulations and experimental data [133]. Later, non-resonant terms (and thus Langevin equations with periodic time dependence) were found to play an important role in nonreciprocal optomechanical devices such as isolators [3,53] and directional amplifiers [4]-the subject of Part II of this thesis,-as well as thermometry experiments [134]. Thus, our Floquet approach is rapidly becoming a valuable tool in the investigation of optomechanical devices.

The remainder of this chapter contains a detailed description of our framework. The theory contained in the chapter has been introduced in Ref. 1, however this chapter includes new results on the formulation of input-output theory and the scattering matrix to complete the description of periodically driven linear optomechanical systems. We generalize Sec. 1.7 to encompass the modulated case, keeping with the language established above. In Chapter 3 we present results obtained by applying this framework to a range of systems.

### 2.2 Floquet ansatz

In Sec. 1.5 we derived the linearized Hamiltonian for optomechanical systems by considering fluctuations around the cavity field. Regularly situations arise when the cavity mode is pumped with multiple tones, such that the intracavity field becomes time-dependent. As a consequence it is no longer possible (without further approximations) to find a rotating frame in which the Hamiltonian is time-independent. This situation is generically described by a set of quantum Langevin equations

$$
\begin{equation*}
\dot{\hat{\mathbf{x}}}(t)=\mathrm{A}(t) \hat{\mathbf{x}}(t)+\mathbf{L} \hat{\mathbf{x}}_{\text {in }}(t), \tag{2.2.1}
\end{equation*}
$$

which are a generalization of Eqs. (1.6.1) and (1.6.2), and where now $\mathrm{A}(t+T)=\mathrm{A}(t)$ for some period $T$. Equation (2.2.1) is no longer straightforwardly solvable via a Fourier transform, as the first term on the right-hand side leads to a convolution in frequency space. However, if the dynamical matrix (or Langevin matrix [135]) $\mathrm{A}(t)$ is periodic as assumed, we can write it as

$$
\begin{equation*}
\mathrm{A}(t)=\sum_{n} \mathrm{~A}^{(n)} e^{i n \delta t} \tag{2.2.2}
\end{equation*}
$$

where $\delta=2 \pi / T$ is the fundamental frequency. We can similarly expand the vector of operators in terms of Fourier operators, such that

$$
\begin{equation*}
\hat{\mathbf{x}}(t)=\sum_{n} \hat{\mathbf{x}}^{(n)}(t) e^{i n \delta t} \tag{2.2.3}
\end{equation*}
$$

The Fourier operators $\hat{\mathbf{x}}^{(n)}(t)$ are not unique. Given a solution $\left\{\hat{\mathbf{x}}^{(n)}\right\}$, transformations such as $\hat{\mathbf{x}}^{(n)}(t) \rightarrow \hat{\mathbf{x}}^{(n)}(t)+e^{i k \delta t} \hat{\mathbf{y}}(t)$ and $\hat{\mathbf{x}}^{(n+k)}(t) \rightarrow \hat{\mathbf{x}}^{(n+k)}(t)-\hat{\mathbf{y}}(t)$ lead to other solutions. However, these transformations leave the (physical) system operators $\hat{\mathbf{x}}(t)=$ $\sum_{n} e^{i n \delta t} \hat{\mathbf{x}}^{(n)}(t)$ invariant and we can show that the Fourier components of the spectra are also unchanged. In Eq. (2.2.5) we choose to put the noise operators entirely in the zeroth component equation. The quantum Langevin equation is a first order ordinary differential equation, which guarantees the uniqueness of its solution. For a more mathematical discussion, we refer to established literature [126-130].

This ansatz allows us to rewrite the quantum Langevin equation as

$$
\begin{align*}
\sum_{n} e^{i n \delta t}\left[\left(\frac{d}{d t}+i n \delta\right) \hat{\mathbf{x}}^{(n)}(t)\right] & =\sum_{n, m} e^{i(n+m) \delta t} \mathbf{A}^{(m)} \hat{\mathbf{x}}^{(n)}(t)+\mathbf{L} \hat{\mathbf{x}}_{\mathbf{i n}}(t) \\
& =\sum_{n} e^{i n \delta t}\left[\sum_{m} \mathrm{~A}^{(n-m)} \hat{\mathbf{x}}^{(m)}(t)+\delta_{n, 0} \mathrm{~L} \hat{\mathbf{x}}_{\mathbf{i n}}(t)\right] \tag{2.2.4}
\end{align*}
$$

One solution to this set of equation is obtained when the square brackets equal each other, i.e.,

$$
\begin{equation*}
\left(\frac{d}{d t}+i n \delta\right) \hat{\mathbf{x}}^{(n)}(t)=\sum_{m} \mathrm{~A}^{(n-m)} \hat{\mathbf{x}}^{(m)}(t)+\delta_{n, 0} \mathrm{~L} \hat{\mathbf{x}}_{\mathrm{in}}(t) . \tag{2.2.5}
\end{equation*}
$$

With this transformation we have achieved to obtain a set of stationary Langevin equation (i.e., without explicit time-dependence), which means we can again solve it via a Fourier transform. However, the drawback of Eq. (2.2.5) is that it is an infinite set of coupled equations. Transforming Eq. (2.2.5) first into Fourier space [using convention Eq. (1.1.20) for the components of $\hat{x}$ ]

$$
\begin{equation*}
(-i \omega+i n \delta) \hat{\mathbf{x}}^{(n)}(\omega)=\sum_{m} \mathrm{~A}^{(n-m)} \hat{\mathbf{x}}^{(m)}(\omega)+\delta_{n, 0} \mathrm{~L} \hat{\mathbf{x}}_{\mathrm{in}}(\omega), \tag{2.2.6}
\end{equation*}
$$

we can cast the infinite set of equations into a matrix equation

$$
\left(\begin{array}{ccccc}
\ddots & \vdots & \vdots & \vdots & . \cdot  \tag{2.2.7}\\
\cdots & i(\omega+\delta)+\mathrm{A}^{(0)} & \mathrm{A}^{(-1)} & \mathrm{A}^{(-2)} & \cdots \\
\cdots & \mathrm{A}^{(1)} & i \omega+\mathrm{A}^{(0)} & \mathrm{A}^{(-1)} & \cdots \\
\cdots & \mathrm{A}^{(2)} & \mathrm{A}^{(1)} & i(\omega-\delta)+\mathrm{A}^{(0)} & \cdots \\
\cdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)\left(\begin{array}{c}
\vdots \\
\hat{\mathbf{x}}^{(-1)} \\
\hat{\mathbf{x}}^{(0)} \\
\hat{\mathbf{x}}^{(1)} \\
\vdots
\end{array}\right)=\left(\begin{array}{c}
\vdots \\
0 \\
-\mathrm{L} \hat{\mathbf{x}}_{\text {in }} \\
0 \\
\vdots
\end{array}\right) .
$$

The inverse of this matrix is also referred to as harmonic transfer function [126]. In most cases, a solution requires an approximation that takes the Fourier modes above a certain index to be zero. One such approximation is the RWA, which neglects non-resonant terms, such that different Fourier modes are decoupled (in the basis where resonant terms are all contained in $\mathrm{A}^{(0)}$ ). This renders Eq. (2.2.7) block-diagonal. An example of this situation is dissipative squeezing (Sec. 3.2.2). Special cases exist in which the infinite matrix becomes block-diagonal due to fortuitous cancellation even without the RWA, an example of which is the backaction-evading measurement presented in Sec. 3.3.

Using Eq. (2.2.5), it is straightforward to go beyond the RWA, including perturbations up to a certain number of non-resonant terms. Truncating the infinite matrix (2.2.7) above
a certain Fourier index $n_{\text {max }}$ and inverting gives an approximation to the full solution that is good if $n_{\max } \delta$ is much bigger than the relevant dissipation rates, which define the width of the response of the system in frequency space. This condition should be critically reviewed depending on system and driving, as one can find counter-examples, in particular when dealing with signals far off resonance, or strong coupling causing normal-mode splitting. Stringent mathematical definitions and conditions can be found in Ref. 126.

Equation (2.2.7) provides a visual tool for analyzing how the blocks in each entry of the matrix are coupled to each other, which can be exploited to design new driving schemes. For example, a block such as $\mathrm{A}^{(n)}$ can be "activated" by either having an anharmonic drive with a nonzero $n$th Fourier component, or by adding a laser with frequency $\omega_{-}+n \delta$. For details on how these matrices look like in optomechanics, see Appendix 3.A.

### 2.3 Floquet lattice

There is another picture in which we can understand the infinite matrix (2.2.7). It is best explained by example. Therefore, let us consider the standard optomechanical system where one cavity mode is coupled to one mechanical mode via radiation pressure, as introduced in Sections 1.3 and 1.5. As a result of a periodic external driving, a coherent state with the same period is produced in the cavity, $\langle\hat{a}(t)\rangle=\alpha(t)$. This means that the enhanced optomechanical coupling inherits this time dependence, viz.,

$$
\begin{equation*}
g(t)=g_{0} \alpha(t)=\sum_{n} e^{i n \delta t} g^{(n)} . \tag{2.3.1}
\end{equation*}
$$



Figure 2.1: Two mode optomechanical system. This figure schematically represents the linearized quantum Langevin equations (2.3.2) governing a standard two-mode optomechanical system with periodic coupling between the cavity and the mechanical mode.


Figure 2.2: The Floquet lattice. A representation of the Langevin equations for the Fourier modes describing an optomechanical system with one cavity and one mechanical mode with periodic coupling. We have drawn one set of couplings (depicted by arrows) in bold colour. This pattern repeats for all modes, as shown in faint colour. $g^{(n)}$ is the Fourier decomposition of the periodic coupling.

The resulting linearized quantum Langevin equations for the fluctuations around the coherent field may be written

$$
\begin{align*}
& \dot{\hat{a}}(t)=-\frac{\kappa}{2} \hat{a}(t)+i g(t)\left[\hat{b}(t)+\hat{b}^{\dagger}(t)\right]+\sqrt{\kappa} \hat{a}_{\mathrm{in}}(t),  \tag{2.3.2a}\\
& \dot{\hat{b}}(t)=-\frac{\Gamma_{\mathrm{m}}}{2} \hat{b}(t)+i\left[g^{*}(t) \hat{a}(t)+g(t) \hat{a}^{\dagger}(t)\right]+\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}(t) \tag{2.3.2b}
\end{align*}
$$

Pictorially, this is represented as two coupled modes, each coupled to input and output modes, as shown in Fig. 2.1. Performing the map to Fourier operators, this system of equations turns into (suppressing the time argument)

$$
\begin{align*}
& \dot{\hat{a}}^{(n)}=\left(-i n \delta-\frac{\kappa}{2}\right) \hat{a}+i \sum_{m} g^{(m)}\left(\hat{b}^{(n-m)}+\hat{b}^{(n-m) \dagger}\right)+\delta_{n, 0} \sqrt{\kappa} \hat{a}_{\mathrm{in}},  \tag{2.3.3a}\\
& \dot{\hat{b}}^{(n)}=\left(-i n \delta-\frac{\Gamma_{\mathrm{m}}}{2}\right) \hat{b}^{(n)}+i \sum_{m}\left(g^{(-m) *} \hat{a}^{(n-m)}+g^{(m)} \hat{a}^{(n-m) \dagger}\right)+\delta_{n, 0} \sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}} . \tag{2.3.3b}
\end{align*}
$$

Now we have an infinite set of Fourier modes, with linear (time-independent) coupling between them, which could be represented as an infinite lattice as shown in Fig. 2.2.

### 2.4 Scattering matrix for modulated optomechanics

We have derived the input-output relation for a single damped harmonic oscillator in Sec. 1.2. While the calculation was performed for a single mode connected to a single bath, it can equally well be repeated for a generic class of system Hamiltonians. In particular, there is no restriction for the Hamiltonian to be time-independent. Thus, repeating the
calculation of Sec. 1.2 returns exactly the same input-output relation as before (1.2.16). It can be generalized to many modes, as we have done in Sec. 1.6, such that it reads in Fourier space

$$
\begin{equation*}
\hat{\mathbf{x}}_{\mathrm{out}}(\omega)=\hat{\mathbf{x}}_{\mathrm{in}}(\omega)-\mathbf{L} \hat{\mathbf{x}}(\omega) \tag{2.4.1}
\end{equation*}
$$

Writing the solution to Eq. (2.2.6) as

$$
\begin{equation*}
\hat{\mathbf{x}}^{(n)}(\omega)=\sum_{m=-\infty}^{\infty} \chi^{(n-m)}(\omega-n \delta) L \hat{\mathbf{x}}_{\mathrm{in}}^{(m)}(\omega), \tag{2.4.2}
\end{equation*}
$$

where we have introduced the susceptibility $\chi^{(n)}(\omega)$ that contains the response of the system at $\omega+n \delta$ to a signal at $\omega$, we can write down the elements of the scattering matrix in terms of the susceptibility matrix

$$
\begin{equation*}
\mathrm{S}^{(n, m)}(\omega)=\mathrm{S}^{(n-m)}(\omega-n \delta)=\delta_{n, m} \mathbb{1}-\mathrm{L} \chi^{(n)}(\omega-n \delta) \mathrm{L}, \tag{2.4.3}
\end{equation*}
$$

which can be used to calculate the output fields

$$
\begin{align*}
\hat{\mathbf{x}}_{\mathrm{out}}^{(n)}(\omega) & =\sum_{m} \mathrm{~S}^{(n, m)}(\omega) \hat{\mathbf{x}}_{\mathrm{in}}^{(m)}(\omega) \\
& =\hat{\mathbf{x}}_{\mathrm{in}}^{(n)}(\omega)-\sum_{m} \mathrm{~L} \chi^{(n-m)}(\omega-n \delta) \mathrm{L} \hat{\mathbf{x}}_{\text {in }}^{(m)}(\omega) . \tag{2.4.4}
\end{align*}
$$

If we further assume that the input is only non-zero in the zeroth Fourier component, and reconstructing $\hat{\mathbf{x}}_{\text {in/out }}(\omega)=\sum_{n} \hat{\mathbf{x}}_{\text {in/out }}^{(n)}(\omega+n \delta)$, we find

$$
\begin{equation*}
\hat{\mathbf{x}}_{\text {out }}(\omega)=\hat{\mathbf{x}}_{\text {in }}(\omega)-\sum_{n} \mathrm{~L} \chi^{(n)}(\omega) \mathrm{L} \hat{\mathbf{x}}_{\text {in }}(\omega+n \delta) . \tag{2.4.5}
\end{equation*}
$$

This implies that in principle a photon with frequency $\omega$ may be scattered to any of the frequencies $\omega+n \delta, n \in \mathbb{Z}$. The same is obviously true for noise, which leads to the emergence of higher-order sidebands.

### 2.5 Spectrum Fourier components

One might ask what implications the time-periodicity of the quantum Langevin Eq. (2.2.1) has on the properties of the measured spectra, which are derived from correlators of the form

$$
\begin{equation*}
C_{A B}\left(t_{1}, t_{2}\right)=\left\langle\hat{A}\left(t_{1}\right) \hat{B}\left(t_{2}\right)\right\rangle . \tag{2.5.1}
\end{equation*}
$$

First of all, if $\mathrm{A}(t)=$ const, there exists a response function (matrix) $\chi(t)$, such that $\hat{\mathbf{x}}(t)=\int_{-\infty}^{t} d \tau \chi(t-\tau) \hat{\mathbf{x}}_{\text {in }}(\tau)$. If the input noise is stationary (i.e., its moments are independent of time), then any correlator is translation invariant and can be written just in terms of time difference

$$
\begin{equation*}
C_{A B}\left(t_{1}, t_{2}\right)=C_{A B}\left(t_{1}-t_{2}\right), \quad \forall A, B \in \hat{\mathbf{x}} . \tag{2.5.2}
\end{equation*}
$$

In other words, the stochastic process that the operators describe is stationary. This is no longer true if $\mathrm{A}(t)$ varies in time, as in this case the response of the system depends on the time that a signal is applied. Thus, even if the noise in the input is stationary, the noise described by the system operators or output operators is not.

As the system is invariant under translations by multiples of its period, the response function, defined through

$$
\begin{equation*}
\hat{\mathbf{x}}(t)=\int_{-\infty}^{t} d \tau \chi(t, \tau) \hat{\mathbf{x}}_{\mathrm{in}}(\tau) \tag{2.5.3}
\end{equation*}
$$

has the periodicity property

$$
\begin{equation*}
\chi(t, \tau)=\chi(t-n T, \tau-n T), \quad \forall n \in \mathbb{Z} \tag{2.5.4}
\end{equation*}
$$

which is inherited by the correlators (again only if inputs are stationary)

$$
\begin{align*}
C_{x_{i} x_{j}}\left(t_{1}, t_{2}\right) & =\left\langle\hat{x}_{i}\left(t_{1}\right) \hat{x}_{j}\left(t_{2}\right)\right\rangle=\int_{-\infty}^{t_{1}} \int_{-\infty}^{t_{2}} d \tau_{1} d \tau_{2} \chi_{i k}\left(t_{1}, \tau_{1}\right) \chi_{j l}\left(t_{2}, \tau_{2}\right)\left\langle\hat{x}_{\mathrm{in}, k}\left(\tau_{1}\right) \hat{x}_{\mathrm{in}, l}\left(\tau_{2}\right)\right\rangle \\
& =\int_{-\infty}^{t_{1}} d \tau_{1} \chi_{i k}\left(t_{1}, \tau_{1}\right) \chi_{j l}\left(t_{2}, \tau_{1}\right) 2 \pi n_{k l} \\
& =\int_{-\infty}^{t_{1}-n T} d \tau_{1} \chi_{i k}\left(t_{1}, \tau_{1}+n T\right) \chi_{j l}\left(t_{2}, \tau_{1}+n T\right) 2 \pi n_{k l} \\
& =\int_{-\infty}^{t_{1}-n T} d \tau_{1} \chi_{i k}\left(t_{1}-n T, \tau_{1}\right) \chi_{j l}\left(t_{2}-n T, \tau_{1}\right) 2 \pi n_{k l} \\
& =C_{x_{i} x_{j}}\left(t_{1}-n T, t_{2}-n T\right) . \tag{2.5.5}
\end{align*}
$$

In the proof we implicitly sum $k, l$ over the components of $x_{\text {in }}$, assume delta-correlated input noise parametrized as $\left\langle\hat{x}_{\text {in }, k}\left(t_{l}\right) \hat{x}_{\text {in }, l}\left(t_{l}\right)\right\rangle=2 \pi \delta\left(t_{k}-t_{l}\right) n_{k l}$, and took $t_{1}>t_{2}$ without loss of generality. From the third to the fourth line we had to use the periodicity property Eq. (2.5.4).

The periodic time-dependence therefore appears in the Fourier transform of the relative coordinate of any correlator. We define the spectrum as well as spectrum Fourier
components through

$$
\begin{equation*}
S_{A B}(\omega, t) \equiv \int_{-\infty}^{\infty} d \tau e^{i \omega \tau} C_{A A}(t+\tau, t)=\sum_{n} S_{A B}^{(n)}(\omega) e^{i n \delta t} \tag{2.5.6}
\end{equation*}
$$

where the spectrum Fourier are explicitly given through

$$
\begin{equation*}
S_{A B}^{(m)}(\omega)=\sum_{n=-\infty}^{\infty} \int \frac{d \omega^{\prime}}{2 \pi}\left\langle\hat{A}^{(n)}(\omega+n \delta) \hat{B}^{(m-n)}\left(\omega^{\prime}\right)\right\rangle \tag{2.5.7}
\end{equation*}
$$

By construction, the spectrum Fourier components encode all information about the autocorrelator $C_{A A}(\tau, t)$. We will often refer to $S_{A^{\dagger} A}(\omega, t)$ as "spectrum" although technically it is not a power spectrum in general. As we show in Sec. 2.6, in any given frame, the stationary part $S_{A^{\dagger} A}^{(0)}(\omega)$ is the physical power spectrum whereas other Fourier components $S_{A^{\dagger} A}^{(m \neq 0)}(\omega)$ average out for long measurement times. This generalization of the WienerKhinchin theorem is consistent with the stationary case, where all Fourier components apart from the zeroth one vanish. In one special rotating frame the rotating components become stationary and can be directly measured (see Sec. 3.2.8). Moreover, we can show that (proof in Sec. 2.8)

$$
\begin{equation*}
\left[S_{A^{\dagger} B}^{(n)}(\omega)\right]^{\dagger}=S_{B^{\dagger} A}^{(-n)}(\omega+n \delta) \tag{2.5.8}
\end{equation*}
$$

The stationary spectrum $S_{A^{\dagger} A}^{(0)}(\omega)$ is thus real, but the other spectrum Fourier components are complex in general.

Finally, we would like to mention that one can regard $S_{A^{\dagger} A}(\omega, t)$ as a distribution of energy in time and frequency. Its marginal distributions are the stationary part

$$
\begin{equation*}
S_{A^{\dagger} A}^{(0)}(\omega)=\lim _{T \rightarrow \infty}\left[\frac{1}{T} \int_{0}^{T} d t S_{A^{\dagger} A}(\omega, t)\right] \tag{2.5.9}
\end{equation*}
$$

and the variance as a function of time ${ }^{\dagger}$

$$
\begin{equation*}
\left\langle\hat{A}^{\dagger}(t) \hat{A}(t)\right\rangle=\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} S_{A^{\dagger} A}(\omega, t) \tag{2.5.10}
\end{equation*}
$$

both of which are guaranteed to be real and positive.

[^12]
### 2.6 Real spectra in modulated optomechanics

The advantage of splitting system operators up into Fourier components is that these are governed by stationary quantum Langevin equations and thus have time-independent expectation values and time-translation invariant correlation functions. Therefore, any combination of Fourier components has a well-defined spectral density, from which the measured spectra can be obtained in any rotating frame. The remaining question is how the experimentally measured spectrum emerges from this description.

Starting from the definition for spectral density from Ref. 66, ${ }^{\dagger}$

$$
\begin{align*}
S_{A^{\dagger} A}^{\text {power }}[\omega] & \left.\left.\equiv \lim _{T \rightarrow \infty}\langle | A_{T}[\omega]\right|^{2}\right\rangle \\
& =\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \int_{0}^{T} d t d t^{\prime} e^{i \omega\left(t^{\prime}-t\right)} \sum_{n, m} e^{i n \delta t^{\prime}+i m \delta t}\left\langle\hat{A}^{(n) \dagger}\left(t^{\prime}\right) \hat{A}^{(m)}(t)\right\rangle \\
& =\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} d t \int_{-t}^{T-t} d \tau e^{i \omega \tau} \sum_{n, m} e^{i \delta[(n+m) t+n \tau]}\left\langle\hat{A}^{(n) \dagger}(t+\tau) \hat{A}^{(m)}(t)\right\rangle . \tag{2.6.1}
\end{align*}
$$

The expectation value in the last line is in fact time-translation invariant and hence independent of $t$. Furthermore, as $T \rightarrow \infty$, the second integral becomes $\int_{-\infty}^{\infty}$. Therefore, the expression splits into two parts

$$
\begin{align*}
S_{A^{\dagger} A}^{\text {power }}[\omega] & =\sum_{n}\left(\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} d t \sum_{m} e^{i \delta(n+m) t}\right)\left(\int_{-\infty}^{\infty} d \tau e^{i \delta n \tau+i \omega \tau}\left\langle\hat{A}^{(n) \dagger}(\tau) \hat{A}^{(m)}(0)\right\rangle\right) \\
& =S_{A^{\dagger} A}^{(0)}(\omega), \tag{2.6.2}
\end{align*}
$$

where the last line follows because the expression in the first round brackets acts like a Kronecker delta $\delta_{n,-m}$. Where it is helpful to be more precise, we note that the visibility of rotating terms at frequency $\omega$ decreases as $\operatorname{sinc}(\omega T / 2)$, where $T$ is the total time over which fluctuations are recorded.

Another option is to consider the experimental observation procedure that was discussed in detail in Sec. 1.7. We found that in linear detection, the observed spectrum is the timeaveraged correlator of the output current [Eq. (1.7.7)]. Taking for example Eq. (1.7.11)

[^13]and expressing it in terms of Fourier modes, we find
\[

$$
\begin{align*}
S_{a_{\text {out }}}^{N}(\omega) & =\int_{-\infty}^{\infty} \overline{\left\langle\hat{a}_{\text {out }}^{\dagger}\left(t+t_{0}\right) \hat{a}_{\text {out }}\left(t_{0}\right)\right\rangle} e^{i \omega t} d t \\
& =\overline{S_{a_{\text {out }} a_{\text {out }}}^{(n)}(\omega) e^{i n \delta t_{0}}}  \tag{2.6.3}\\
& =S_{a_{\text {out }}^{\dagger} a_{\text {out }}}^{(0)}(\omega)
\end{align*}
$$
\]

where the overline denotes averaging with respect to $t_{0}$. Note, however, that Eqs. (2.6.2) and (2.6.3) are different statements: one pertains to the power fluctuation spectrum of an observable, the other to a specific measurement process of the cavity output field.

### 2.7 The spectrum in a rotating frame

Although the rotating components of the spectrum do not appear in the lab frame, they can be observed in a special rotating frame, i.e., through a reference system rotating at the same frequency ${ }^{\dagger}$. In this section we show how rotating frames and spectra are expressed in our framework.

Let us start by defining a quadrature rotating at frequency $\nu$ and with an additional phase $\vartheta$

$$
\begin{equation*}
\hat{X}_{\nu}^{\vartheta}(t) \equiv \hat{b}(t) e^{i \nu t+i \vartheta}+\hat{b}^{\dagger}(t) e^{-i \nu t-i \vartheta}=\sum_{n} e^{i n \delta t}\left(\hat{b}^{(n)}(t) e^{i \nu t+i \vartheta}+\hat{b}^{(n) \dagger}(t) e^{-i \nu t-i \vartheta}\right) . \tag{2.7.1}
\end{equation*}
$$

The autocorrelator of the rotating quadrature contains components rotating at $n \delta$ and $n \delta \pm 2 \nu$ in general

$$
\begin{align*}
& S_{X_{\nu}^{\vartheta} X_{\nu}^{\vartheta}}(\omega, t)=\sum_{n, m} e^{i(n+m) \delta t}\left[f_{b b}(n, m, \omega+n \delta+\nu) e^{2 i(\nu t+\vartheta)}\right. \\
+ & \left.f_{b^{\dagger} b^{\dagger}}(n, m, \omega+n \delta-\nu) e^{-2 i(\nu t+\vartheta)}+f_{b b^{\dagger}}(n, m, \omega+n \delta+\nu)+f_{b \dagger b}(n, m, \omega+n \delta-\nu)\right] \tag{2.7.2}
\end{align*}
$$

where we have introduced the shorthand

$$
\begin{equation*}
f_{A^{\dagger} B}(n, m, \omega) \equiv \int d \tau \exp (i \omega \tau)\left\langle\hat{A}^{(n) \dagger}(t+\tau) \hat{B}^{(m)}(t)\right\rangle \tag{2.7.3}
\end{equation*}
$$

[^14]Note that the RHS of Eq. (2.7.3) does not depend on the time $t$. The Fourier operators $\hat{A}^{(n)}, \hat{B}^{(m)}$ are governed by Langevin equations without explicit time-dependence and thus their correlator is time-translation invariant. Note that the sum $n+m$ tells us which lab frame spectrum component $f(n, m, \omega)$ belongs to, as per Eq. (2.5.7).

Equation (2.7.2) makes it clear that the case $\nu=\delta / 2$ is special, since in that case the terms $f_{b b}(n,-n-1, \omega+n \delta+\nu)$ and $f_{b^{\dagger} b \dagger}(n,-n+1, \omega+n \delta-\nu)$ are part of the stationary spectrum. This is analogous to the relation between homodyne and heterodyne spectra. We obtain

$$
\begin{align*}
S_{X_{\delta / 2}^{\vartheta} X_{\delta / 2}^{\vartheta}}^{(0)}(\omega) & =S_{b b^{\dagger}}^{(0)}(\omega+\delta / 2)+S_{b^{\dagger} b}^{(0)}(\omega-\delta / 2)  \tag{2.7.4}\\
& +\cos (2 \vartheta)\left[S_{b b}^{(-1)}(\omega+\delta / 2)+S_{b^{\dagger} b^{\dagger}}^{(1)}(\omega-\delta / 2)\right] .
\end{align*}
$$

Equation (2.7.4) is real and positive. In particular, condition (2.5.8) ensures that $S_{b b}^{(-1)}(\omega+$ $\delta / 2)=\left[S_{b^{\dagger} b^{\dagger}}^{(1)}(\omega-\delta / 2)\right]^{*}$.

The utility of these concepts will become clear in Sec. 3.2 .4 where we contrast spectra for dissipative squeezing in the lab frame with those in the special rotating frame.

### 2.8 Properties of the spectrum Fourier components

Let $\hat{A}$ be governed by a time-periodic Langevin equation. Each of its Fourier components $\hat{A}^{(n)}$ obeys a Langevin equation without explicit time-dependence. If the system assumes a stationary state (which it does if all eigenvalues of the Langevin matrix have negative real part), we can write the Fourier transformed Fourier components as a linear combination of the $N$ input operators $\left\{\hat{F}_{i, \text { in }}(\omega)\right\}$ (this set contains input operators and their Hermitian conjugates)

$$
\begin{equation*}
\hat{A}^{(n)}(\omega)=\sum_{i} K_{i}^{(n)}(\omega) \hat{F}_{i, \mathrm{in}}(\omega), \tag{2.8.1}
\end{equation*}
$$

where $\mathbf{K}^{(n)}(\omega)$ is an $N$-component vector (for each Fourier component $n$ ) containing the appropriate functions. In the convention for Fourier transforms described in the main text [Eq. (3.2.5)], the Hermitian conjugate of this equation gives

$$
\begin{equation*}
\hat{A}^{(n) \dagger}(\omega)=\sum_{i} K_{i}^{(-n) *}(-\omega) \hat{F}_{i, \mathrm{in}}^{\dagger}(\omega) . \tag{2.8.2}
\end{equation*}
$$

The stationary part of the spectrum is [cf. Eq. (2.5.7)]

$$
\begin{align*}
S_{A^{\dagger} A}^{(0)}(\omega) & =\sum_{n} \int \frac{d \omega^{\prime}}{2 \pi}\left\langle\hat{A}^{(n) \dagger}(\omega+n \delta) \hat{A}^{(-n)}\left(\omega^{\prime}\right)\right\rangle \\
& =\sum_{n, i, j} \int \frac{d \omega^{\prime}}{2 \pi} K_{i}^{(-n) *}(-\omega-n \delta) K_{j}^{(-n)}\left(\omega^{\prime}\right)\left\langle\hat{F}_{i, \mathrm{in}}^{\dagger}(\omega+n \delta) \hat{F}_{j, \text { in }}\left(\omega^{\prime}\right)\right\rangle  \tag{2.8.3}\\
& =\sum_{n, i} n_{i} K_{i}^{(-n) *}(-\omega-n \delta) K_{i}^{(-n)}(-\omega-n \delta) \\
& =\sum_{n, i} n_{i}\left|K_{i}^{(-n)}(-\omega-n \delta)\right|^{2},
\end{align*}
$$

where we had to assume the noise correlators

$$
\begin{equation*}
\left\langle\hat{F}_{i, \text { in }}^{\dagger}(\omega) \hat{F}_{j, \text { in }}\left(\omega^{\prime}\right)\right\rangle=2 \pi n_{i} \delta_{i j} \delta\left(\omega+\omega^{\prime}\right) \tag{2.8.4}
\end{equation*}
$$

with thermal occupations $n_{i} \geq 0$. Thus the stationary part is real and positive.

Another property is $\left[S_{A^{\dagger} B}^{(n)}(\omega)\right]^{\dagger}=S_{B^{\dagger} A}^{(-n)}(\omega+n \delta)$. The proof is by expansion

$$
\begin{align*}
{\left[S_{A^{\dagger} B}^{(n)}(\omega)\right]^{\dagger} } & =\left[\sum_{m} \int \frac{d \omega^{\prime}}{2 \pi}\left\langle\hat{A}^{(m) \dagger}(\omega+m \delta) \hat{B}^{(n-m)}\left(\omega^{\prime}\right)\right\rangle\right]^{\dagger} \\
& =\sum_{m} \int \frac{d \omega^{\prime}}{2 \pi}\left\langle\hat{B}^{(m-n) \dagger}\left(-\omega^{\prime}\right) \hat{A}^{(-m)}(-\omega-m \delta)\right\rangle \\
& =\sum_{m} \int \frac{d \omega^{\prime}}{2 \pi} 2 \pi \delta\left(-\omega-m \delta-\omega^{\prime}\right) f_{B^{\dagger} A}(m-n,-m,-\omega-m \delta)  \tag{2.8.5}\\
& =\sum_{m} \int \frac{d \omega^{\prime}}{2 \pi} 2 \pi \delta\left(\omega^{\prime}+\omega+(m+n) \delta\right) f_{B^{\dagger} A}\left(m,-m-n, \omega^{\prime}\right) \\
& =\sum_{m} \int \frac{d \omega^{\prime}}{2 \pi}\left\langle\hat{B}^{(m) \dagger}(\omega+(m+n) \delta) \hat{A}^{(-m-n)}\left(\omega^{\prime}\right)\right\rangle \\
& =S_{B^{\dagger} A}^{(-n)}(\omega+n \delta),
\end{align*}
$$

where for convenience we have again used the shorthand (2.7.3)

$$
\begin{equation*}
f_{A^{\dagger} B}(n, m, \omega) \equiv \int \frac{d \omega^{\prime}}{2 \pi}\left\langle\hat{A}^{(n) \dagger}(\omega) \hat{B}^{(m)}\left(\omega^{\prime}\right)\right\rangle \tag{2.8.6}
\end{equation*}
$$

which assumes noise correlators of the form (2.8.4).

### 2.9 Periodic covariance matrix

If we are not interested in the noise spectral density, but exclusively in the variances and covariances of the variables, a more direct approach is to calculate the covariance matrix. In order to calculate it in time-periodic systems, we can use again a sort of Floquet ansatz. This has been done in perturbation theory in Ref. 124.

Given the vector of operators $\hat{\mathbf{x}}$, we define the covariance matrix through

$$
\begin{equation*}
\mathbf{V}(t) \equiv\left\langle\hat{\mathbf{x}}(t) \hat{\mathbf{x}}^{T}(t)\right\rangle \tag{2.9.1}
\end{equation*}
$$

Its equation of motion can readily be derived from the quantum Langevin equations (2.2.1)

$$
\begin{equation*}
\dot{\mathrm{V}}(t)=\mathrm{A}(t) \mathrm{V}(t)+\mathrm{V}(t) \mathrm{A}^{T}(t)+\mathrm{LNL}^{T}, \tag{2.9.2}
\end{equation*}
$$

where $N$ is defined through

$$
\begin{equation*}
\left\langle\hat{\mathbf{x}}_{\mathrm{in}}(t) \hat{\mathbf{x}}_{\mathrm{in}}^{T}\left(t^{\prime}\right)\right\rangle=\delta\left(t-t^{\prime}\right) \mathbf{N} . \tag{2.9.3}
\end{equation*}
$$

The covariance matrix V evolves deterministically [there are no stochastic terms in Eq. (2.9.2)]. The last term in Eq. (2.9.2) is usually identified as diffusion matrix $\mathrm{D}=\mathrm{LNL}^{T}$. For a periodic dynamic matrix $\mathrm{A}(t), \mathrm{V}(t)$ inherits the same periodicity (if the system is stable). Writing $\bigvee(t)=\sum_{n} \exp (i n \delta t) \bigvee^{(n)}$, we obtain (in the steady state)

$$
\begin{equation*}
\sum_{n} e^{i n \delta t} i n \delta \bigvee^{(n)}=\sum_{n} e^{i n \delta t}\left[\sum_{m}\left(\mathbf{M}^{(n-m)} \bigvee^{(m)}+\mathrm{V}^{(m)} \mathbf{M}^{(n-m) T}\right)+\delta_{n, 0} \mathrm{LNL}^{T}\right] \tag{2.9.4}
\end{equation*}
$$

Integrating this equation over $t$, we isolate each Fourier component, so we are left with the system of coupled equations

$$
\begin{equation*}
i n \delta \bigvee^{(n)}-\sum_{m}\left(\mathrm{M}^{(n-m)} \bigvee^{(m)}+\bigvee^{(m)} \mathrm{M}^{(n-m) T}\right)-\delta_{n, 0} \mathrm{LNL}^{T}=0 \tag{2.9.5}
\end{equation*}
$$

The entries of $\bigvee^{(0)}$ contain the stationary part of the variance. Note that it is well possible for the variance to vary periodically [124], and then the state with (say) lowest variance occurs at some point during the periodic evolution. Higher Fourier components $\bigvee^{(n)}$ reveal whether that is the case.

### 2.10 Conclusion

In this chapter, we presented a framework to deal with linear, time-periodic quantum Langevin equations that builds on Floquet theory. In its generic formulation, it can be used to derive the scattering matrix of the system, which has the property that signals at a given frequency $\omega$ can be scattered to $\omega+2 \pi n / T$, where $n \in \mathbb{Z}$ and $T$ is the periodicity. The central element of the framework is the map from a finite set of coupled, linear equations of motion to an infinite set of stationary equations of motion. After truncation, the latter can be solved via standard techniques. Occasionally solutions are possible without truncation, an example of which is given in Chapter 3. The map proceeds by splitting system operators up into their Fourier components (3.2.5). The spectrum Fourier components (Sec. 2.5) can be used to calculate power spectra in any rotating frame. This opens a new perspective to understand the relation between the measured spectra and rotating frames, as discussed in Sec. 2.7.

Looking ahead, the presented framework can be used to map time-periodic quantum Langevin equations to familiar, coupled, stationary ones, albeit-as usual for Floquet techniques-infinitely many such equations. Where an exact analytical solution is not feasible, an approximation can be found by truncating the infinite matrix (2.2.7). We would like to point out Ref. 135 as a graphical tool to approximate the inverses of matrices such as Eq. (2.2.7), to any desired order in the coupling. Furthermore, it may prove beneficial to identify conditions under which exact solutions can be found.

## 3 Applications

### 3.1 Introduction

In this chapter, we make use of the framework presented in the previous chapter, and apply it to optomechanical systems driven by two tones. In particular, we analyze the case when the drives are detuned from the cavity resonance by $\pm \omega_{\mathrm{m}}$, which has been shown to cause squeezing of the mechanical resonator for a range of drive strengths [121]. We derive analytic expressions for the mechanical and optical spectrum within the rotating-wave approximation (RWA) for general drive strengths and detunings. With the expressions for the Fourier components of system operators we provide, it is straightforward to construct the spectrum in an arbitrary rotating frame. This enables us to understand dynamical effects that occur when the drives are not exactly on the sidebands, for example, how squeezing generation can fail or fail to be detected. The method also elucidates how information about the system can be extracted through a second, periodically driven "readout" mode, an approach used in the experiments reported in Ref. 46. This part of this chapter has been published in Ref. 1.

The case of two balanced pumps is an important special case, as it realizes a backactionevading (BAE) measurement. A continuous measurement of the position of a harmonic oscillator is subject to the standard quantum limit (SQL), a limit directly imposed by Heisenberg's uncertainty relation [66, 136]. An observable that can be monitored without precision limit is called quantum non-demolition (QND) variable, such that its continuous measurement can avoid the measurement backaction (BA) [137] and thus open the way to the detection of weak forces, such as those due to gravitational waves [29].

There has been continued interest in implementing BAE measurements [138]. Following a detailed theoretical proposal [139], the first demonstration with a sensitivity beyond the SQL was in optomechanics [140], and they have since proven useful [46, 50, 122, 141]. Despite the importance of such measurements, Ref. 139 discusses only lowest-order corrections to the RWA.

In Sec. 3.3, using our Floquet approach, we are able to go beyond the RWA and in
fact derive the exact solution to the equations describing a BAE measurement. Due to the presence of counterrotating (CR) terms, this constitutes a solution to genuinely explicitly time-dependent quantum Langevin equations, as there is no frame in which they become stationary. The solution is possible because even beyond the RWA, the quadrature of the light that imparts the measurement backaction is orthogonal to the quadrature that receives the signal. This work was published in Ref. 2.

### 3.2 Dissipative squeezing

### 3.2.1 Model

For the most part we consider a standard optomechanical system comprising one cavity mode and one mechanical mode. In Sec. 3.2.8 we include a second periodically driven cavity mode to use as readout, which is shown schematically in Fig. 3.1. Finally, in Sec. 3.3 we consider the case of equal pump strengths.

Without the second optical mode, the full Hamiltonian is

$$
\begin{equation*}
\hat{H}=\hat{H}_{\mathrm{OM}}+\hat{H}_{\text {drive }}+\hat{H}_{\text {baths }}, \tag{3.2.1}
\end{equation*}
$$

where $(\hbar=1)$

$$
\begin{align*}
\hat{H}_{\mathrm{OM}} & =\omega_{\text {cav }} \hat{a}^{\dagger} \hat{a}+\omega_{\mathrm{m}} \hat{b}^{\dagger} \hat{b}-g_{0} \hat{a}^{\dagger} \hat{a}\left(\hat{b}^{\dagger}+\hat{b}\right)  \tag{3.2.2a}\\
\hat{H}_{\text {drive }} & =\left(\alpha_{+} e^{-i \omega_{+} t}+\alpha_{-} e^{-i \omega_{-} t}\right) \hat{a}^{\dagger}+\text { H.c. } \tag{3.2.2b}
\end{align*}
$$

$a, b$ are the bosonic annihilation operators of the cavity mode and the mechanical oscillator, respectively. The cavity mode frequency is $\omega_{\text {cav }}$, the mechanical frequency $\omega_{\mathrm{m}}$, the coupling strength via radiation pressure $g_{0}$, and the driving strengths $\alpha_{ \pm}$, which are associated with the drives with frequencies $\omega_{ \pm}$. For an introduction to the optomechanical Hamiltonian we refer to Sec. 1.3, or Ref. 24, 69.

To proceed, we split the light field into a coherent part and fluctuations, move to a frame rotating with the frequency of the lower frequency laser, split the cavity annihilation operator into coherent part and fluctuations, $\hat{a} \rightarrow e^{-i \omega_{-} t}\left(\bar{a}_{-}+\bar{a}_{+} e^{-i \delta t}+\hat{a}\right)$, and linearize the Hamiltonian, as in Sections 1.2 and 1.5. With the usual assumptions of Markovian baths, the resulting Hamiltonian

$$
\begin{equation*}
\hat{H}=-\Delta \hat{a}^{\dagger} \hat{a}+\omega_{\mathrm{m}} \hat{b}^{\dagger} \hat{b}-\left[\hat{a}\left(G_{+} e^{i \delta t}+G_{-}\right)\left(\hat{b}^{\dagger}+\hat{b}\right)+\text { H.c. }\right] \tag{3.2.3}
\end{equation*}
$$



Figure 3.1: Schematic of linearized quantum Langevin equations (3.2.4a) and (3.2.4b). The dark green circle represents a mechanical resonator mode with annihilation operator $\hat{b}$, whereas the light green squares represent cavity modes $\hat{a}$ and $\hat{a}_{2}$, respectively. Both optical modes are driven by two tones placed close to $\omega_{\text {cav }} \pm \omega_{\mathrm{m}}$, which leads to enhanced optomechanical beamsplitter interaction ( $G_{+}, G_{2+}$, in red) and amplification interaction ( $G_{-}, G_{2-}$, in blue). The optical modes are also coupled to independent zerotemperature baths (purple) with rate $\kappa$ and $\kappa_{2}$, respectively, whereas the mechanical mode has a finite temperature bath at rate $\Gamma_{\mathrm{m}}$, leading to an average thermal occupation $n_{\mathrm{th}}$. We do not consider the readout mode until Sec. 3.2.8.
gives rise to Langevin equations $[66,67]$ with explicit periodic time dependence

$$
\begin{align*}
& \dot{\hat{a}}=\left(i \Delta-\frac{\kappa}{2}\right) \hat{a}+\sqrt{\kappa} \hat{a}_{\mathrm{in}}+i\left(G_{+} e^{-i \delta t}+G_{-}\right)\left(\hat{b}^{\dagger}+\hat{b}\right),  \tag{3.2.4a}\\
& \dot{\hat{b}}=\left(-i \omega_{\mathrm{m}}-\frac{\Gamma_{\mathrm{m}}}{2}\right) \hat{b}+\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}+i\left[\hat{a}\left(G_{-}+G_{+} e^{i \delta t}\right)+\text { H.c. }\right] . \tag{3.2.4b}
\end{align*}
$$

Here, we have defined the enhanced optomechanical coupling constants $G_{ \pm}=g_{0} \bar{a}_{ \pm}$, the detuning of the laser from the cavity mode $\Delta=\omega_{-}-\omega_{\text {cav }}$, and the difference between the two laser frequencies $\delta=\omega_{+}-\omega_{-}$. Since we choose the frame of the lower frequency laser, $\delta>0$ always. $\hat{b}_{\text {in }}, \hat{a}_{\text {in }}$ are input noise operators with $\left\langle\hat{a}_{\text {in }}(t) \hat{a}_{\text {in }}^{\dagger}\left(t^{\prime}\right)\right\rangle=\delta\left(t-t^{\prime}\right)$, $\left\langle\hat{a}_{\text {in }}^{\dagger}(t) \hat{a}_{\text {in }}\left(t^{\prime}\right)\right\rangle=0,\left\langle\hat{b}_{\text {in }}(t) \hat{b}_{\text {in }}^{\dagger}\left(t^{\prime}\right)\right\rangle=\left(n_{\text {th }}+1\right) \delta\left(t-t^{\prime}\right)$, and $\left\langle\hat{b}_{\text {in }}^{\dagger}(t) \hat{b}_{\text {in }}\left(t^{\prime}\right)\right\rangle=n_{\text {th }} \delta\left(t-t^{\prime}\right)$.

In order to solve Eqs. (3.2.4a) and (3.2.4b), we express them in terms of Fourier components as described in Sec. 2.2 above, using the same convention [Eqs. (1.1.20) and (2.2.3)]

$$
\begin{array}{r}
\hat{a}(t)=\sum_{n=-\infty}^{\infty} e^{i n \delta t} \hat{a}^{(n)}(t), \quad \hat{a}^{\dagger}(t)=\sum_{n=-\infty}^{\infty} e^{i n \delta t} \hat{a}^{(n) \dagger}(t), \\
\hat{a}^{(n)}(\omega)=\int_{-\infty}^{\infty} d t e^{i \omega t} \hat{a}^{(n)}(t), \quad \hat{a}^{(n) \dagger}(\omega)=\int_{-\infty}^{\infty} d t e^{i \omega t} \hat{a}^{(n) \dagger}(t) . \tag{3.2.6}
\end{array}
$$

Note that these choices imply $\left[a^{(n)}(\omega)\right]^{\dagger}=a^{(-n) \dagger}(-\omega)$. This map yields the generic form

Eq. (2.2.6), with

$$
\begin{equation*}
\hat{\mathbf{x}}^{(n)}=\left(\hat{a}^{(n)}, \hat{b}^{(n)}, \hat{a}^{(n) \dagger}, \hat{b}^{(n) \dagger}\right)^{T}, \quad \hat{\mathbf{x}}_{\text {in }}=\left(\hat{a}_{\text {in }}, \hat{b}_{\text {in }}, \hat{a}_{\text {in }}^{\dagger}, \hat{b}_{\text {in }}^{\dagger}\right)^{T} \tag{3.2.7}
\end{equation*}
$$

and thus $\mathrm{L}=\operatorname{diag}\left(\sqrt{\kappa}, \sqrt{\Gamma_{\mathrm{m}}}, \sqrt{\kappa}, \sqrt{\Gamma_{\mathrm{m}}}\right)$. The non-zero 4-by-4 matrices $\mathrm{A}^{(n)}$ are given by

$$
\begin{align*}
& \mathrm{A}^{(0)}=\left(\begin{array}{cccc}
i \Delta-\frac{\kappa}{2} & i G_{-} & 0 & i \lambda G_{-} \\
i G_{-} & -i \omega_{\mathrm{m}}-\frac{\Gamma_{\mathrm{m}}}{2} & i \lambda G_{-} & 0 \\
0 & -i \lambda G_{-} & -i \Delta-\frac{\kappa}{2} & -i G_{-} \\
-i \lambda G_{-} & 0 & -i G_{-} & i \omega_{\mathrm{m}}-\frac{\Gamma_{\mathrm{m}}}{2}
\end{array}\right), \\
& \mathrm{A}^{(-1)}=i G_{+}\left(\begin{array}{l|l|l}
\begin{array}{l}
\lambda \\
\\
\\
\\
\\
\\
\\
\hline
\end{array} & 1 \\
\hline
\end{array}\right), \quad \mathrm{A}^{(1)}=i G_{+}\left(\begin{array}{cc|c}
\lambda & \\
\hline & -1 & -\lambda \\
-1 & &
\end{array}\right) . \tag{3.2.8}
\end{align*}
$$

Here, we have introduced $\lambda$ to label the counterrotating terms. In the RWA $\lambda=0$, else $\lambda=1$. As discussed in Chapter 2, we can arrange the equations of motion as an infinite matrix Eq. (2.2.7). In RWA the infinite set of equations decouples in sets of four, making the problem tractable analytically, see Sec. 3.2.2. For a backaction-evading measurement, where $G_{+}=G_{-}$, a solution can be found even without the RWA, as is discussed in Sec. 3.3.

### 3.2.2 Dissipative squeezing in the rotating-wave approximation

In this section we derive analytic expressions for the system operator Fourier components, which enables a detailed study of dissipative squeezing and simultaneously serves to illustrate the advantages of our new framework.

To obtain an analytical solution, we neglect counterrotating terms in Eqs. (3.2.4a) and (3.2.4b) (i.e., perform the RWA), which results in

$$
\begin{align*}
& \dot{\hat{a}}=\left(i \Delta-\frac{\kappa}{2}\right) \hat{a}+\sqrt{\kappa} \hat{a}_{\mathrm{in}}+i\left(G_{+} e^{-i \delta t} \hat{b}^{\dagger}+G_{-} \hat{b}\right) \\
& \dot{\hat{b}}=\left(-i \omega_{\mathrm{m}}-\frac{\Gamma_{\mathrm{m}}}{2}\right) \hat{b}+\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}+i\left(G_{-} \hat{a}+G_{+} e^{-i \delta t} \hat{a}^{\dagger}\right) . \tag{3.2.9}
\end{align*}
$$

Note that by defining $\hat{\tilde{a}}=e^{i \delta t / 2} \hat{a}$ and $\hat{\tilde{b}}=e^{i \delta t / 2} \hat{b}$ it is possible to write Eqs. (3.2.9) in a frame where they become stationary, which is done in Ref. 121 and Sec. 3.3.

Within RWA $(\lambda=0)$, we can make Eq. (2.2.7) block-diagonal through a rearrangement of rows. The blocks disconnected from input operators decay and vanish in the steady
state. Thus, only two blocks (mutually Hermitian conjugates) contribute. The problem reduces to solving

$$
\left(\begin{array}{cccc}
\chi_{\mathrm{c}}^{-1}(\omega) & -i G_{-} & 0 & -i G_{+}  \tag{3.2.10}\\
-i G_{-} & \chi_{\mathrm{m}}^{-1}(\omega) & -i G_{+} & 0 \\
0 & i G_{+} & \chi_{\mathrm{c}}^{-1 *}(-\omega+\delta) & i G_{-} \\
i G_{+} & 0 & i G_{-} & \chi_{\mathrm{m}}^{-1 *}(-\omega+\delta)
\end{array}\right)\left(\begin{array}{c}
\hat{a}^{(0)} \\
\hat{b}^{(0)} \\
\hat{a}^{(1) \dagger} \\
\hat{b}^{(1) \dagger}
\end{array}\right)=\left(\begin{array}{c}
\sqrt{\kappa} \hat{a}_{\mathrm{in}}(\omega) \\
\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}(\omega) \\
0 \\
0
\end{array}\right)
$$

with the cavity and mechanical response functions $\chi_{\mathrm{c}}^{-1}(\omega)=\kappa / 2-i(\omega+\Delta)$ and $\chi_{\mathrm{m}}^{-1}(\omega)=$ $\Gamma_{\mathrm{m}} / 2-i\left(\omega-\omega_{\mathrm{m}}\right)$, respectively.

Inverting the matrix on the left-hand side, we can write the system operators in terms of input operators. Specifically for the mechanical Fourier modes, we have

$$
\binom{\hat{b}^{(0)}(\omega)}{\hat{b}^{(1) \dagger}(\omega)}=\left(\begin{array}{ll}
a(\omega) & c(\omega)  \tag{3.2.11}\\
f(\omega) & g(\omega)
\end{array}\right)\binom{\hat{b}_{\text {in }}(\omega)}{\hat{a}_{\text {in }}(\omega)} .
$$

Analytic expressions for the auxiliary functions can be found in Appendix 3.B. Much of the physics can be understood by separating weak-coupling and strong-coupling effects, discussed in turns below.

### 3.2.3 Weak-coupling approximation

We can gain more insight when the coupling $G_{ \pm}$is small, such that second-order perturbation theory captures the main effects.

If $\Delta=-\omega_{\mathrm{m}}$ and writing $\delta=2 \omega_{\mathrm{m}}+\varepsilon$, we obtain to second order in $G_{ \pm}$(see Appendix 3.C)

$$
\begin{align*}
& \dot{\hat{b}}^{(0)}=\left(-i \tilde{\omega}_{\mathrm{m}}-\frac{\tilde{\Gamma}_{\mathrm{m}}}{2}\right) \hat{b}^{(0)}+\frac{2 i G_{-}}{\sqrt{\kappa}} \hat{a}_{\mathrm{in}}+\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}  \tag{3.2.12a}\\
& \dot{\hat{b}}^{(1) \dagger}=\left(i \tilde{\omega}_{\mathrm{m}}-i \delta-\frac{\tilde{\Gamma}_{\mathrm{m}}}{2}\right) \hat{b}^{(1) \dagger}-\frac{2 i G_{+}}{\sqrt{\kappa}} \hat{a}_{\mathrm{in}} \tag{3.2.12b}
\end{align*}
$$

where

$$
\begin{align*}
& \tilde{\Gamma}_{\mathrm{m}}=\Gamma_{\mathrm{m}}+\frac{4}{\kappa}\left(G_{-}^{2}-\frac{G_{+}^{2}}{1+4 \varepsilon^{2} / \kappa^{2}}\right)  \tag{3.2.13a}\\
& \tilde{\omega}_{\mathrm{m}}=\omega_{\mathrm{m}}+\frac{G_{+}^{2} \varepsilon}{(\kappa / 2)^{2}+\varepsilon^{2}} \tag{3.2.13b}
\end{align*}
$$

These equations provide several insights. First, in addition to the intrinsic mechanical damping, $b^{(0)}$ is subject to optical damping [24]. At $\varepsilon=0$, this occurs with a rate $4 \mathcal{G}^{2} / \kappa$, where $\mathcal{G}^{2} \equiv G_{-}^{2}-G_{+}^{2}$. Since we are treating the problem in a frame where the red-detuned drive is stationary, it couples to the zeroth Fourier component with strength $G_{-}$. Crucially, the optical input noise $a_{\text {in }}$ has opposite signs in the two equations. The implications of that sign become clear if we consider the rotating quadrature (2.7.1)

$$
\begin{equation*}
\hat{X}_{\nu}^{0}(t)=e^{i \nu t}\left(\hat{b}^{(0)}+e^{-i \delta t} \hat{b}(-1)\right)+e^{-i \nu t}\left(\hat{b}^{(0) \dagger}+e^{i \delta t} \hat{b}^{(1) \dagger}\right) . \tag{3.2.14}
\end{equation*}
$$

If $\delta=2 \nu, \hat{b}^{(0)}$ and $\hat{b}^{(1) \dagger}$ have the same phase factor

$$
\begin{equation*}
\hat{X}_{\delta / 2}^{0}(t)=e^{i \delta t / 2}\left(\hat{b}^{(0)}+\hat{b}^{(1) \dagger}\right)+\text { H.c. }, \tag{3.2.15}
\end{equation*}
$$

and Eq. (3.2.12a) gives

$$
\begin{align*}
& \dot{\hat{X}}_{\delta / 2}^{0}=-\frac{\tilde{\Gamma}_{\mathrm{m}}}{2} \hat{X}_{\delta / 2}^{0}+\left(\frac{\delta}{2}-\tilde{\omega}_{\mathrm{m}}\right) \hat{X}_{\delta / 2}^{\pi / 2} \\
&+\left\{e^{i \delta t / 2}\left[\frac{2 i}{\sqrt{\kappa}}\left(G_{-}-G_{+}\right) \hat{a}_{\mathrm{in}}+\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}\right]+\text { H.c. }\right\} \tag{3.2.16}
\end{align*}
$$

First, as is the case for all quadratures, the effective mechanical damping has an optical contribution. Second, we see that in this particular rotating quadrature the optical noise is reduced, which is also a feature of the exact equations of motion [see minus sign on RHS of Eq. (3.B.1) in Appendix 3.B], and $\hat{X}_{\delta / 2}^{0}=\hat{X}_{-}$is the squeezed quadrature. If $\hat{b}^{(0)}$ and $\hat{b}^{(1) \dagger}$ do not have the same phase factor (for $\nu \neq \delta / 2$ ), then as time $t$ evolves, their relative phase changes, such that sometimes the noises add and at other times they subtract, i.e., the quadrature we consider rotates relative to the squeezed and antisqueezed quadratures. Third, note that the noises only subtract because both lasers are driving the same mode and thus are subject to the same vacuum fluctuations. If in addition $G_{-}=G_{+}$, this setup performs a backaction-evading (BAE) measurement of the rotating mechanical quadrature [139], evidenced by the disappearance of $\hat{a}_{\text {in }}$ from Eq. (3.2.16). In (3.2.14) we could set $\vartheta=\pi / 2$, which would introduce a relative minus sign between the two square brackets, such that the noises add, to give the antisqueezed quadrature $X_{+}$. Fourth, we note that the second term in (3.2.16) contains the conjugate quadrature. It is only non-zero if $\delta \neq 2 \omega_{\mathrm{m}}$. Essentially, the mechanical quadratures naturally rotate at the mechanical frequency $\omega_{\mathrm{m}}$, so the faster $\hat{X}_{\delta / 2}^{0}$ rotates relative to $\hat{X}_{\omega_{\mathrm{m}}}$ the quicker it catches up with the quadrature $\pi / 2$ ahead. The resulting continuous mixing plays an important role in squeezing loss and heating, as discussed in Sections 3.2.6 and 3.2.7.

We Fourier transform Eq. (3.2.12a) to obtain an approximation to Eq. (3.2.11)

$$
\begin{align*}
a(\omega) & \approx \sqrt{\Gamma_{\mathrm{m}}} \tilde{\chi}_{\mathrm{m}}(\omega), \\
c(\omega) & \approx 2 i G_{-} \tilde{\chi}_{\mathrm{m}}(\omega) / \sqrt{\kappa},  \tag{3.2.17}\\
f(\omega) & \approx 0, \\
g(\omega) & \approx-2 i G_{+} \tilde{\chi}_{\mathrm{m}}^{*}(-\omega+\delta) / \sqrt{\kappa},
\end{align*}
$$

where we have defined $\tilde{\chi}_{\mathrm{m}}^{-1}(\omega)=\tilde{\Gamma}_{\mathrm{m}} / 2-i\left(\omega-\tilde{\omega}_{\mathrm{m}}\right)$ and again have neglected terms $\mathcal{O}\left(G_{ \pm}^{3}\right)$. For details see Appendix 3.C, where we also write down an effective master equation that treats the cavity as an extra bath.

Using Eqs. (2.5.7) and (3.2.17) we write down the components that make up the mechanical spectrum for general detuning $\delta$

$$
\begin{align*}
S_{b^{\dagger} b}^{(0)}(\omega) & =\left|\tilde{\chi}_{\mathrm{m}}(-\omega)\right|^{2}\left(\Gamma_{\mathrm{m}} n_{\mathrm{th}}+\frac{4 G_{+}^{2}}{\kappa}\right),  \tag{3.2.18a}\\
S_{b b^{\dagger}}^{(0)}(\omega) & =\left|\tilde{\chi}_{\mathrm{m}}(\omega)\right|^{2}\left[\Gamma_{\mathrm{m}}\left(n_{\mathrm{th}}+1\right)+\frac{4 G_{-}^{2}}{\kappa}\right],  \tag{3.2.18b}\\
S_{b b}^{(-1)}(\omega) & =-\frac{4 G_{-} G_{+}}{\kappa} \tilde{\chi}_{\mathrm{m}}(\omega) \tilde{\chi}_{\mathrm{m}}(-\omega+\delta),  \tag{3.2.18c}\\
S_{b^{\dagger} b^{\dagger}}^{(1)}(\omega) & =-\frac{4 G_{-} G_{+}}{\kappa} \tilde{\chi}_{\mathrm{m}}^{*}(\omega+\delta) \tilde{\chi}_{\mathrm{m}}^{*}(-\omega) . \tag{3.2.18d}
\end{align*}
$$

Integrating over the frequency $\omega$, we arrive at

$$
\begin{align*}
\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} S_{b \dagger b}^{(0)}(\omega) & =\frac{\Gamma_{\mathrm{m}} n_{\mathrm{th}}+4 G_{+}^{2} / \kappa}{\tilde{\Gamma}_{\mathrm{m}}}  \tag{3.2.19a}\\
\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} S_{b b^{\dagger}}^{(0)}(\omega) & =\frac{\Gamma_{\mathrm{m}}\left(n_{\mathrm{th}}+1\right)+4 G_{-}^{2} / \kappa}{\tilde{\Gamma}_{\mathrm{m}}}  \tag{3.2.19b}\\
\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} S_{b b}^{(-1)}(\omega) & =-\frac{4 G_{-} G_{+} / \kappa}{\tilde{\Gamma}_{\mathrm{m}}-i \varepsilon}  \tag{3.2.19c}\\
\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} S_{b^{\dagger} b^{\dagger}}^{(1)}(\omega) & =-\frac{4 G_{-} G_{+} / \kappa}{\tilde{\Gamma}_{\mathrm{m}}+i \varepsilon} \tag{3.2.19d}
\end{align*}
$$

and we obtain the variance in the squeezed and antisqueezed quadratures (which are rotating at the frequency $\delta / 2$ )

$$
\begin{equation*}
\left\langle\hat{X}_{ \pm}^{2}\right\rangle=\frac{\Gamma_{\mathrm{m}}}{\tilde{\Gamma}_{\mathrm{m}}}\left(2 n_{\mathrm{th}}+1\right)+\frac{4}{\kappa \tilde{\Gamma}_{\mathrm{m}}}\left(G_{+}^{2}+G_{-}^{2}\right) \pm \frac{8 G_{-} G_{+}}{\kappa \tilde{\Gamma}_{\mathrm{m}}}\left(\frac{1}{1+\varepsilon^{2} / \tilde{\Gamma}_{\mathrm{m}}^{2}}\right), \tag{3.2.20}
\end{equation*}
$$

where we have defined the detuning of the higher-frequency laser from the upper mechanical sideband as $\varepsilon \equiv \delta-2 \omega_{\mathrm{m}}$. Term-by-term, the variance contains a reduced (if $\mathcal{G}^{2}>0$ )
occupancy due to the extra optical damping, a positive term due to the noise added by the drives, and a term that can be negative due to the aforementioned noise cancelling effect of the two drives in one of the quadratures, see Eqs. (3.2.12a) and (3.2.12b). In the antisqueezed quadrature, the noises add. The optically enhanced damping rate $\tilde{\Gamma}_{\mathrm{m}}$ reduces to the one for sideband cooling for $\varepsilon \gtrsim \kappa$. In that limit the last term on the RHS of Eq. (3.2.20) vanishes and the two quadratures have equal variances. Equation (3.2.20) is then very close to the expected result, apart from the extra noise term $4 G_{+}^{2} / \kappa \tilde{\Gamma}_{\mathrm{m}}$, which at this level of approximation does not depend of the detuning $\varepsilon$.

### 3.2.4 Variance in the squeezed and antisqueezed quadratures

In Sec. 3.2.3 we found that the quadrature in which the optical noises cancel most is the one rotating at half the laser frequency difference $\delta / 2$. With the solution at hand, we can go a more direct way and ask which phase $\vartheta$ has the smallest (or largest) quadrature variance. In agreement to what we found above, $\vartheta$ will have to depend on time with angular velocity $\delta / 2$.

Let us consider a lab frame quadrature $X_{\nu=0}^{\vartheta}$, with variance

$$
\begin{equation*}
\left\langle\left(\hat{X}_{0}^{\vartheta}\right)^{2}\right\rangle=1+2 \sum_{n} e^{i n \delta t} \Xi_{b b}^{(n)}+2 \operatorname{Re}\left[e^{2 i \vartheta} \sum_{n} e^{i n \delta t} \Xi_{b \dagger b}^{(n)}\right], \tag{3.2.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\Xi_{A B}^{(n)} \equiv \int S_{A^{\dagger} B}^{(n)}(\omega) \frac{d \omega}{2 \pi} \tag{3.2.22}
\end{equation*}
$$

Note that by Eq. (2.5.8) the second term on the RHS of Eq. (3.2.21) is always real. The variance is minimal for

$$
\begin{equation*}
\vartheta=\frac{\pi}{2}-\frac{1}{2} \arg \left[\sum_{n} e^{i n \delta t} \Xi_{b \dagger b}^{(n)}\right] . \tag{3.2.23}
\end{equation*}
$$

In RWA, the only non-zero $\Xi_{b \dagger b}^{(n)}$ is the one with $n=-1$, which turns out to be real and negative. This results in $\vartheta(t)=\delta t / 2$, the squeezed quadrature is rotating. So, even though we started off not knowing that we would have to consider a rotating quadrature, the result emerged naturally.

We can calculate the maximum and minimum variance

$$
\begin{equation*}
\left\langle\hat{X}_{ \pm}^{2}\right\rangle=1+2 \sum_{n} e^{i n \delta t} \Xi_{b b}^{(n)} \pm 2\left|\sum_{n} e^{i n \delta t} \Xi_{b \dagger b}^{(n)}\right| \tag{3.2.24}
\end{equation*}
$$

For the position quadrature $x=X_{0}^{\vartheta=0}$ and in RWA, we obtain

$$
\begin{equation*}
\left\langle\hat{x}(t)^{2}\right\rangle=1+2 \Xi_{b b}^{(0)}+2\left|\Xi_{b^{\dagger} b}^{(-1)}\right| \cos (\delta t-\phi), \tag{3.2.25}
\end{equation*}
$$

where we have written the complex number $\Xi_{b^{\dagger} b}^{(-1)}$ in terms of its absolute value and phase $\phi^{\dagger}$. Note that Eq. (3.2.25) is the squared width in $x$-direction of an ellipse with major and minor axis $\left\langle\hat{X}_{ \pm}^{2}\right\rangle^{1 / 2}$, rotating at frequency $\delta / 2$, with an initial tilt of $\phi / 2$. This is no coincidence-the Wigner density of a squeezed state is an ellipse. There is one frame in which it is stationary, whereas in all other frames, the ellipse is rotating, and thus a measurement of the variance returns an average over both quadratures. Note that rotating the ellipse by $\pi$ maps it onto itself, so we can take $\vartheta \in[0, \pi)$.

The conclusion is that in order to detect the squeezing we have to follow the quadrature and make the measurement in a special rotating frame. The necessity to "follow" the quadrature has been mentioned in the discussion of QND measurements in Ref. 66. The fact that we need to measure the rotating spectrum components to observe squeezing substantiates the claim that essential information can be hidden in rotating components of the spectra. In the literature, this special case is what characterizes a so-called phasesensitive detector, also called phase nonpreserving amplifier in Ref. 66. Such a detector requires an external clock (here the beating of the laser drives) in order to keep track of the rotating quadrature, as noted in Ref. 137.

In Fig. 3.2 we illustrate how these concepts take form on the level of the mechanical spectra and plot the physical spectrum $S_{X_{\nu}^{\vartheta} X_{\nu}^{\vartheta}}^{(0)}(\omega)$ in the three most relevant cases. The first panel corresponds to $\nu=0=\vartheta$, i.e. the spectrum of the lab frame position quadrature $\hat{X}_{0}^{0}=x=\hat{b}+\hat{b}^{\dagger}$. The left and right peak correspond to contributions of $\left\langle\hat{b}^{\dagger} \hat{b}\right\rangle$ and $\left\langle\hat{b} \hat{b}^{\dagger}\right\rangle$, respectively. The absolute value of the rotating terms is shown as well. In general, they are complex, with a phase depending on $t$ and $\vartheta$.

Panel (b) and (c) in Fig. 3.2 are the spectra in the special rotating frame $\nu=\delta / 2$. The first consequence of going into a rotating frame is that the peaks are displaced [in opposite directions, as $\hat{b}$ and $\hat{b}^{\dagger}$ get opposite phases, see Eq. (2.7.2)]. In this particular frame, the peaks end up on top of each other. Equation (2.5.8) ensures that the imaginary parts of the rotating Fourier components cancel each other. In the two cases in which they (individually) are entirely real, $\vartheta=0, \pi / 2$, they contribute the most, yielding spectra with the smallest and largest variance, which are thus the squeezed and antisqueezed quadratures $\hat{X}_{\mp}[(b)$ and (c) panel], respectively.
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Figure 3.2: Mechanical spectrum in the lab frame and the special rotating frame. (a) Lab frame. The stationary part $S_{x x}^{(0)}$ (3.2.28) is plotted in blue (solid) and has two peaks that stem from $S_{b \dagger b}^{(0)}$ (left) and $S_{b b^{\dagger}}^{(0)}$ (right peak). $S_{x x}^{(0)}$ coincides with the measured spectrum for the position quadrature $\hat{x}=\hat{b}+\hat{b}^{\dagger}$ (red, filled). The yellow (dashed) curve is the absolute value of the sum of the rotating components $S_{b^{\dagger} b^{\dagger}}^{(1)}$ (left peak) and $S_{b b}^{(-1)}$ (right peak), and does not contribute to the lab frame spectrum. (b), (c) Special rotating frame. The previously rotating spectrum components (still yellow and dashed) become stationary and thus part of the measured spectrum for the quadrature $\hat{X}_{\delta / 2}^{\vartheta}$ (red, dotted and filled), see Eq. (2.7.4). Their phase relation (encoded in $\vartheta$ ) determines whether they add to the stationary part (still blue and solid) to give the antisqueezed quadrature $\hat{X}_{+}$in (c), at $\vartheta=\pi / 2$, or subtract from it to yield the squeezed quadrature $\hat{X}_{-}$in (b), at $\vartheta=0$. Parameters are $\Gamma_{\mathrm{m}} / \kappa=10^{-4}, n_{\mathrm{th}}=10, \mathcal{C}=10^{2}, \Delta=-\omega_{\mathrm{m}}, \delta=2 \omega_{\mathrm{m}}$. In RWA, the only effect of $\omega_{\mathrm{m}} / \kappa=.02$ is to determine the position of the peaks.

### 3.2.5 Squeezing for exact sideband driving

Reference [121] considered the case where the drives are on the sidebands, i.e., $\delta=2 \omega_{\mathrm{m}}$ and $\Delta=-\omega_{\mathrm{m}}$. Within RWA, the physical spectrum [cf. Eq. (2.7.4)] of the squeezed quadrature in a frame rotating with the mechanical frequency $\omega_{\mathrm{m}}$ is given by

$$
\begin{equation*}
S_{X_{\omega_{\mathrm{m}}}^{0} X_{\omega_{\mathrm{m}}}^{0}}(\omega)=\frac{\kappa\left|\chi_{\mathrm{c}}\left(\omega+\omega_{\mathrm{m}}\right)\right|^{2}\left(G_{-}-G_{+}\right)^{2}+\Gamma_{\mathrm{m}}\left(2 n_{\mathrm{th}}+1\right)}{\left|\chi_{\mathrm{m}}^{-1}\left(\omega+\omega_{\mathrm{m}}\right)+\chi_{\mathrm{c}}\left(\omega+\omega_{\mathrm{m}}\right) \mathcal{G}^{2}\right|^{2}} . \tag{3.2.26}
\end{equation*}
$$

This is a roundabout way to arrive at the desired result, as in this case it is easier to directly solve Eqs. (3.2.4a) and (3.2.4b) in a rotating frame, but our method is more general, enabling general detunings, rotating frames, and even beyond-RWA numerics.

Integrating Eq. (3.2.26) over frequency, we obtain the variance of the squeezed and antisqueezed quadratures

$$
\begin{equation*}
\left\langle\hat{X}_{ \pm}^{2}\right\rangle=\frac{1}{\kappa+\Gamma_{\mathrm{m}}}\left[\left(2 n_{\mathrm{th}}+1\right) \Gamma_{\mathrm{m}}\left(1+\frac{\kappa}{\Gamma_{\mathrm{m}}+4 \mathcal{G}^{2} / \kappa}\right)+\frac{4\left(G_{-} \pm G_{+}\right)^{2}}{\Gamma_{\mathrm{m}}+4 \mathcal{G}^{2} / \kappa}\right] \tag{3.2.27}
\end{equation*}
$$

where $\hat{X}_{-}=\hat{X}_{\nu=\omega_{\mathrm{m}}}^{\vartheta=0}$ and $\hat{X}_{+}=\hat{X}_{\nu=\omega_{\mathrm{m}}}^{\vartheta=\pi / 2}$. The result agrees with Ref. 44, where $(\kappa+$ $\left.\Gamma_{\mathrm{m}}\right)^{-1} \approx \kappa^{-1}$ was approximated.

Within our framework it is straightforward to find out how squeezing looks like in


Figure 3.3: Sideband asymmetry. Weights of the left and the right peak of the mechanical spectrum $S_{x x}^{(0)}$ in the lab frame as a function of cooperativity $\mathcal{C}$. Left peak weight $\Xi_{b b}^{(0)}$ is labelled anti-Stokes (red dotted), right peak weight $\Xi_{b^{\dagger} b^{\dagger}}^{(0)}$ is labelled Stokes (yellow dashed). Blue (solid) is their ratio $R=\Xi_{b^{\dagger} b^{\dagger}}^{(0)} / \Xi_{b b}^{(0)}$. Parameters are $\Gamma_{\mathrm{m}} / \kappa=$ $10^{-4}, n_{\mathrm{th}}=10, \Delta=-\omega_{\mathrm{m}}, \delta=2 \omega_{\mathrm{m}}$. The sideband parameter $\omega_{\mathrm{m}} / \kappa$ is irrelevant in RWA.
the lab frame. In Fig. 3.2(a) we plot the spectrum of the lab frame position operator $\hat{X}_{0}^{0}=\hat{x}=\hat{b}+\hat{b}^{\dagger}$, given through

$$
\begin{equation*}
S_{x x}^{(0)}(\omega)=\frac{\left(n_{\mathrm{th}}+1\right) \Gamma_{\mathrm{m}}+\kappa G_{-}^{2}\left|\chi_{\mathrm{c}}(\omega)\right|^{2}}{\left|\chi_{\mathrm{m}}^{-1}(\omega)+\chi_{\mathrm{c}}(\omega) \mathcal{G}^{2}\right|^{2}}+\frac{\Gamma_{\mathrm{m}} n_{\mathrm{th}}+\kappa G_{+}^{2}\left|\chi_{\mathrm{c}}(-\omega)\right|^{2}}{\left|\chi_{\mathrm{m}}^{-1}(-\omega)+\chi_{\mathrm{c}}(-\omega) \mathcal{G}^{2}\right|^{2}} . \tag{3.2.28}
\end{equation*}
$$

It has two peaks as long as we do not consider the strong-coupling regime, where normalmode splitting occurs. We call them Stokes $\left(\omega=\omega_{\mathrm{m}}\right)$ and anti-Stokes $\left(\omega=-\omega_{\mathrm{m}}\right)$ [24]. As we have discussed, the squeezing terms are not present.

The weights of the left and right (anti-Stokes and Stokes) peak are the integrals $\Xi_{b b}^{(0)}$ and $\Xi_{b^{\dagger} b^{\dagger}}^{(0)}$, respectively. $\Xi$ is defined in Eq. (3.2.22). The ratio of Stokes to anti-Stokes is the asymmetry $R=\Xi_{b^{\dagger} b^{\dagger}}^{(0)} / \Xi_{b b}^{(0)}$. In Fig. 3.3 we plot the weights as a function of cooperativity $\mathcal{C}$ for the "optimal driving strength" as defined in Ref. 121

$$
\begin{equation*}
G_{-}=\sqrt{\frac{\mathcal{C} \kappa \Gamma_{\mathrm{m}}}{4}}, \quad G_{+}=G_{-}\left(1-\sqrt{\frac{1+2 n_{\mathrm{th}}}{\mathcal{C}}}\right) . \tag{3.2.29}
\end{equation*}
$$

At low cooperativities, the asymmetry increases with cooperativity. Physically, this is because the system is cooled. However, as the coupling strength is increased further, the asymmetry decreases and approaches unity. This is due to the fact that dissipative squeezing leads to a squeezed, thermal state with an effective temperature that increases with the degree of squeezing. In the lab frame, the squeezing terms are not a part of the spectrum, so we expect that the quadrature variance and the weight of both peaks increase.


Figure 3.4: Squeezing loss due to detuning. Blue (solid) is the variance of the squeezed quadrature $\left\langle\hat{X}_{-}^{2}\right\rangle$, orange (dashed) the antisqueezed quadrature $\left\langle\hat{X}_{+}^{2}\right\rangle$, and red (dotted) is $2\left\langle b^{\dagger} b\right\rangle+1$ as a function of detuning of the blue drive $\varepsilon=\delta-2 \omega_{\mathrm{m}}$. They have been obtained from Eq. (3.2.24). We also show the weak-coupling result Eq. (3.2.20) for the squeezed quadrature in turquoise (dash-dotted). The inset shows the driving scheme with the two driving frequencies $\omega_{ \pm}$relative to the cavity frequency $\omega_{\text {cav }}$. Parameters are $\Gamma_{\mathrm{m}} / \kappa=10^{-4}, n_{\mathrm{th}}=10, \mathcal{C}=10^{2}, \Delta=-\omega_{\mathrm{m}}$, so that $\tilde{\Gamma}_{\mathrm{m}} \approx 0.02 \kappa$. The sideband parameter $\omega_{\mathrm{m}} / \kappa$ is irrelevant in RWA.

This leads to a decrease in the asymmetry $R$ as a function of cooperativity $\mathcal{C}$.

### 3.2.6 Squeezing loss due to detuning

Instead of having both drives exactly on the sidebands as in Sec. 3.2.5, in this section we will study the behaviour of the system when the drives are detuned from the sidebands. Here, we only analyze the case $\Delta=-\omega_{\mathrm{m}}, \delta=2 \omega_{\mathrm{m}}+\varepsilon$, i.e., the red drive remains on the sideband. Changing the detuning of the cooling drive leads to an instability for $G_{+}>\Gamma_{\mathrm{m}}$.

In Fig. 3.4, we plot the variance of the two quadratures, their average $2\left\langle\hat{b}^{\dagger} \hat{b}\right\rangle+1$, and the weak-coupling result for the variance of the squeezed quadrature $\left\langle\hat{X}_{-}\right\rangle$as a function of the detuning $\varepsilon$. There are two scales on which effects occur ${ }^{\dagger}$. The larger scale is the cavity mode dissipation rate $\kappa$. Detunings on this scale render the detuned drive ineffective such that only cooling remains. In particular, we see that the occupation and the variance of both quadratures decreases, as the influence of the blue drive becomes weaker. Note that

[^16]by this point both quadrature variances are already almost equal. The smaller scale is the effective mechanical damping $\tilde{\Gamma}_{\mathrm{m}}=\Gamma_{\mathrm{m}}+4 \mathcal{G}^{2} / \kappa$, introduced in Sec. 3.2.3. For $\varepsilon \sim \tilde{\Gamma}_{\mathrm{m}}$, squeezing has disappeared and for strong driving an instability occurs, see Sec. 3.2.7. In Fig. 3.4 the loss of squeezing is evidenced by the two quadrature variances becoming equal. On this scale it does not matter whether we move the blue drive away or the red, as long as $\varepsilon \ll \kappa$, as these effects are due to the mismatch between the beating frequency of the two lasers $\delta$ and the mechanical frequency $\omega_{\mathrm{m}}$. The beating can be thought of as a stroboscopic measurement of one of the quadratures every half period, akin to the scheme in Ref. 142. For finite detuning $\varepsilon$ the measured quadrature starts to rotate at frequency $\varepsilon / 2$ with respect to mechanical quadrature, so $2 / \varepsilon$ is the timescale on which the squeezed and antisqueezed quadratures mix and interchange, see Eq. (3.2.16). In this sense, we are probing dynamical effects: they only become visible if their timescale is comparable to $\varepsilon^{-1}$. The mixing eventually mitigates squeezing entirely at $\varepsilon \sim \tilde{\Gamma}_{\mathrm{m}}$, i.e., when the mixing rate balances the squeezing rate as predicted in the weak-coupling approximation (3.2.20). The weak-coupling approximation (3.2.20) does not correctly capture the sideband cooling limit, the noise added by the blue-detuned drive does not vanish in the limit $\varepsilon \rightarrow \infty$, as discussed below Eq. (3.2.20).

### 3.2.7 Heating and parametric instability

We now turn to the strong-coupling effects. If the system is coupled more strongly, with $\mathcal{G}$ approaching $\kappa$, the minimum variance of the squeezed quadrature saturates at the lower bound $\left\langle\hat{X}_{-}^{2}\right\rangle \rightarrow \Gamma_{\mathrm{m}}\left(1+2 n_{\mathrm{th}}\right) /\left(\kappa+\Gamma_{\mathrm{m}}\right)$, see Eq. (3.2.27) or Ref. 121. In this regime, moving one of the lasers away from the sidebands, i.e., $\delta \neq 2 \omega_{\mathrm{m}}$, results in a heating effect, and an instability for very strong coupling, see Fig. 3.5 and Sec. 3.D.

In Fig. 3.5, we plot the squeezed quadrature variance $\left\langle\hat{X}_{-}^{2}\right\rangle$ as a function of the detuning of the blue laser $\varepsilon$ for cooperativities $\mathcal{C}=50,500,2000$. As we couple more strongly, heating occurs in addition to squeezing loss. From $\varepsilon=0$, and for large enough $\mathcal{C}$, the squeezed quadrature variance first increases steeply, reaches a peak, and then decreases. The peak corresponds to the point where the system is closest to instability, whereas on a scale $\varepsilon \sim \kappa$ the driving becomes usual sideband cooling, as mentioned before. The heating effect has been mentioned in Ref. 45, where it was used to tune the lasers to the mechanical sidebands. Again, we find the separation of time scales: squeezing loss and heating for $\varepsilon \sim \tilde{\Gamma}_{\mathrm{m}}$, and cooling for $\varepsilon \sim \kappa$. We analyze the instability further in Appendix 3.D.


Figure 3.5: Heating due to detuning. Blue (solid), yellow (dashed), and red (dotted) are the squeezed quadrature variances $\left\langle\hat{X}_{-}^{2}\right\rangle$ for cooperativities $\mathcal{C}=50,500,2000$ as a function of detuning $\varepsilon / \kappa$. Here, $\Gamma_{\mathrm{m}} / \kappa=10^{-4}, n_{\mathrm{th}}=10, \Delta=-\omega_{\mathrm{m}}$. The sideband parameter $\omega_{\mathrm{m}} / \kappa$ is irrelevant in RWA.

### 3.2.8 Measurement with second cavity mode

The ideas introduced above can be nicely illustrated if we study how the mechanical spectrum can be observed through a second, weakly coupled "readout" mode. Our approach will be the same as above, with two lasers pumping a single cavity mode, except that in this section the mechanical oscillator is a black box with a fixed, unknown spectrum that we would like to measure. We neglect the measurement backaction on the mechanical oscillator, an assumption that is excellent for QND measurements and reasonable for weak coupling.

Analogous to the first cavity mode $\hat{a}$, the linearized quantum Langevin equation for the second cavity mode $\hat{a}_{2}$ is

$$
\begin{equation*}
\dot{\hat{a}}_{2}=\left(i \Delta_{2}-\frac{\kappa_{2}}{2}\right) \hat{a}_{2}+\sqrt{\kappa_{2}} \hat{a}_{2 \mathrm{in}}+i\left(G_{2+} e^{-i \delta_{2} t}+G_{2-}\right)\left(\hat{b}^{\dagger}+\hat{b}\right), \tag{3.2.30}
\end{equation*}
$$

where $\Delta_{2}=\omega_{2-}-\omega_{\text {cav }, 2}$ is the detuning of the lower frequency laser from the frequency of the second cavity mode, $\delta_{2}=\omega_{2+}-\omega_{2-}$ is the frequency difference between the blue and the red drive on the second cavity mode, $\kappa_{2}$ the dissipation rate of the second cavity mode, and $G_{2 \pm}$ are the enhanced optomechanical couplings, see Fig. 3.1.

We can apply an analysis as above to find the most general spectra measured through
the second cavity mode. For details, we refer to Appendix 3.F. We split Eq. (3.2.30) up into Fourier components of the two frequencies present

$$
\begin{equation*}
\hat{a}_{2}(t)=\sum_{n, m} e^{i n \delta t+i m \delta_{2} t} \hat{a}_{2}^{(m, n)}(t) . \tag{3.2.31}
\end{equation*}
$$

Generalized to two frequencies, the stationary spectrum is

$$
\begin{equation*}
S_{a_{2}^{\dagger} a_{2}}^{(0)}(\omega)=\sum_{n, m} \int \frac{d \omega^{\prime}}{2 \pi}\left\langle\hat{a}_{2}^{(n, m) \dagger}\left(\omega+n \delta+m \delta_{2}\right) \hat{a}_{2}^{(-n,-m)}\left(\omega^{\prime}\right)\right\rangle . \tag{3.2.32}
\end{equation*}
$$

If $\delta \neq \delta_{2}$ (and are not multiples of each other), $b$ does not have any components commensurate with $\delta_{2}$, and hence

$$
\begin{equation*}
\hat{b}^{(n, m)}=0, \quad \forall m \neq 0 . \tag{3.2.33}
\end{equation*}
$$

The stationary part simplifies to

$$
\begin{equation*}
S_{\hat{a}_{2}^{\dagger} \hat{a}_{2}}^{(0)}(\omega)=\left|\chi_{\mathrm{c}, 2}(-\omega)\right|^{2}\left[G_{2-}^{2} S_{x x}^{(0)}(\omega)+G_{2+}^{2} S_{x x}^{(0)}\left(\omega+\delta_{2}\right)\right] . \tag{3.2.34}
\end{equation*}
$$

$\hat{x}=\hat{X}_{0}^{0}$ here, as always, refers to the non-rotating position quadrature in the lab frame. Therefore, the only effect of having a second drive is that now there are two copies of the mechanical spectrum superposed with a different weights and shifted by $\delta_{2}$ relative to each other. Furthermore, both are filtered by the response function of the cavity mode $\chi_{\mathrm{c}, 2}(\omega)=\left[\kappa_{2} / 2-i\left(\omega+\Delta_{2}\right)\right]^{-1}$. This case corresponds to the "non-QND" measurement in Ref. 46. It is an average over the squeezed and antisqueezed quadrature, see Sec. 3.2.4 and Fig. 3.2.

A special case is $\delta_{2}=\delta$, in which Eq. (3.2.33) does not hold. Instead, we find for the stationary part of the noise spectrum of cavity 2

$$
\begin{align*}
S_{a_{2}^{+} a_{2}}^{(0)}(\omega)=\left|\chi_{\mathrm{c}, 2}(-\omega)\right|^{2}\left\{G_{2-}^{2} S_{x x}^{(0)}(\omega)\right. & +G_{2+}^{2} S_{x x}^{(0)}(\omega+\delta) \\
& \left.+G_{2-} G_{2+}\left[S_{x x}^{(-1)}(\omega+\delta)+S_{x x}^{(1)}(\omega)\right]\right\} \tag{3.2.35}
\end{align*}
$$

Note that here the rotating parts of $S_{x x}$ contribute to $S_{a_{2}^{+} a_{2}}^{(0)}$.
In RWA, only $\hat{b}^{(0)}, \hat{b}^{(0) \dagger}, \hat{b}^{(-1)}, \hat{b}^{(1) \dagger}$ are non-zero. Depending on the cavity linewidth $\kappa_{2}$, the prefactor $\left|\chi_{\mathrm{c}, 2}(-\omega)\right|^{2}$ more or less sharply picks out the contribution at $\omega=-\Delta_{2}$. This causes a suppression of counterrotating terms. So, if we make the readout mode a good cavity with $\kappa_{2} \ll \omega_{\mathrm{m}}$ and choose $\Delta_{2}=-\delta / 2$, then we can make a second RWA (this
time for the second optical mode) and we are left with

$$
\begin{align*}
S_{a_{2}^{\dagger} a_{2}}^{(0)}(\omega) & =\left|\chi_{\mathrm{c}, 2}(-\omega)\right|^{2}\left[G_{2-}^{2} S_{b^{\dagger} b}^{(0)}(\omega)+G_{2+}^{2} S_{b b^{\dagger}}^{(0)}(\omega+\delta)+G_{2+} G_{2-}\left(S_{b b}^{(-1)}(\omega+\delta)+S_{b^{\dagger} b^{\dagger}}^{(1)}(\omega)\right)\right] \\
& =\left|\chi_{\mathrm{c}, 2}(-\omega)\right|^{2} G_{2}^{2} S_{X_{\delta / 2}^{0} X_{\delta / 2}^{0}}(\omega+\delta / 2), \tag{3.2.36}
\end{align*}
$$

where in the last line we have chosen $G_{2+}=G_{2-} \equiv G_{2}$, and identified the physical spectrum (2.7.4). Thus, this is a measurement of a rotating quadrature. In order to find out which terms contribute in (3.2.36), it is helpful to refer to the plot of spectrum Fourier components in RWA shown in Fig. 3.2, and remember that $\left|\chi_{\mathrm{c}, 2}(-\omega)\right|^{2}$ picks out contributions around $\omega=-\delta / 2$. If additionally $\delta=2 \omega_{\mathrm{m}}$, this measurement is QND, as in Ref. 46.

### 3.3 Optomechanical backaction-evading measurement beyond the RWA

In this section, we present the exact analytical solution of the explicitly time-periodic quantum Langevin equation describing the dual-beam backaction-evasion measurement of a single mechanical oscillator beyond the commonly used rotating-wave approximation (RWA). The technique was introduced in seminal work by Braginsky, Vorontsov and Thorne [137]. We show that counterrotating terms lead to extra sidebands in the optical and mechanical spectra and to a modification of the main peak. Physically, the backaction of the measurement is due to periodic coupling of the mechanical resonator to a light field quadrature that only contains cavity-filtered shot noise. Since this fact is independent of other degrees of freedom the resonator might be coupled to, our solution can be generalized, including to dissipatively or parametrically squeezed oscillators, as well as recent two-mode backaction evasion measurements.

In optomechanics, a BAE measurement of one of the quadratures of the oscillator can be implemented by applying two drives of equal strength at frequencies $\omega_{\text {cav }} \pm \omega_{\mathrm{m}}$ (see Fig. 3.6) [139]. Here, $\omega_{\text {cav }}\left(\omega_{\mathrm{m}}\right)$ is the frequency of a cavity (mechanical) mode.

We consider the Hamiltonian of a standard cavity optomechanical system as above [Eq. (3.2.1)], but with an extra arbitrary term that may couple the mechanical resonator to further degrees of freedom, $\hat{H}_{\text {rest }}$, with the only requirement that $\left[\hat{H}_{\text {rest }}, \hat{a}+\hat{a}^{\dagger}\right]=0$, i.e., that the other degrees of freedom do not couple to the measurement cavity quadrature. The complete Hamiltonian thus reads

$$
\begin{equation*}
\hat{H}=\hat{H}_{\mathrm{OM}}+\hat{H}_{\text {rest }}+\hat{H}_{\text {drives }}+\hat{H}_{\text {baths }}, \tag{3.3.1}
\end{equation*}
$$



Figure 3.6: Dual-beam backaction-evading (BAE) measurement scheme proposed in Ref. 137, 139. Two lasers of equal strength drive the cavity at frequencies $\omega_{ \pm}=$ $\omega_{\text {cav }} \pm \delta$, where $\delta=\omega_{\mathrm{m}}$ such that their sidebands overlap at the cavity frequency $\omega_{\text {cav }}$. Counterrotating (CR) terms cause peaks at $\omega_{\text {cav }} \pm 2 \omega_{\mathrm{m}}$ to appear. The output light contains information of a rotating quadrature of the mechanical oscillator, the CR terms being responsible for the finite backaction.
where we have left $\delta$ unspecified for now (Fig. 3.6). The BAE measurement is realized for $\delta=\omega_{\mathrm{m}}$.

As above, we split the light field into a coherent part and fluctuations, go into a rotating frame, $\hat{a} \rightarrow e^{-i \omega_{\operatorname{cav}} t}[2 \bar{a} \cos (\delta t)+\hat{a}]$, and linearize the Hamiltonian. Without loss of generality we take $\delta>0$. Under the usual assumptions of Markovian baths and a one-sided cavity, we obtain Langevin equations very similar to the ones above, except now with an additional term due to $\hat{H}_{\text {rest }}$ and equal drive strengths.

$$
\begin{align*}
& \dot{\hat{a}}=-\frac{\kappa}{2} \hat{a}+\sqrt{\kappa} \hat{a}_{\mathrm{in}}+2 i G \cos (\delta t)\left(\hat{b}+\hat{b}^{\dagger}\right)  \tag{3.3.2a}\\
& \dot{\hat{b}}=\left(-i \omega_{\mathrm{m}}-\frac{\Gamma_{\mathrm{m}}}{2}\right) \hat{b}+\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}+2 i G \cos (\delta t)\left(\hat{a}+\hat{a}^{\dagger}\right)+i\left[H_{\mathrm{rest}}, \hat{b}\right] \tag{3.3.2b}
\end{align*}
$$

where we have defined the enhanced optomechanical coupling constant $G=g_{0} \bar{a}$.
In Sec. 3.3.2, we solve Eqs. (3.3.2a) and (3.3.2b) without further approximations, in particular without the rotating wave approximation (RWA).

### 3.3.1 Backaction evasion in RWA

As a reminder, we first consider a BAE measurement within RWA. We define a quadrature rotating at frequency $\delta$ as

$$
\begin{equation*}
\hat{X}_{\delta}=\hat{b} e^{i \delta t}+\hat{b}^{\dagger} e^{-i \delta t} . \tag{3.3.3}
\end{equation*}
$$

The cavity equation of motion is [cf. Eq. (3.3.2a)]

$$
\begin{equation*}
\dot{\hat{a}}=-\frac{\kappa}{2} \hat{a}+\sqrt{\kappa} \hat{a}_{\text {in }}+i G\left(\hat{b}^{i \delta t}+\hat{b}^{\dagger} e^{-i \delta t}\right) . \tag{3.3.4}
\end{equation*}
$$

The cavity couples only to one quadrature of the mechanical oscillator $\hat{X}_{\delta}$ (set by the phase relation of the external drives). The equation of motion for that quadrature can be obtained
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 beyond the RWAfrom Eq. (3.2.4b) (here also in RWA)

$$
\begin{equation*}
\dot{\hat{X}}_{\delta}=-\frac{\Gamma_{\mathrm{m}}}{2} \hat{X}_{\delta}+\sqrt{\Gamma_{\mathrm{m}}} \hat{X}_{\delta, \text { in }}+i\left[\hat{H}_{\mathrm{rest}}, \hat{X}_{\delta}\right]+i G\left\{\hat{a}\left[e^{i\left(\omega_{\mathrm{m}}-\delta\right) t}-e^{i\left(\delta-\omega_{\mathrm{m}}\right) t}\right]-\text { H.c. }\right\} . \tag{3.3.5}
\end{equation*}
$$

If $\delta=\omega_{\mathrm{m}}$, the term in square brackets in the second line vanishes, and $\hat{X}_{\omega_{\mathrm{m}}}$ is entirely unaffected by the cavity. We can readily solve the equation of motion for $\hat{a}$, Eq. (3.3.4)

$$
\begin{equation*}
\hat{a}(\omega)=\chi_{\mathrm{c}}(\omega)\left[\sqrt{\kappa} \hat{a}_{\text {in }}(\omega)+i G \hat{X}_{\delta}(\omega)\right] \tag{3.3.6}
\end{equation*}
$$

with cavity response function $\chi_{\mathrm{c}}(\omega)=(\kappa / 2-i \omega)^{-1}$. Thus the optical spectrum is directly related to the quadrature spectrum

$$
\begin{equation*}
S_{a^{\dagger} a}(\omega)=\left|\chi_{\mathrm{c}}(\omega)\right|^{2} G^{2} S_{X_{\delta} X_{\delta}}(\omega), \tag{3.3.7}
\end{equation*}
$$

The scheme corresponds to a true BAE measurement, if the mechanical quadrature rotating with frequency $\delta$ is a QND variable. Here, this is the case for $\delta=\omega_{\mathrm{m}}$ (or, if applicable, $\delta=\omega_{\mathrm{m}, \mathrm{eff}}$, the effective mechanical frequency). Independent of RWA, the input-output relation $\hat{a}_{\text {out }}=\hat{a}_{\text {in }}-\sqrt{\kappa} \hat{a}$ can be used to the obtain the output spectrum $S_{a_{\text {out }}^{\dagger} a_{\text {out }}}(\omega)=$ $\kappa S_{a^{\dagger} a}(\omega)$.

### 3.3.2 Solution beyond RWA

In terms of Fourier modes, Eqs. (3.3.2a) and (3.3.2b) read

$$
\begin{gather*}
\dot{\hat{a}}^{(n)}=\left(-i n \delta-\frac{\kappa}{2}\right) \hat{a}^{(n)}+\delta_{n, 0} \sqrt{\kappa} \hat{a}_{\mathrm{in}}+i G\left(\hat{b}^{(n-1)}+\hat{b}^{(n+1) \dagger}+\lambda \hat{b}^{(n+1)}+\lambda \hat{b}^{(n-1) \dagger}\right), \\
\dot{\hat{b}}^{(n)}=\left(-i \omega_{\mathrm{m}}-i n \delta-\frac{\Gamma_{\mathrm{m}}}{2}\right) \hat{b}^{(n)}+\delta_{n, 0} \sqrt{\Gamma_{\mathrm{m}} \hat{b}_{\mathrm{in}}+i G\left(\hat{I}^{(n+1)}+\lambda \hat{I}^{(n-1)}\right)+i\left[\hat{H}_{\mathrm{rest}}, \hat{b}\right]^{(n)} .} . \tag{3.3.8b}
\end{gather*}
$$

where $\hat{x}^{(n)} \equiv \hat{b}^{(n)}+\hat{b}^{(n) \dagger}, \hat{I}^{(n)} \equiv \hat{a}^{(n)}+\hat{a}^{(n) \dagger}, \delta_{n, 0}$ is the Kronecker delta, and $\left[\hat{H}_{\text {rest }}, \hat{b}\right]^{(n)}$ denotes the $n$th Fourier component of the commutator. Where feasible, here and in the following, we will label counterrotating (i.e., off-resonance) terms by a (note that this only makes sense when $\delta$ is close to $\omega_{\mathrm{m}}$ ), such that RWA corresponds to $\lambda=0$ and the full solution to $\lambda=1$. To further guide the intuition, we remark that the second line of Eq. (3.3.8a) equals $i G\left(\hat{x}^{(n-1)}+\hat{x}^{(n+1)}\right)$. One can think of the two laser drives to result in two separate couplings to the position $x$ of the resonator.

To solve Eqs. (3.3.8a) and (3.3.8b), we define the optical quadratures $\hat{I}=\hat{a}+\hat{a}^{\dagger}$ and


Figure 3.7: Coupling of quadratures. $\hat{Q}$ records the desired information (info) about $\hat{X}_{\delta}$. The measurement backaction (BA) is acting on $\hat{P}_{\delta}$. Depicted in grey are couplings due to counterrotating (CR) terms that are neglected in RWA.
$\hat{Q}=-i\left(\hat{a}-\hat{a}^{\dagger}\right)$. From Eq. (3.3.2a) we obtain

$$
\begin{align*}
\dot{\hat{I}} & =-\frac{\kappa}{2} \hat{I}+\sqrt{\kappa} \hat{I}_{\mathrm{in}}  \tag{3.3.9a}\\
\dot{\hat{Q}} & =-\frac{\kappa}{2} \hat{Q}+\sqrt{\kappa} \hat{Q}_{\mathrm{in}}+4 G \cos (\delta t) \hat{x} \tag{3.3.9b}
\end{align*}
$$

For an illustration how the mechanical and optical quadratures couple together, see Fig. 3.7. For example, the arrow from $\hat{X}_{\delta}$ to $\hat{Q}$ indicates that $\hat{X}_{\delta}$ appears in the equation of motion of $\hat{Q}$ and that the latter therefore is influenced by the former. Since $\hat{I}$ commutes with the system Hamiltonian, $[\hat{H}, \hat{I}]=0$, there are no arrows pointing toward it in Fig. 3.7 and we can solve its equation of motion (3.3.9a) directly

$$
\begin{equation*}
\hat{I}(\omega)=\sqrt{\kappa} \chi_{c}(\omega) \hat{I}_{\text {in }}(\omega), \quad \text { and } \quad \hat{I}^{(n)}(\omega)=\delta_{n, 0} \hat{I}(\omega) . \tag{3.3.10}
\end{equation*}
$$

Thus $\left\langle\hat{I}(\omega) \hat{I}\left(\omega^{\prime}\right)\right\rangle=2 \pi \delta\left(\omega+\omega^{\prime}\right)\left|\chi_{c}(\omega)\right|^{2}$ and $\langle\hat{I}(\omega)\rangle=0$. Equations (3.3.9a) and (3.3.10) imply that $I$ is shot noise, filtered by the cavity, and is independent of the mechanics. Furthermore, this result does not depend on $\hat{H}_{\text {rest }}$, as long as $\left[\hat{H}_{\text {rest }}, \hat{I}\right]=0$. The coupling to $\hat{I}$ is periodic [cf. Eq. (3.2.4b)], a consequence of amplitude beating of the coherent state in the cavity. Therefore, the measurement has the same effect on the mechanical resonator as a time-periodic coupling to filtered shot noise.

With Eq. (3.3.10) we can solve Eq. (3.3.8b) in the case $\hat{H}_{\text {rest }}=0$ by going into
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$$
\begin{align*}
\hat{b}^{(n)}(\omega) & =\chi_{\mathrm{m}}(\omega-n \delta)\left[\delta_{n, 0} \sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}+2 \sqrt{\kappa} G \hat{f}_{\mathrm{in}}^{(n)}\right],  \tag{3.3.11a}\\
\hat{b}^{(n) \dagger}(\omega) & =\chi_{\mathrm{m}}^{*}(-\omega+n \delta)\left[\delta_{n, 0} \sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}^{\dagger}-2 \sqrt{\kappa} G \hat{f}_{\mathrm{in}}^{(n)}\right], \tag{3.3.11b}
\end{align*}
$$

where the new bath noise operators

$$
\begin{equation*}
\hat{f}_{\mathrm{in}}^{(n)}(\omega)=i \chi_{\mathrm{c}}(\omega)\left(\delta_{n, 1}+\lambda \delta_{n,-1}\right) \hat{I}_{\mathrm{in}}(\omega) / 2 \tag{3.3.12}
\end{equation*}
$$

They obey $\hat{f}_{\text {in }}^{(n) \dagger}=-\hat{f}_{\text {in }}^{(n)}, \hat{f}_{\text {in }}^{(-n)}=\hat{f}_{\text {in }}^{(n)}$, and $\left\langle\hat{f}_{\text {in }}\right\rangle=0$. The time-dependence is best seen in the time domain, where

$$
\begin{equation*}
\hat{f}_{\text {in }}(t)=i \cos (\delta t) \hat{I}(t) / \sqrt{\kappa} . \tag{3.3.13}
\end{equation*}
$$

This expression explicitly contains the time-dependent coupling and the filtered shot noise $I(t)$. The correlator is

$$
\begin{equation*}
\left\langle\hat{f}_{\text {in }}(t) \hat{f}_{\text {in }}\left(t^{\prime}\right)\right\rangle=-e^{-\kappa\left|t-t^{\prime}\right| / 2} \cos (\delta t) \cos \left(\delta t^{\prime}\right) \tag{3.3.14}
\end{equation*}
$$

For stationary noise, the RHS of Eq. (3.3.14) would have to depend solely on the difference $t-t^{\prime}$.

We can rewrite the equation of motion for $\hat{b}$ in terms of the new input $\hat{f}_{\text {in }}$

$$
\begin{equation*}
\dot{\hat{b}}=\left(-i \omega_{\mathrm{m}}-\frac{\Gamma_{\mathrm{m}}}{2}\right) \hat{b}+\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}+2 \sqrt{\kappa} G \hat{f}_{\text {in }}+i\left[\hat{H}_{\mathrm{rest}}, \hat{b}\right] . \tag{3.3.15}
\end{equation*}
$$

From this equation it is clear that we are always able to pass from the "unmeasured system" ( $G=0$ ) to the "measured" one $(G \neq 0)$ by substituting

$$
\begin{equation*}
\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}} \rightarrow \sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}+2 \sqrt{\kappa} G \hat{f}_{\mathrm{in}} . \tag{3.3.16}
\end{equation*}
$$

We use this to generalize the solution in Sec. 3.3.7.

### 3.3.3 Importance of Floquet framework

At this point it is useful to reflect on the advantage of the Floquet approach. It might appear as if it were unnecessary, since with Eqs. (3.3.9a) and (3.3.10), we can already write down

$$
\begin{equation*}
\dot{\hat{b}}=\left(-i \omega_{\mathrm{m}}-\frac{\Gamma_{\mathrm{m}}}{2}\right) \hat{b}+\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}+2 i G \cos (\delta t) \hat{I}(t)+i\left[\hat{H}_{\mathrm{rest}}, \hat{b}\right], \tag{3.3.17}
\end{equation*}
$$

which for $\hat{H}_{\text {rest }}=0$ has the solution

$$
\begin{equation*}
\hat{b}(\omega)=\chi_{\mathrm{m}}(\omega)\left\{\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}(\omega)+i G[\hat{I}(\omega-\delta)+\hat{I}(\omega+\delta)]\right\} . \tag{3.3.18}
\end{equation*}
$$

Since $\hat{x}(\omega)=\hat{b}(\omega)+\hat{b}^{\dagger}(\omega)$, this might prompt us to derive the "power spectrum"

$$
\begin{equation*}
S_{x x}(\omega) \stackrel{?}{=} \int \frac{d \omega^{\prime}}{2 \pi}\left\langle\hat{x}(\omega) \hat{x}\left(\omega^{\prime}\right)\right\rangle . \tag{3.3.19}
\end{equation*}
$$

This, however, is not the correct power spectrum, since $\hat{x}(t)$ does not describe a stationary stochastic process. It is possible to remove the non-stationary terms manually (above they will be $\left\langle\hat{I}(\omega-\delta) \hat{I}\left(\omega^{\prime}-\delta\right)\right\rangle$ and $\left.\left\langle\hat{I}(\omega+\delta) \hat{I}\left(\omega^{\prime}+\delta\right)\right\rangle\right)$ and thus obtain the stationary part, which is the power spectrum (Sec. 2.6). In contrast, the systematic solution via Fourier components, which all obey stationary Langevin equations, is well-defined. In addition, the Fourier components are more versatile, and allow writing down the spectrum in arbitrary rotating frames (Sec. 2.7). They also provide more intuition, since different Fourier components tend to have different physical origins. Finally, if no exact solution is viable, they simplify the process of approximating to desired order.

### 3.3.4 Mechanical quadrature spectrum

We define a rotating quadrature as before [see Eq. (3.3.3)]. Its spectrum is (Sec. 2.7)

$$
\begin{equation*}
S_{X_{\delta} X_{\delta}}^{(0)}(\omega)=S_{b b}^{(-2)}(\omega+\delta)+S_{b b^{\dagger}}^{(0)}(\omega+\delta)+S_{b^{\dagger} \dagger^{\dagger}}^{(2)}(\omega-\delta)+S_{b^{\dagger} b}^{(0)}(\omega-\delta), \tag{3.3.20}
\end{equation*}
$$

where $S_{A B}$ is defined through Eq. (2.5.7). We have only written down the zeroth Fourier component (the stationary part), because that is the part of the spectrum that is observed in experiment. We can split it up into two parts

$$
\begin{equation*}
S_{X_{\delta} X_{\delta}}^{(0)}(\omega)=S_{X_{\delta} X_{\delta}}^{\mathrm{RWA}}(\omega)+S_{X_{\delta} X_{\delta}}^{\mathrm{CR}}(\omega), \tag{3.3.21}
\end{equation*}
$$

with $S_{X_{\delta} X_{\delta}}^{\mathrm{RWA}}$ being the result in RWA (dependent on $\hat{H}_{\text {rest }}$ ), and $S_{X_{\delta} X_{\delta}}^{\mathrm{CR}}$ being due to CR terms. Note that $S_{X_{\delta} X_{\delta}}^{\mathrm{RWA}}$ is unchanged from the unmeasured case, since this is the essence of a BAE measurement. For $\hat{H}_{\text {rest }}=0$, we obtain our first major result, the correction to the RWA spectrum due to CR terms

$$
\begin{equation*}
S_{X_{\delta} X_{\delta}}^{\mathrm{CR}}(\omega)=\kappa \lambda^{2} G^{2}\left(\left|\chi_{\mathrm{m}}(\omega+\delta) \chi_{\mathrm{c}}(\omega+2 \delta)\right|^{2}+\left|\chi_{\mathrm{m}}(-\omega+\delta) \chi_{\mathrm{c}}(-\omega+2 \delta)\right|^{2}\right) . \tag{3.3.22}
\end{equation*}
$$

If $\hat{H}_{\text {rest }}$ is nonzero, but couples weakly, such that its effect is well approximated


Figure 3.8: The optical spectrum. Exact optical output spectrum $\kappa S_{a^{\dagger} a}^{(0)}$ Eq. (3.3.24) (blue, solid) in comparison to a perfect BAE measurement of the modified mechanical spectrum (3.3.23) from Sec. 3.3.4 (yellow, dashed), and the RWA result Eq. (3.3.7) (red, dotted). The full spectrum (blue, solid) is calculated via Eq. (3.3.24), where additional terms due to the counterrotating quadrature $\hat{X}_{-\delta}$ appear. The sidepeaks in the modified mechanical spectrum do not show in the yellow curve, as they are suppressed by $\left|\chi_{\mathrm{c}}(\omega)\right|^{2}$. Parameters $\Gamma_{\text {eff }} / \kappa=1, \omega_{\mathrm{m}} / \kappa=2, n_{\text {eff }}=10, G / \kappa=10, \delta=\omega_{\mathrm{m}}$ (thus $\mathcal{C}=400)$. Note that the large value of $\Gamma_{\text {eff }}$ is chosen for visibility.
by introducing an effective damping constant and mechanical frequency, the analysis is unchanged, and the correction takes the same form

$$
\begin{equation*}
S_{X_{\delta} X_{\delta}}^{\mathrm{CR}}(\omega)=\kappa \lambda^{2} G^{2}\left\{\left|\chi_{\mathrm{m}, \mathrm{eff}}(\omega+\delta) \chi_{\mathrm{c}}(\omega+2 \delta)\right|^{2}+\left|\chi_{\mathrm{m}, \mathrm{eff}}(-\omega+\delta) \chi_{\mathrm{c}}(-\omega+2 \delta)\right|^{2}\right\} \tag{3.3.23}
\end{equation*}
$$

but with an effective susceptibility $\chi_{\mathrm{m}, \mathrm{eff}}(\omega)=\left[\Gamma_{\mathrm{eff}}-i\left(\omega-\omega_{\mathrm{m}, \mathrm{eff}}\right)\right]^{-1}$. Note that if $\delta \neq \omega_{\mathrm{m}, \mathrm{eff}}$, the measured quadrature rotates at a different frequency than the natural oscillator quadratures and thus the measurement backaction (BA) will contaminate the measurement at later times, even in RWA. Only the case $\delta=\omega_{\mathrm{m}, \mathrm{eff}}$ is backaction-evading (BAE). Since this is our main interest, we will fix $\delta=\omega_{\mathrm{m}, \mathrm{eff}}$ in the following. For the general case $\delta \neq \omega_{\mathrm{m}, \mathrm{eff}}$, see Eq. (3.L.1). The change in the spectrum Eq. (3.3.23) includes a modification of the main peak, and new peaks corresponding to the upper sideband of the blue drive and the lower sideband of the red drive.

### 3.3.5 Optical spectrum

As we have seen, CR terms modify the mechanical quadrature spectrum, which is reflected in the optical spectrum

$$
\begin{align*}
S_{a^{\dagger} a}^{(0)}(\omega) & =G^{2}\left|\chi_{c}(\omega)\right|^{2}\left[S_{x x}^{(0)}(\omega-\delta)+S_{x x}^{(0)}(\omega+\delta)+S_{x x}^{(2)}(\omega-\delta)+S_{x x}^{(-2)}(\omega+\delta)\right] \\
& =G^{2}\left|\chi_{c}(\omega)\right|^{2}\left\{S_{X_{\delta} X_{\delta}}^{(0)}(\omega)+\lambda^{2} S_{X_{-\delta} X_{-\delta}}^{(0)}(\omega)+\lambda\left[S_{X_{\delta} X_{-\delta}}^{(0)}(\omega)+S_{X_{-\delta} X_{\delta}}^{(0)}(\omega)\right]\right\} . \tag{3.3.24}
\end{align*}
$$

Comparing the second line of Eq. (3.3.24) to Eq. (3.3.7), we notice that there are extra terms present, namely those with at least one $\lambda$ out front. They are due to additional terms containing $\hat{X}_{\delta}$ and $\hat{P}_{\delta}$ on the RHS of the equation of motion for $\hat{Q}$. In Fig. 3.7, they are denoted by the two grey arrows pointing to $\hat{Q}$. Thus, this is an imperfection of the BAE measurement.

In fact, the additional contributions stem from the spectrum of the counterrotating quadrature $\hat{X}_{-\delta}$ (i.e., with frequency $-\delta$ ) and correlations of that quadrature with $\hat{X}_{\delta}$. That prompts a remarkably literal interpretation of "counterrotating terms". It also clarifies the origin of the measurement BA. The CR quadrature can be written

$$
\begin{equation*}
\hat{X}_{-\delta}(t)=\cos (2 \delta t) \hat{X}_{\delta}(t)+\sin (2 \delta t) \hat{P}_{\delta}(t) \tag{3.3.25}
\end{equation*}
$$

which makes it apparent that the measurement picks up some information about $\hat{P}_{\delta}$, the quadrature conjugate to $\hat{X}_{\delta}$.

In contrast, the measurement backaction, as discussed in Sec. 3.3.4, arises from the grey arrows emanating from $\hat{I}$. This correction is contained within $S_{X_{\delta} X_{\delta}}$ in Eq. (3.3.24).

In order to distinguish the two contributions (the imperfection and BA), we plot three functions in Fig. 3.8. The full optical spectrum (3.3.24) in blue (solid) encompasses both contributions. A perfect BAE measurement of the modified mechanical spectrum Eqs. (3.3.7) and (3.3.23) is shown in yellow (dashed), it picks up the thermal contribution and the BA. Finally, the expected result in RWA is red (dotted), which corresponds to a perfect BAE measurement of an otherwise undriven mechanical oscillator. The sidepeaks of the modified mechanical spectrum do not show in the yellow curve, as they are suppressed by $\left|\chi_{\mathrm{c}}(\omega)\right|^{2}$.

### 3.3.6 Mechanical and optical variances

An important application of BAE measurements is determining the quadrature variance, necessary for the verification of quantum squeezing. The BA imperils this by increasing
the variance to

$$
\begin{equation*}
\left\langle\hat{X}_{\delta}^{2}\right\rangle=\left\langle\hat{X}_{\mathrm{RWA}}^{2}\right\rangle+2 n_{\mathrm{CR}}, \tag{3.3.26}
\end{equation*}
$$

where $\left\langle\hat{X}_{\text {RWA }}^{2}\right\rangle=\left\langle\hat{X}_{\text {unmeasured }}^{2}\right\rangle$ is the result calculated without CR terms and [cf. Eq. (3.3.23)]

$$
\begin{equation*}
2 n_{\mathrm{CR}} \equiv \int \frac{d \omega}{2 \pi} S_{X_{\delta} X_{\delta}}^{\mathrm{CR}}(\omega)=\frac{8 G^{2}\left(\kappa / \Gamma_{\mathrm{eff}}+1\right)}{\left(\Gamma_{\mathrm{eff}}+\kappa\right)^{2}+16 \omega_{\mathrm{m}, \mathrm{eff}}^{2}} \tag{3.3.27}
\end{equation*}
$$

Perhaps the most surprising aspect about this result is that $n_{\mathrm{CR}}$ is independent of the temperature of the mechanical bath, whether it is squeezed or not, and what quadrature we measure. This fact is already realized on the level of the spectrum correction Eq. (3.3.23). The reason, as we have noted above, is that the optical quadrature $I$ in the measurement cavity is independent of the mechanics and that the BA is solely due to this quadrature (see Fig. 3.7). Note that although we have written the change in terms of a number of phonons $2 n_{\mathrm{CR}}$, it is not thermal heating that causes this effect, but rather the extraction of information about the conjugate quadrature.

In the optical spectrum, we saw that sidepeaks appear (cf. Fig. 3.8). To get an approximation to the variance of the measured mechanical quadrature, we integrate over the main peak of Eq. (3.3.24). Here, we calculate the error of this method, which can be used for underdamped oscillators $\Gamma_{\text {eff }} \ll \omega_{\mathrm{m} \text {,eff. }}$. The weight of the main peak is

$$
\begin{equation*}
\left\langle\hat{X}_{\text {meas }}^{2}\right\rangle=\left\langle\hat{X}_{\mathrm{RWA}}^{2}\right\rangle+2 n_{\mathrm{CR}} \frac{16 \omega_{\mathrm{m}, \mathrm{eff}}^{2}\left(2 \Gamma_{\mathrm{eff}}+\kappa\right)}{\left(\Gamma_{\mathrm{eff}}+\kappa\right)\left(\Gamma_{\mathrm{eff}}^{2}+16 \omega_{\mathrm{m}, \mathrm{eff}}^{2}\right)}, \tag{3.3.28}
\end{equation*}
$$

with $n_{\mathrm{CR}}$ given by Eq. (3.3.27). Integrating $S_{a_{\text {out }}^{\dagger} a_{\text {out }}^{(0)}}^{(0)}(\omega) /\left(\kappa G^{2}\left|\chi_{\mathrm{c}}(\omega)\right|^{2}\right)$ from $-\omega_{\mathrm{m}, \mathrm{eff}}$ to $\omega_{\mathrm{m}, \text { eff }}$ returns a good approximation to $\left\langle\hat{X}_{\text {meas }}^{2}\right\rangle$, as we show in Appendix 3.K. The second term is the BA. For example, if $\Gamma_{\text {eff }} / \kappa=10^{-4}, G / \kappa=0.05$, and $\omega_{\mathrm{m}} / \kappa=5$ (i.e., $\mathcal{C}=10^{6}$ ), the variance increases by 0.5 (in units of the zero-point fluctuations of the mechanical oscillator). Since $n_{\mathrm{CR}} \propto G^{2}$, stronger driving quickly makes this effect noticeable. In typical experimental regimes, where $\Gamma_{\text {eff }} \ll\left(\omega_{\mathrm{m}}, \kappa\right)$, the BA in Eq. (3.3.28) is well approximated by $2 n_{\mathrm{CR}}$, such that $\left\langle\hat{X}_{\text {meas }}^{2}\right\rangle \approx\left\langle\hat{X}_{\delta}^{2}\right\rangle$ (3.3.26), as desired.

Finally, we would like to gain some insights about the good and bad cavity limits of Eqs. (3.3.27) and (3.3.28). To give some intuition what these limits imply for the optical spectrum, consider the solution of Eq. (3.3.2a)

$$
\begin{equation*}
\hat{a}(t)=\int_{-\infty}^{t} d \tau e^{\frac{k(\tau-t)}{2}}\left[2 i G \cos \left(\omega_{\mathrm{m}} \tau\right) \hat{x}(\tau)+\hat{a}_{\mathrm{in}}(\tau)\right] . \tag{3.3.29}
\end{equation*}
$$

In the good cavity limit ( $\omega_{\mathrm{m}} \gg \kappa$ ), the exponential decay is negligible over a period
$2 \pi / \omega_{\mathrm{m}}$. Thus

$$
\begin{equation*}
\int_{0}^{\frac{2 \pi}{\omega_{\mathrm{m}}}} d \tau \cos \left(\omega_{\mathrm{m}} \tau\right)\left[\cos \left(\omega_{\mathrm{m}} \tau\right) \hat{X}_{\delta}(\tau)+\sin \left(\omega_{\mathrm{m}} \tau\right) \hat{P}_{\delta}(\tau)\right] \approx(1 / 2) \int_{0}^{\frac{2 \pi}{\omega_{\mathrm{m}}}} d \tau \hat{X}_{\delta}(\tau) \tag{3.3.30}
\end{equation*}
$$

since $\hat{X}_{\delta}(\omega)$ and $\hat{P}_{\delta}(\omega)$ are centred around $\omega=0$. On the other hand, in the bad cavity limit $\kappa>\omega_{\mathrm{m}}$ the photons leave the cavity faster than the change in coupling parameter, such that no averaging takes place. A simple argument then shows that the contribution from $\hat{X}_{\delta}$ is roughly three times as big as the contribution from $\hat{P}_{\delta}$.

These properties are reflected in the variances Eqs. (3.3.27) and (3.3.28). In the bad cavity limit, where $\kappa \gg \omega_{\mathrm{m}, \text { eff }}$, the number of added phonons is

$$
\begin{equation*}
2 n_{\mathrm{CR}} \rightarrow \frac{8 G^{2}}{\Gamma_{\mathrm{eff}}\left(\Gamma_{\mathrm{eff}}+\kappa\right)} \tag{3.3.31}
\end{equation*}
$$

In this regime the separation of the two drives is small compared to the bandwidth of the cavity, and therefore the BA becomes significant ( $n_{\mathrm{CR}} \sim 1$ ) at a cooperativity $\mathcal{C} \sim 1$, where $\mathcal{C} \equiv 4 G^{2} / \kappa \Gamma_{\text {eff }}$. As we have seen, the reason is that resonant and CR terms couple with equal strength.

In contrast, the good cavity limit is $\kappa \gg \Gamma_{\text {eff }}$ and $\omega_{\mathrm{m}, \mathrm{eff}} \gg \kappa$, where Eq. (3.3.27) reduces to

$$
\begin{equation*}
2 n_{\mathrm{CR}} \rightarrow \frac{\kappa G^{2}}{2 \Gamma_{\mathrm{eff}} \omega_{\mathrm{m}, \mathrm{eff}}^{2}} \tag{3.3.32}
\end{equation*}
$$

This agrees with the perturbative result in Ref. 139. Equation (3.3.32) tells us that the BA depends inversely on the effective mechanical dissipation rate. Physically, this is because $\Gamma_{\text {eff }}$, the rate at which the mechanical oscillator relaxes to its steady state, competes with the BA rate due to CR terms, which is independent of $\Gamma_{\text {eff }}$. The BA also decreases with increasing $\omega_{\mathrm{m}}$, as CR terms become less resonant. We find that the BA becomes significant ( $n_{\mathrm{CR}} \sim 1$ ) for a cooperativity $\mathcal{C} \sim 16 \omega_{\mathrm{m}}^{2} / \kappa^{2}$. Therefore, in the good cavity regime, the CR terms are suppressed by a factor $\sim 16 \omega_{\mathrm{m}}^{2} / \kappa^{2}$ in comparison to resonant terms, due to the mechanism described above.

### 3.3.7 Generalization

Above, we have taken $\hat{H}_{\text {rest }}=0$ for simplicity, but we can in fact take any $\hat{H}_{\text {rest }}$ and write down the solution, as long as we know the steady state of $\hat{H}_{\mathrm{OM}}+\hat{H}_{\text {rest }}+\hat{H}_{\text {baths }}$, i.e., without the BAE measurement $(G=0)$. Furthermore, we need

$$
\begin{equation*}
\left[\hat{H}_{\text {rest }}, \hat{I}\right]=0 \tag{3.3.33}
\end{equation*}
$$

If the unmeasured solution is also periodic, the consideration in Sec. 2.7 applies: For incommensurate periods, only the stationary part will be picked up by the measurement, but if they are commensurate, some other Fourier components may enter the output spectrum.

To formulate a general theory, we collect all system (input) operators into a vector $\mathrm{x}\left(\hat{\mathrm{x}}_{\mathrm{in}}\right)$, such that the system is governed by Eq. (2.2.6). If this system of equations is solvable without the BAE measurement (i.e., for $G=0$ ), this means we are able to find the scattering matrix Eq. (2.4.3). The upshot of our solution in Sec. 3.3 is that since in Eq. (2.2.6) we do not make any assumption about the noise $\hat{\mathbf{x}}_{\text {in }}^{(n)}$, the replacement in Eq. (3.3.16) above will leave the scattering matrix unchanged and therefore we can calculate the measurement backaction for all systems with suitable $\hat{H}_{\text {rest }}$.

For examples how $\chi^{(n)}$ can look like, see the detailed calculations in Appendices 3.H, 3.G, 3.I, and 3.J. Appendix 3.G contains the setup used to produce dissipative squeezing [1, 44-46, 121, 122, 124], Appendix 3.H discusses a weak-coupling version of the former, which is easily adapted to other weakly coupled systems, and Appendix 3.I contains the parametric squeezing case, which is an example with more than one independent, relevant component in $\chi$. Last is Appendix 3.J, which extends the method here to two mechanical modes, and covers a recently developed two-mode BAE measurement [143, 144].

### 3.4 Conclusion

In this chapter we applied the Floquet framework from Chapter 2 to optomechanical systems driven by two tones. Such systems have garnered a large amount of interest recently, as they can be used to prepare a mechanical oscillator in a quantum-squeezed state [44-46, 121], or perform backaction-evading measurements [139]. Using the full analytical solution in the RWA, we shed light on the squeezing mechanism and provided some intuition for the behaviour of periodically driven systems (Sec. 3.2). When a second cavity is used for readout, the rotating readout quadrature has to match the frequency of the squeezed quadrature in order to detect squeezing. This conclusion has close parallels to the detection of squeezing in optical field, which has to be done via a homodyne (frequency-matched) measurement.

In a second part (Sec. 3.3), we derived the full solution of an optomechanical system subject to a dual-beam BAE measurement [46, 50, 122, 138, 140]. This enabled us to calculate the modification of the spectrum and quantify the measurement backaction precisely. Furthermore, we showed how to generalize our calculation to systems where the mechanical resonator is additionally coupled to other degrees of freedom and illustrate the
technique with several examples.
From the exposition in the previous Chapter 2 it is clear that our technique applies generally to linear time-periodic systems. This chapter illustrated this point by discussing some applications in some detail. As has been mentioned before, similar periodically driven optomechanical systems arise naturally in levitated optomechanics, where a mechanical oscillator may be trapped in a dipole trap [145]. A dipole trap has vanishing optomechanical coupling at the antinode, such that the particle has to be pushed away from its equilibrium position. The ensuing periodic oscillations lead not only to a periodically oscillating optomechanical coupling $g(t)$, but also to a periodic modulation of the mechanical frequency [131]. This can be described quantitatively with our technique [133].

Another situation arises when in addition to the optomechanical coupling there is some cavity nonlinearity. This commonly occurs in cavities with a small mode volume in which the per-photon field amplitude is large. Small optical mode volumes are generally desirable as they enhance the single-photon optomechanical coupling. However, at the same time this means that other nonlinearities are stronger as well [146-148]. In such a case, a periodically varying intracavity field causes both an oscillating optomechanical coupling as well as a periodic excursion of the cavity resonance frequency. This causes sidebands from different tones to couple, which again may be described within the framework presented here [134].

## Appendix

## 3.A Floquet engineering

In the case studied in the main text, the infinite matrix (2.2.7) only contains $\mathrm{A}^{(0)}, \mathrm{A}^{( \pm 1)}$, the other elements being zero. We describe how to activate more blocks and their general structure below.

One can think of $\mathrm{A}^{(0)}$ as the fundamental building block and of $\mathrm{A}^{( \pm n)}$ for $n>0$ as contributions that oscillate with $n \delta$ and therefore are capable of coupling fundamental blocks a distance $n$ away from each other.

Any periodic driving with period $T=2 \pi / \delta$, either due to anharmonic drives or several harmonic ones, can be expressed as a Fourier series with fundamental frequency $\delta$. Usually, the drive frequencies are offset by the cavity mode frequency and some detuning, i.e.,

$$
\begin{equation*}
\omega_{n}=\omega_{\mathrm{cav}}+\Delta+i n \delta . \tag{3.A.1}
\end{equation*}
$$

It is useful to define the matrices

$$
A_{+} \equiv\left(\begin{array}{cc|c} 
& &  \tag{3.A.2}\\
1 & & \\
\hline & -1 & -1 \\
-1 & &
\end{array}\right), A_{-} \equiv\left(\begin{array}{l|ll}
1 & & 1 \\
& 1 & \\
\hline & & \\
& & -1
\end{array}\right)
$$

If we assume a driving Hamiltonian of the form

$$
\begin{equation*}
\hat{H}_{\text {drive }}=e^{-i\left(\omega_{\text {cav }}+\Delta\right) t}\left(\sum_{n} \alpha_{n} e^{-i n \delta t}\right) \hat{a}^{\dagger}+\text { H.c. } \tag{3.A.3}
\end{equation*}
$$

we can linearize the Hamiltonian by a displacement operation like the one used in the main text, with

$$
\begin{equation*}
\hat{a}=e^{-i\left(\omega_{\mathrm{cav}}+\Delta\right) t}\left(\sum_{n} \bar{a}_{n} e^{-i n \delta t}+\delta \hat{a}\right) . \tag{3.A.4}
\end{equation*}
$$

Defining $J_{n}=\bar{a}_{n} g$, the enhanced optomechanical coupling strengths, we can write

$$
\begin{equation*}
\mathrm{A}^{(n)}=i J_{n} \mathrm{~A}_{+}+i J_{-n} \mathrm{~A}_{-}-\delta_{n, 0} \mathrm{M}_{0}, \tag{3.A.5}
\end{equation*}
$$

where

$$
\mathrm{M}_{0} \equiv\left(\begin{array}{cccc}
\frac{\kappa}{2}-i \Delta & & &  \tag{3.A.6}\\
& \frac{\Gamma_{\mathrm{m}}}{2}+i \omega_{\mathrm{m}} & & \\
& & \frac{\kappa}{2}+i \Delta & \\
& & & \frac{\Gamma_{\mathrm{m}}}{2}-i \omega_{\mathrm{m}}
\end{array}\right)
$$

This includes the case discussed in the main text (3.2.8) and provides a simple recipe to couple any two blocks together and thus to engineer new types of driving schemes. Moreover, it is straightforward to adapt this to a different system, once the relevant matrices $M_{0}, A_{ \pm}$have been identified.

## 3.B Full solution to periodically driven optomechanical system in RWA

In RWA, the infinite set of differential equations (2.2.6) decouples into sets of four, as discussed above. Here we give the full solution to Eq. (3.2.10). Eliminating the light field we find

$$
\begin{align*}
&\left(\begin{array}{cc}
\chi_{\mathrm{m}}^{-1}(\omega)-i \Sigma_{00}(\omega) & -i \Sigma_{01}(\omega) \\
i \Sigma_{01}^{*}(-\omega+\delta) & \chi_{\mathrm{m}}^{-1 *}(-\omega+\delta)+ \\
i \Sigma_{00}^{*}(-\omega+\delta)
\end{array}\right)\binom{\hat{b}^{(0)}}{\hat{b}^{(1) \dagger}} \\
&=\left(\begin{array}{cc}
\sqrt{\Gamma_{\mathrm{m}}} & i G_{-} \sqrt{\kappa} \chi_{\mathrm{c}}(\omega) \\
0 & -i G_{+} \sqrt{\kappa} \chi_{\mathrm{c}}(\omega)
\end{array}\right)\binom{\hat{b}_{\mathrm{in}}}{\hat{a}_{\mathrm{in}}}, \tag{3.B.1}
\end{align*}
$$

with

$$
\begin{align*}
& \Sigma_{00}(\omega)=i\left[G_{-}^{2} \chi_{\mathrm{c}}(\omega)-G_{+}^{2} \chi_{\mathrm{c}}^{*}(-\omega+\delta)\right],  \tag{3.B.2}\\
& \Sigma_{01}(\omega)=i G_{-} G_{+}\left[\chi_{\mathrm{c}}(\omega)-\chi_{\mathrm{c}}^{*}(-\omega+\delta)\right] .
\end{align*}
$$

This allows us to write the system operators in terms of input operators

$$
\binom{\hat{b}^{(0)}(\omega)}{\hat{b}^{(1) \dagger}(\omega)}=\left(\begin{array}{ll}
a(\omega) & c(\omega)  \tag{3.B.3}\\
f(\omega) & g(\omega)
\end{array}\right)\binom{\hat{b}_{\text {in }}(\omega)}{\hat{a}_{\text {in }}(\omega)},
$$

with

$$
\begin{align*}
a(\omega) & =A^{-1}(\omega) \sqrt{\Gamma_{\mathrm{m}}}\left[\chi_{\mathrm{m}}^{-1 *}(-\omega+\delta)+i \Sigma_{00}^{*}(-\omega+\delta)\right],  \tag{3.B.4a}\\
c(\omega) & =i A^{-1}(\omega) \sqrt{\kappa} \chi_{\mathrm{c}}(\omega) G_{-}\left[\chi_{\mathrm{m}}^{-1 *}(-\omega+\delta)+\mathcal{G}^{2} \chi_{\mathrm{c}}^{*}(-\omega+\delta)\right],  \tag{3.B.4b}\\
f(\omega) & =-i A^{-1}(\omega) \sqrt{\Gamma_{\mathrm{m}}} \Sigma_{01}(\omega),  \tag{3.B.4c}\\
g(\omega) & =-i A^{-1}(\omega) \sqrt{\kappa} \chi_{\mathrm{c}}(\omega) G_{+}\left[\chi_{\mathrm{m}}^{-1}(\omega)+\mathcal{G}^{2} \chi_{\mathrm{c}}^{*}(-\omega+\delta)\right], \tag{3.B.4d}
\end{align*}
$$

where $\mathcal{G}^{2} \equiv G_{-}^{2}-G_{+}^{2}$ and $A(\omega)$ is the determinant of the matrix on the left hand side of Eq. (3.B.1),

$$
\begin{equation*}
A(\omega)=\left[\chi_{\mathrm{m}}^{-1 *}(-\omega+\delta)+i \Sigma_{00}^{*}(-\omega+\delta)\right]\left[\chi_{\mathrm{m}}^{-1}(\omega)-i \Sigma_{00}(\omega)\right]-\Sigma_{01}(\omega) \Sigma_{01}^{*}(-\omega+\delta) \tag{3.B.5}
\end{equation*}
$$

The solution can be used to find spectrum Fourier components, employing Eq. (2.5.7),

$$
\begin{align*}
S_{b^{\dagger} b}^{(0)}(\omega)= & |a(-\omega)|^{2} n_{\mathrm{th}}+|f(\omega+\delta)|^{2}\left(n_{\mathrm{th}}+1\right)+|g(\omega+\delta)|^{2},  \tag{3.B.6a}\\
S_{b b^{\dagger}}^{(0)}(\omega)= & \left(n_{\mathrm{th}}+1\right)|a(\omega)|^{2}+|c(\omega)|^{2}+n_{\mathrm{th}}|f(-\omega+\delta)|^{2},  \tag{3.B.6b}\\
S_{x x}^{(0)}(\omega)= & \left(n_{\mathrm{th}}+1\right)\left(|a(\omega)|^{2}+|f(\omega+\delta)|^{2}\right)+|c(\omega)|^{2} \\
& +n_{\mathrm{th}}\left(|a(-\omega)|^{2}+\left|f\left(-\omega+\left.\delta\right|^{2}\right)+|g(\omega+\delta)|^{2},\right.\right.  \tag{3.B.6c}\\
S_{b b}^{(-1)}(\omega)= & \left(n_{\mathrm{th}}+1\right) a(\omega) f^{*}(\omega)+c(\omega) g^{*}(\omega)+n_{\mathrm{th}} f^{*}(-\omega+\delta) a(-\omega+\delta)  \tag{3.B.6d}\\
= & {\left[S_{b \nmid b \dagger}^{(1)}(\omega-\delta)\right]^{\dagger} . } \tag{3.B.6e}
\end{align*}
$$

An important special case [45,46] is the symmetric detuning $\delta=2 \omega_{\mathrm{m}}+\varepsilon, \Delta=$ $-\omega_{\mathrm{m}}-\varepsilon / 2=-\delta / 2$. Crucially, this leads to $\chi_{\mathrm{c}}^{*}(-\omega+\delta)=\chi_{\mathrm{c}}(\omega)$, which implies

$$
\begin{equation*}
\Sigma_{00}=i \chi_{\mathrm{c}}(\omega) \mathcal{G}^{2}, \quad \Sigma_{01}=0 \tag{3.B.7}
\end{equation*}
$$

Thus, the determinant $A(\omega)$ takes a particularly simple form

$$
\begin{equation*}
A(\omega)=\left[\chi_{\mathrm{m}}^{-1}(\omega-\varepsilon)+\chi_{\mathrm{c}}(\omega) \mathcal{G}^{2}\right]\left[\chi_{\mathrm{m}}^{-1}(\omega)+\chi_{\mathrm{c}}(\omega) \mathcal{G}^{2}\right] \tag{3.B.8}
\end{equation*}
$$

and so do the auxiliary functions

$$
\begin{align*}
a(\omega) & =\sqrt{\Gamma_{\mathrm{m}}} /\left[\chi_{\mathrm{m}}^{-1}(\omega)+\chi_{\mathrm{c}}(\omega) \mathcal{G}^{2}\right] \\
c(\omega) & =i \sqrt{\kappa} G_{-} \chi_{\mathrm{c}}(\omega) /\left[\chi_{\mathrm{m}}^{-1}(\omega)+\chi_{\mathrm{c}}(\omega) \mathcal{G}^{2}\right]  \tag{3.B.9}\\
f(\omega) & =0 \\
g(\omega) & =-i \sqrt{\kappa} \chi_{\mathrm{c}}(\omega) G_{+} /\left[\chi_{\mathrm{m}}^{-1}(\omega-\varepsilon)+\mathcal{G}^{2} \chi_{\mathrm{c}}(\omega)\right]
\end{align*}
$$

The spectrum Fourier components are

$$
\begin{align*}
& S_{x x}^{(0)}(\omega)=\frac{\left(n_{\mathrm{th}}+1\right) \Gamma_{\mathrm{m}}+\kappa G_{-}^{2}\left|\chi_{\mathrm{c}}(\omega)\right|^{2}}{\left|\chi_{\mathrm{m}}^{-1}(\omega)+\chi_{\mathrm{c}}(\omega) \mathcal{G}^{2}\right|^{2}}+\frac{\Gamma_{\mathrm{m}} n_{\mathrm{th}}+\kappa G_{+}^{2}\left|\chi_{\mathrm{c}}(-\omega)\right|^{2}}{\left|\chi_{\mathrm{m}}^{-1}(-\omega)+\chi_{\mathrm{c}}(-\omega) \mathcal{G}^{2}\right|^{2}},  \tag{3.B.10a}\\
& S_{x x}^{(1)}(\omega)=\left[S_{x x}^{(-1)}(-\omega)\right]^{*}=\frac{\kappa G_{-} G_{+} \chi_{\mathrm{c}}(-\omega)}{\sigma^{*}(-\omega)\left[\chi_{\mathrm{m}}^{-1}(-\omega-\varepsilon)+\chi_{\mathrm{c}}(-\omega) \mathcal{G}^{2}\right]}, \tag{3.B.10b}
\end{align*}
$$

where we have introduced $\sigma(\omega)=\mathcal{G}^{2}+\chi_{\mathrm{m}}^{-1}(\omega) \chi_{\mathrm{c}}^{-1}(\omega)$.
We can employ Eq. (2.7.4) for the physical spectrum in the special rotating frame. It has two parts. One is the previously stationary part, which corresponds to the radially symmetric contribution to the Wigner density (and therefore it remains stationary, despite going into a rotating frame)

$$
\begin{align*}
U(\omega) & =S_{b^{\dagger} b}^{(0)}(\omega-\delta / 2)+S_{b b^{\dagger}}^{(0)}(\omega+\delta / 2) \\
& =\kappa\left[\frac{G_{-}^{2}}{|\sigma(\omega+\delta / 2)|^{2}}+\frac{G_{+}^{2}}{|\sigma(-\omega+\delta / 2)|^{2}}\right]  \tag{3.B.11}\\
& +\frac{\Gamma_{\mathrm{m}}}{\left|\chi_{\mathrm{c}}(\omega+\delta / 2)\right|^{2}}\left[\frac{n_{\mathrm{th}}+1}{|\sigma(\omega+\delta / 2)|^{2}}+\frac{n_{\mathrm{th}}}{|\sigma(-\omega+\delta / 2)|^{2}}\right]
\end{align*}
$$

The other one stems from the previously rotating parts

$$
\begin{align*}
V(\omega) & =S_{b^{\dagger} b^{\dagger}}^{(1)}(\omega-\delta / 2)+S_{b b}^{(-1)}(\omega+\delta / 2) \\
& =-2 \kappa G_{-} G_{+} \operatorname{Re}\left\{\frac{1}{|\sigma(\omega+\delta / 2)|^{2}-i \varepsilon \chi_{\mathrm{c}}^{-1 *}(\omega+\delta / 2) \sigma(\omega+\delta / 2)}\right\} . \tag{3.B.12}
\end{align*}
$$

Finally,

$$
\begin{equation*}
S_{X_{\mp} X_{\mp}}(\omega)=U(\omega) \pm V(\omega) . \tag{3.B.13}
\end{equation*}
$$

## 3.C Weak-coupling approximation of periodically driven optomechanical system

Our approach in this section will be to perturb around the mechanical spectrum in the absence of coupling. We will do so up to second order in $G_{ \pm}$.

The equations of motion in RWA (3.2.9), split up into Fourier components, are

$$
\begin{align*}
& \dot{\hat{a}}^{(n)}=\left(-i n \delta+i \Delta-\frac{\kappa}{2}\right) a^{(n)}+\sqrt{\kappa} \delta_{n, 0} \hat{a}_{\mathrm{in}}+i\left(G_{+} \hat{b}^{(n+1) \dagger}+G_{-} \hat{b}^{(n)}\right),  \tag{3.C.1a}\\
& \dot{\hat{b}}{ }^{(n)}=\left(-i n \delta-i \omega_{\mathrm{m}}-\frac{\Gamma_{\mathrm{m}}}{2}\right) \hat{b}^{(n)}+\sqrt{\Gamma_{\mathrm{m}}} \delta_{n, 0} \hat{b}_{\mathrm{in}}+i\left(G_{+} \hat{a}^{(n+1) \dagger}+G_{-} \hat{a}^{(n)}\right) . \tag{3.C.1b}
\end{align*}
$$

The unperturbed mechanical spectrum consists only of $\hat{b}^{(0)}$ and $\hat{b}^{(0)}$. Thus, to first order,

$$
\begin{align*}
\hat{a}^{(0)}(\omega) & =\chi_{\mathrm{c}}(\omega)\left[\sqrt{\kappa} \hat{a}_{\text {in }}(\omega)+i G_{-} \hat{b}^{(0)}(\omega)\right],  \tag{3.C.2a}\\
\hat{a}^{(-1)}(\omega) & =\chi_{\mathrm{c}}(\omega+\delta) i G_{+} \hat{b}^{(0) \dagger}(\omega) . \tag{3.C.2b}
\end{align*}
$$

We can now determine $\hat{b}^{(0)}$ without knowledge of $\hat{b}^{(-1)}$

$$
\begin{align*}
{\left[-i \omega+i \omega_{\mathrm{m}}+\frac{\Gamma_{\mathrm{m}}}{2}-G_{+}^{2} \chi_{\mathrm{c}}^{*}\right.} & \left.(-\omega+\delta)+G_{-}^{2} \chi_{\mathrm{c}}(\omega)\right] \hat{b}^{(0)}(\omega) \\
& =\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}(\omega)+i \sqrt{\kappa} G_{-} \chi_{\mathrm{c}}(\omega) \hat{a}_{\mathrm{in}}(\omega)+\mathcal{O}\left(G_{ \pm}^{3}\right) \tag{3.C.3}
\end{align*}
$$

The reason for this is that $\hat{b}^{(-1)}=\mathcal{O}\left(G_{ \pm}\right)$, such that the effect $\hat{b}^{(-1)}$ has on $\hat{b}^{(0)}$ (via the optical field) is at least $\mathcal{O}\left(G_{ \pm}^{3}\right)$. The LHS of (3.C.3) is the modified response function

$$
\begin{equation*}
\tilde{\chi}_{\mathrm{m}}(\omega)=\left\{\frac{\tilde{\Gamma}_{\mathrm{m}}(\omega)}{2}-i\left[\omega-\tilde{\omega}_{\mathrm{m}}(\omega)\right]\right\}^{-1} \tag{3.C.4}
\end{equation*}
$$

with

$$
\begin{align*}
& \tilde{\Gamma}_{\mathrm{m}}(\omega)=\Gamma_{\mathrm{m}}+\kappa\left(\left|\chi_{\mathrm{c}}(\omega)\right|^{2} G_{-}^{2}-\left|\chi_{\mathrm{c}}(-\omega+\delta)\right|^{2} G_{+}^{2}\right),  \tag{3.C.5a}\\
& \tilde{\omega}_{\mathrm{m}}(\omega)=\omega_{\mathrm{m}}+\left|\chi_{\mathrm{c}}(\omega)\right|^{2}(\omega+\Delta) G_{-}^{2}+\left|\chi_{\mathrm{c}}(-\omega+\delta)\right|^{2}(-\omega+\delta+\Delta) G_{+}^{2} . \tag{3.C.5b}
\end{align*}
$$

The mechanical response function (3.C.4) strongly suppresses contributions away from $\omega=-\tilde{\omega}_{\mathrm{m}} \approx-\omega_{\mathrm{m}}$. In comparison to $\chi_{\mathrm{m}}, \chi_{\mathrm{c}}$ is flat (if $\tilde{\Gamma}_{\mathrm{m}} \ll \kappa$ ), such that we can approximate $\chi_{\mathrm{c}}(\omega) \approx \chi_{\mathrm{c}}\left(-\omega_{\mathrm{m}}\right)$. For $\Delta=-\omega_{\mathrm{m}}$ the corrections simplify to Eqs. (3.2.13a), and

$$
\begin{equation*}
\hat{b}^{(0)}(\omega)=\tilde{\chi}_{\mathrm{m}}(\omega) \sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}+\frac{2 i G_{-}}{\sqrt{\kappa}} \chi_{\mathrm{m}}(\omega) \hat{a}_{\mathrm{in}} \tag{3.C.6}
\end{equation*}
$$

We would like the same accuracy for the rotating components, so we keep the next order in $a$

$$
\begin{align*}
\hat{a}^{(0)}(\omega) & =\chi_{\mathrm{c}}(\omega)\left[\sqrt{\kappa} \hat{a}_{\mathrm{in}}(\omega)+i G_{-} \hat{b}^{(0)}+i G_{+} \hat{b}^{(1) \dagger}(\omega)\right],  \tag{3.C.7}\\
\hat{a}^{(-1)}(\omega) & =i \chi_{\mathrm{c}}(\omega+\delta)\left[G_{+} \hat{b}^{(0) \dagger}(\omega)+G_{-} \hat{b}^{(-1)}(\omega)\right]
\end{align*}
$$

Then

$$
\begin{equation*}
\chi_{\mathrm{m}}^{-1 *}(-\omega+\delta) \hat{b}^{(1) \dagger}(\omega)=-i\left[G_{+} \hat{a}^{(0)}(\omega)+G_{-} \hat{a}^{(1) \dagger}(\omega)\right] . \tag{3.C.8}
\end{equation*}
$$

We substitute for $\hat{a}$ with Eq. (3.C.7)

$$
\begin{align*}
\hat{b}^{(1) \dagger}(\omega)=\chi_{\mathrm{m}}^{\prime *}(-\omega+\delta)\left\{-i G_{+} \chi_{\mathrm{c}}\right. & (\omega) \sqrt{\kappa} \hat{a}_{\mathrm{in}}(\omega) \\
& \left.+G_{+} G_{-}\left[\chi_{\mathrm{c}}(\omega)-\chi_{\mathrm{c}}^{*}(-\omega+\delta)\right] \hat{b}^{(0)}(\omega)\right\} \tag{3.C.9}
\end{align*}
$$

where $\hat{b}^{(0)}=\chi_{\mathrm{m}}(\omega) \sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}$ in the absence of driving (the second order corrections to $\hat{b}^{(0)}$ would be fourth order in this equation). With a differently modified response function $\chi_{\mathrm{m}}^{\prime}=\left[\Gamma_{\mathrm{m}}^{\prime} / 2-i\left(\omega-\omega_{\mathrm{m}}^{\prime}\right)\right]^{-1}$, with

$$
\begin{align*}
& \Gamma_{\mathrm{m}}^{\prime}(\omega)=\Gamma_{\mathrm{m}}+\kappa\left(\left|\chi_{\mathrm{c}}(-\omega+\delta)\right|^{2} G_{-}^{2}-\left|\chi_{\mathrm{c}}(\omega)\right|^{2} G_{+}^{2}\right),  \tag{3.C.10a}\\
& \omega_{\mathrm{m}}^{\prime}(\omega)=\omega_{\mathrm{m}}+\left|\chi_{\mathrm{c}}(\omega)\right|^{2}(\omega+\Delta) G_{+}^{2}+\left|\chi_{\mathrm{c}}(-\omega+\delta)\right|^{2}(-\omega+\delta+\Delta) G_{-}^{2} \tag{3.C.10b}
\end{align*}
$$

Comparing with Eq. (3.C.5a), we see that the corrections have the same form, but with the frequencies interchanged. The reason that the picture is reversed is that $\hat{b}^{(1) \dagger}$ rotates in sync with the upper drive and not with the lower one as $\hat{b}^{(0)}$ does. In the case $\Delta=-\omega_{\mathrm{m}}, \omega=\omega_{\mathrm{m}}$, they are mirrored versions of Eq. (3.C.5a)

$$
\begin{align*}
\Gamma_{\mathrm{m}}^{\prime} & =\Gamma_{\mathrm{m}}+\frac{4}{\kappa}\left(\frac{G_{-}^{2}}{1+4 \varepsilon^{2} / \kappa^{2}}-G_{+}^{2}\right)  \tag{3.C.11a}\\
\omega_{\mathrm{m}}^{\prime} & =\omega_{\mathrm{m}}+\frac{\varepsilon G_{-}^{2}}{\kappa^{2} / 4+\varepsilon^{2}} \tag{3.C.11b}
\end{align*}
$$

We can neglect the second-order perturbation on the first order quantities $\hat{b}^{(1) \dagger}, \hat{b}^{(-1)}$, because they appear to third order on the level of spectrum calculations, such that

$$
\begin{equation*}
\hat{b}^{(1) \dagger}(\omega)=-\chi_{\mathrm{m}}^{*}(-\omega+\delta) \frac{2 i G_{+}}{\sqrt{\kappa}} \hat{a}_{\mathrm{in}} . \tag{3.C.12}
\end{equation*}
$$

In the main text we use the modified parameters $\tilde{\Gamma}_{\mathrm{m}}, \tilde{\omega}_{\mathrm{m}}$ in (3.2.12b). With this replacement, Eqs. (3.C.6) and (3.C.12) yield Eq. (3.2.17) It might seems surprising to use $\tilde{\Gamma}_{\mathrm{m}}, \tilde{\omega}_{\mathrm{m}}$ instead of $\Gamma_{\mathrm{m}}^{\prime}, \omega_{\mathrm{m}}^{\prime}$, but is allowed, as the corrections are third order. We mainly do that for convenience, because it makes the subsequent analysis more transparent. Comparing to the full solution and looking at Fig. 3.4, we see that our approximation is reasonable. In fact, we cannot use $\Gamma_{\mathrm{m}}^{\prime}$, because it crosses zero for relatively small detunings $\varepsilon<\kappa$ when $\mathcal{C}>n_{\text {th }}$, which leads to a divergence.

In order to derive a master equation, we define $\hat{\tilde{b}} \equiv e^{i \delta t / 2} \hat{b}$, and assume $\delta=2 \omega_{\mathrm{m}}$. Then


Figure 3.9: Analysis of instability within RWA. Parameters are $\Gamma_{\mathrm{m}} / \kappa=10^{-4}, n_{\mathrm{th}}=10, \mathcal{C}=$ $2 \times 10^{3}$, and $\Delta=-\omega_{\mathrm{m}}$. The sideband parameter $\omega_{\mathrm{m}} / \kappa$ is irrelevant in RWA. (a) Boundary of stability. The white curve is the analytical result for the boundary of stability (3.D.4). The colour scale gives the real part of the eigenvalue with the largest real part $\lambda$ of the matrix (3.2.10). As $\mathcal{C} \rightarrow \infty$, a "stability corridor" remains, $\varepsilon_{\text {crit }}= \pm \sqrt{\kappa \Gamma_{\mathrm{m}}\left(1+2 n_{\mathrm{th}}\right)}$. The corridor collapses without RWA. (b) Eigenvalues as a function of cooperativity. Real part of the eigenvalues of (3.2.10) as a function of cooperativity $\mathcal{C}$ for optimal driving Eq. (3.2.29), and detuning $\varepsilon=0, \varepsilon_{\text {crit }}, 1.2 \varepsilon_{\text {crit }}$, in dark blue (solid), red (dashed) and turquoise (dotted). In the strictly stable regime all eigenvalues converge to have the same real part $\left(\kappa+\Gamma_{\mathrm{m}}\right) / 4$ at large cooperativities $\mathcal{C}$. At the critical detuning two eigenvalues remain at $\Gamma_{\mathrm{m}} / 2$ and two at $\kappa / 2$ for all $\mathcal{C}$. Above the critical detuning, there exists a value of $\mathcal{C}$ above which the system is unstable.

$$
\begin{align*}
& \hat{\beta} \equiv\left(G_{-} \hat{\tilde{b}}+G_{+} \hat{\tilde{b}}^{\dagger}\right) / \mathcal{G} \text { obeys } \\
& \qquad \dot{\hat{\beta}}=\left(-\frac{\Gamma_{\mathrm{m}}}{2}-\frac{2 \mathcal{G}^{2}}{\kappa}\right) \hat{\beta}+\sqrt{\Gamma_{\mathrm{m}}} \hat{\beta}_{\mathrm{in}}+\frac{2 i \mathcal{G}}{\sqrt{\kappa}} \hat{\tilde{a}}_{\mathrm{in}} \tag{3.C.13}
\end{align*}
$$

where $\hat{\tilde{a}}_{\text {in }} \equiv e^{i \omega_{\mathrm{m}} t} \hat{a}_{\text {in }}$. The associated quantum master equation is (NB in frame rotating with the mechanical frequency $\omega_{m}$ )

$$
\begin{equation*}
\dot{\hat{\rho}}=\left\{\Gamma_{\mathrm{m}} n_{\mathrm{th}} \mathcal{D}\left[\hat{\tilde{b}}^{\dagger}\right]+\Gamma_{\mathrm{m}}\left(n_{\mathrm{th}}+1\right) \mathcal{D}[\hat{\tilde{b}}]+\frac{4 \mathcal{G}^{2}}{\kappa} \mathcal{D}[\hat{\beta}]\right\} \hat{\rho} \tag{3.C.14}
\end{equation*}
$$

This agrees with Ref. 121. The physics here is that the drives cool the Bogoliubov mode $\hat{\beta}$ close to its ground state, which is a squeezed state for the rotating quadrature $\hat{\tilde{b}}+\hat{\tilde{b}}^{\dagger}$ [121].

## 3.D Analysis of instability within RWA

To study the instability we employ the Routh-Hurwitz criterion, according to which a system is unstable if the matrix M in $\dot{\mathrm{x}}=\mathrm{Mx}$ has an eigenvalue with positive real part.

Let us call the matrix on the LHS of (3.2.10) $\mathrm{K}(\omega)$. In our case, $\mathrm{K}(0)=-\mathrm{M}$. Thus we can write $K(\omega)=-\mathrm{M}-i \omega \mathbb{1}_{4}$, where $\mathbb{1}_{4}$ is the $4 \times 4$ identity matrix. The eigenvalues of $K(\omega)$ satisfy the secular equation

$$
\begin{equation*}
\operatorname{det}\left[-\mathrm{M}-(i \omega+\lambda) \mathbb{1}_{4}\right]=0 \tag{3.D.1}
\end{equation*}
$$

Thus, if $\lambda$ is an eigenvalue of M , then $-\lambda+i \omega$ is an eigenvalue of $\mathrm{K}(\omega)$. We conclude that if $\operatorname{Re}[\lambda]=0, \mathrm{~K}(\operatorname{Im}[\lambda])$ is singular, and vice versa, which marks the onset of instability.

Assuming $\Delta=-\omega_{\mathrm{m}}$, it turns out that $\operatorname{det}\left[\mathrm{K}\left(\omega_{\mathrm{m}}+\varepsilon / 2\right)\right]$ is purely real and

$$
\begin{equation*}
\operatorname{det}\left[\mathrm{K}\left(\omega_{\mathrm{m}}+\varepsilon / 2\right)\right]=\sigma(\omega) \sigma(\omega-\varepsilon)-\varepsilon^{2} G_{+}^{2} \tag{3.D.2}
\end{equation*}
$$

with $\sigma(\omega)=\mathcal{G}^{2}+\chi_{\mathrm{m}}^{-1}(\omega) \chi_{\mathrm{c}}^{-1}(\omega)$ and $\delta=2 \omega_{\mathrm{m}}+\varepsilon$. Its imaginary part is zero at $\omega=\omega_{\mathrm{m}}+\varepsilon / 2$, so we are left with

$$
\begin{equation*}
0=\left(\mathcal{G}^{2}+\frac{\Gamma_{\mathrm{m}} \kappa}{4}-\frac{\varepsilon^{2}}{4}\right)^{2}+\frac{\varepsilon^{2}\left(\kappa+\Gamma_{\mathrm{m}}\right)^{2}}{16}-\varepsilon^{2} G_{+}^{2} \tag{3.D.3}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\varepsilon_{ \pm}^{2}=4\left(G_{-}^{2}+G_{+}^{2}\right)-\frac{\kappa^{2}+\Gamma_{\mathrm{m}}^{2}}{2} \pm \sqrt{\left[\frac{\kappa^{2}+\Gamma_{\mathrm{m}}^{2}}{2}-4\left(G_{-}^{2}+G_{+}^{2}\right)\right]^{2}-\left(4 \mathcal{G}^{2}+\Gamma_{\mathrm{m}} \kappa\right)^{2}} \tag{3.D.4}
\end{equation*}
$$

$\varepsilon_{ \pm}$is complex if the term under the root is negative, i.e., if

$$
\begin{equation*}
\mathcal{C} \leq\left(\frac{\kappa+\Gamma_{\mathrm{m}}}{2 \sqrt{\kappa \Gamma_{\mathrm{m}}}}+\sqrt{1+2 n_{\mathrm{th}}}\right)^{2} . \tag{3.D.5}
\end{equation*}
$$

In Eq. (3.D.5) we have used the optimal driving strengths, see Eq. (3.2.29) or Ref. 121. We conclude that there is an instability for $\varepsilon_{-}<|\varepsilon|<\varepsilon_{+}$. Note that the stability regions are symmetric in $\varepsilon$ with stability at $\varepsilon=0$. Because of condition (3.D.5), we can only study large detuning for small cooperativities. As $\mathcal{C} \rightarrow \infty, \varepsilon_{-} \rightarrow \varepsilon_{\text {crit }}= \pm \sqrt{\kappa \Gamma_{\mathrm{m}}\left(1+2 n_{\text {th }}\right)}$, so there is a stability corridor in between $\pm \varepsilon_{-}$even at largest cooperativities, which is shown in Fig. 3.9. Once we numerically include counterrotating terms, the stability corridor is lost. Note that we have assumed $\Delta=-\omega_{\mathrm{m}}$ and that if $G_{+}>G_{-}$the system may be unstable for all detunings $\delta$.

## 3.E The optical spectrum $S_{a^{\dagger} a}$

Following the same steps as in the main text, we can write the optical system operators in terms of the input operators

$$
\binom{\hat{a}^{(0)}(\omega)}{\hat{a}^{(1) \dagger}(\omega)}=\left(\begin{array}{cc}
\hat{\tilde{a}}(\omega) & \hat{\tilde{c}}(\omega)  \tag{3.E.1}\\
\tilde{f}(\omega) & \hat{\tilde{g}}(\omega)
\end{array}\right)\binom{\hat{a}_{\text {in }}(\omega)}{\hat{b}_{\text {in }}(\omega)} .
$$

We obtain the functions in the matrix by a calculation analogous to the one in Appendix 3.B. Because of the symmetry of the equations of motion in the RWA, this amounts to swapping $\Gamma_{\mathrm{m}} \leftrightarrow \kappa, \chi_{\mathrm{c}} \leftrightarrow \chi_{\mathrm{m}}, \hat{b}_{\text {in }} \leftrightarrow \hat{a}_{\text {in }}$. Thus,

$$
\begin{align*}
& \tilde{a}(\omega)=\tilde{A}^{-1}(\omega) \sqrt{\kappa}\left[\chi_{\mathrm{c}}^{-1 *}(-\omega+\delta)+i \tilde{\Sigma}_{00}^{*}(-\omega+\delta)\right], \\
& \tilde{c}(\omega)=i \tilde{A}^{-1}(\omega) \sqrt{\Gamma_{\mathrm{m}}} \chi_{\mathrm{m}}(\omega) G_{-}\left[\chi_{\mathrm{c}}^{-1 *}(-\omega+\delta)+\mathcal{G}^{2} \chi_{\mathrm{m}}^{*}(-\omega+\delta)\right],  \tag{3.E.2}\\
& \tilde{f}(\omega)=-i \tilde{A}^{-1}(\omega) \sqrt{\kappa} \tilde{\Sigma}_{01}(\omega), \\
& \tilde{g}(\omega)=-i \tilde{A}^{-1}(\omega) \sqrt{\Gamma_{\mathrm{m}}} \chi_{\mathrm{m}}(\omega) G_{+}\left[\chi_{\mathrm{c}}^{-1}(\omega)+\mathcal{G}^{2} \chi_{\mathrm{m}}^{*}(-\omega+\delta)\right],
\end{align*}
$$

with

$$
\begin{equation*}
\tilde{A}(\omega)=\left[\chi_{\mathrm{c}}^{-1 *}(-\omega+\delta)+i \tilde{\Sigma}_{00}^{*}(-\omega+\delta)\right]\left[\chi_{\mathrm{c}}^{-1}(\omega)-i \tilde{\Sigma}_{00}(\omega)\right]-\tilde{\Sigma}_{01}(\omega) \tilde{\Sigma}_{01}^{*}(-\omega+\delta), \tag{3.E.3}
\end{equation*}
$$

and

$$
\begin{align*}
& \tilde{\Sigma}_{00}(\omega)=i\left[G_{-}^{2} \chi_{\mathrm{m}}(\omega)-G_{+}^{2} \chi_{\mathrm{m}}^{*}(-\omega+\delta)\right],  \tag{3.E.4}\\
& \tilde{\Sigma}_{01}(\omega)=i G_{-} G_{+}\left[\chi_{\mathrm{m}}(\omega)-\chi_{\mathrm{m}}^{*}(-\omega+\delta)\right] .
\end{align*}
$$

The stationary part of the optical spectrum is

$$
\begin{equation*}
S_{a^{\dagger} a}^{(0)}(\omega)=|\tilde{c}(-\omega)|^{2} n_{\mathrm{th}}+|\tilde{f}(\omega+\delta)|^{2}+|\tilde{g}(\omega+\delta)|^{2}\left(n_{\mathrm{th}}+1\right) . \tag{3.E.5}
\end{equation*}
$$

Note that the same spectra can be obtained by employing the formulae in Sec. 3.2.8 for the case $\delta=\delta_{2}$. As the mechanical spectrum one has to use the one derived in Appendix 3.B, in particular Eq. (3.2.35). Further note that the output spectrum is trivially related to $S_{a^{\dagger} a}$. Using the input-output relation (1.2.16) we find

$$
\begin{equation*}
S_{a_{\text {out }}{ }_{\text {out }}}^{(n)}(\omega)=\kappa S_{a^{\dagger} a}^{(n)}(\omega) . \tag{3.E.6}
\end{equation*}
$$

Note that this holds only if the optical input fields are in vacuum.

## 3.F Readout spectra in second mode

In this section we provide more details on the calculation of the readout spectrum. We split Eq. (3.2.30) into Fourier components

$$
\begin{align*}
& \sum_{n, m} e^{i n \delta t+i m \delta_{2} t}\left[\left(i n \delta+i m \delta_{2}\right) \hat{a}_{2}^{(n, m)}+\dot{\hat{a}}_{2}^{(n, m)}\right]=\sum_{n, m} e^{i n \delta t+i m \delta_{2} t} \\
& \times\left[\left(i \Delta_{2}-\frac{\kappa_{2}}{2}\right) \hat{a}_{2}^{(n, m)}+\sqrt{\kappa_{2}} \hat{a}_{2, \text { in }} \delta_{n, 0} \delta_{m, 0}+i\left(G_{2+} \hat{x}^{(n, m+1)}+G_{2-} \hat{x}^{(n, m)}\right)\right] . \tag{3.F.1}
\end{align*}
$$

If $\delta \neq \delta_{2}$ (and they do not have a common multiple), we have $\hat{b}^{(n, m \neq 0)}=0$. Thus, with $\hat{x}^{(n, m)} \equiv \hat{b}^{(n, m)}+\hat{b}^{(n, m) \dagger}$,

$$
\begin{align*}
\hat{a}_{2}^{(n, 0)} & =\chi_{\mathrm{c}, 2}(\omega-n \delta)\left(\sqrt{\kappa_{2}} \delta_{n, 0} \hat{a}_{2, \mathrm{in}}+i G_{2-} \hat{x}^{(n, 0)}\right)  \tag{3.F.2a}\\
\hat{a}_{2}^{(n, 0) \dagger} & =\chi_{\mathrm{c}, 2}^{*}(-\omega+n \delta)\left(\sqrt{\kappa_{2}} \delta_{n, 0} \hat{a}_{2, \mathrm{in}}^{\dagger}-i G_{2-} \hat{x}^{(n, 0)}\right),  \tag{3.F.2b}\\
\hat{a}_{2}^{(n,-1)} & =\chi_{\mathrm{c}, 2}\left(\omega-n \delta+\delta_{2}\right) i G_{2+} \hat{x}^{(n, 0)}  \tag{3.F.2c}\\
\hat{a}_{2}^{(n, 1) \dagger} & =-\chi_{\mathrm{c}, 2}^{*}\left(-\omega+n \delta+\delta_{2}\right) i G_{2+} \hat{x}^{(n, 0)} . \tag{3.F.2d}
\end{align*}
$$

A substitution into Eq. (2.5.7) yields (3.2.34).
For the special choice $\delta_{2}=\delta$,

$$
\begin{align*}
\hat{a}_{2}^{(n)}(\omega) & =\chi_{\mathrm{c}, 2}(\omega-n \delta)\left[\sqrt{\kappa_{2}} \delta_{n, 0} \hat{a}_{2, \text { in }}+i\left(G_{2+} \hat{x}^{(n+1)}+G_{2-} \hat{x}^{(n)}\right)\right]  \tag{3.F.3a}\\
\hat{a}_{2}^{(n) \dagger}(\omega) & =\chi_{\mathrm{c}, 2}^{*}(-\omega+n \delta)\left[\sqrt{\kappa_{2}} \delta_{n, 0} \hat{a}_{2, \mathrm{in}}^{\dagger}-i\left(G_{2+} \hat{x}^{(n-1)}+G_{2-} \hat{x}^{(n)}\right)\right] . \tag{3.F.3b}
\end{align*}
$$

Again we substitute into Eq. (2.5.7) to get (3.2.36).

## 3.G Dissipative dissipative squeezing

An important application of the type of BAE measurement discussed in this section is the verification of quantum squeezing in mechanical resonators, e.g., Ref. 46, 122. Here we generalize our method to this squeezing scheme, proposed in [121, 124], which has successfully produced quantum squeezing of the resonator [44-46, 122]. In this case

$$
\begin{equation*}
\hat{H}_{\text {rest }}=-\Delta \hat{c}^{\dagger} \hat{c}-\left[\hat{c}\left(G_{+} e^{2 i \delta t} \hat{b}+G_{-} \hat{b}^{\dagger}\right)+\text { H.c. }\right] \tag{3.G.1}
\end{equation*}
$$

where we have already displaced and linearized. $\hat{c}$ is the annihilation operator of another cavity in a frame rotating with the lower-frequency drive. Furthermore, we have applied
the RWA to $\hat{H}_{\text {rest }}$. The governing Langevin equations are

$$
\begin{align*}
& \dot{\hat{c}}=\left(i \Delta-\frac{\kappa_{2}}{2}\right) \hat{c}+\sqrt{\kappa_{2}} \hat{c}_{\mathrm{in}}+i\left(G_{-} \hat{b}+G_{+} e^{-2 i \delta t} \hat{b}^{\dagger}\right),  \tag{3.G.2a}\\
& \dot{\hat{b}}=\left(-i \omega_{\mathrm{m}}-\frac{\Gamma_{\mathrm{m}}}{2}\right) \hat{b}+\sqrt{\Gamma_{\mathrm{m}} \hat{b}_{\mathrm{in}}+i\left(G_{-} \hat{c}+G_{+} e^{-2 i \delta t} \hat{c}^{\dagger}\right),} \tag{3.G.2b}
\end{align*}
$$

where $\hat{c}_{\text {in }}$ corresponds to a vacuum (zero temperature) bath, and $\hat{b}_{\text {in }}$ to a finite temperature bath with mean occupation $n_{\text {th }}$, so $\left\langle\hat{c}_{\text {in }}(t) \hat{c}_{\text {in }}^{\dagger}\left(t^{\prime}\right)\right\rangle=\delta\left(t-t^{\prime}\right),\left\langle\hat{b}_{\text {in }}^{\dagger}(t) \hat{b}_{\text {in }}\left(t^{\prime}\right)\right\rangle=\delta\left(t-t^{\prime}\right) n_{\text {th }}$, $\left\langle\hat{b}_{\text {in }}(t) \hat{b}_{\text {in }}^{\dagger}\left(t^{\prime}\right)\right\rangle=\delta\left(t-t^{\prime}\right)\left(1+n_{\text {th }}\right)$ (other correlators are zero).

In the Floquet ansatz, Eq. (3.G.2) can be expressed in terms of a block-diagonal infinite matrix (Sec. 2.2) with blocks

$$
\begin{align*}
& \left(\begin{array}{cccc}
\chi_{\text {opt }}^{-1}(\omega-n \delta) & -i G_{-} & 0 & -i G_{+} \\
-i G_{-} & \chi_{\mathrm{m}}^{-1}(\omega-n \delta) & -i G_{+} & 0 \\
0 & i G_{+} & \chi_{\text {opt }}^{-1 *}(-\omega+(n+2) \delta) & i G_{-} \\
i G_{+} & 0 & i G_{-} & \chi_{\mathrm{m}}^{-1 *}(-\omega+(n+2) \delta)
\end{array}\right) \\
& \quad \times\left(\begin{array}{c}
\hat{c}^{(n)}(\omega) \\
\hat{b}^{(n)}(\omega) \\
\hat{c}^{(n+2) \dagger}(\omega) \\
\hat{b}^{(n+2) \dagger}(\omega)
\end{array}\right)=\left(\begin{array}{c}
\sqrt{\kappa} \hat{c}_{\mathrm{in}}^{(n)}(\omega) \\
\sqrt{\Gamma_{\mathrm{m}} \hat{b}_{\mathrm{in}}^{(n)}(\omega)} \\
\sqrt{\kappa} \hat{c}_{\mathrm{in}}^{n+2) \dagger}(\omega) \\
\sqrt{\Gamma_{\mathrm{m}} \hat{b}_{\mathrm{in}}^{(n+2) \dagger}}(\omega)
\end{array}\right), \tag{3.G.3}
\end{align*}
$$

where the cavity and mechanical response functions read $\chi_{\text {opt }}(\omega)=[\kappa / 2-i(\omega+\Delta)]^{-1} \neq$ $\chi_{\mathrm{c}}$ and $\chi_{\mathrm{m}}(\omega)=\left[\Gamma_{\mathrm{m}} / 2-i\left(\omega-\omega_{\mathrm{m}}\right)\right]^{-1}$, respectively.

Blocks with zero input will vanish in the steady state. Since the noise resides entirely in the zeroth Fourier component (it describes a stationary process),

$$
\begin{equation*}
\hat{c}_{\text {in }}^{(n)}=\hat{b}_{\text {in }}^{(n)}=0, \quad \forall n \neq 0 . \tag{3.G.4}
\end{equation*}
$$

Although the result for general $\delta$ and $\Delta$ is available (cf. Appendix 3.B), we focus on the simple and relevant case $\delta=-\Delta=\omega_{\mathrm{m}}$, where

$$
\binom{\hat{b}^{(0)}(\omega)}{\hat{b}^{(2) \dagger}(\omega)}=J(\omega)\left(\begin{array}{cc}
1 & i G_{-} \chi_{\mathrm{opt}}(\omega)  \tag{3.G.5}\\
0 & i G_{+} \chi_{\mathrm{opt}}(\omega)
\end{array}\right)\binom{\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}}{\sqrt{\kappa_{2}} \hat{c}_{\mathrm{in}}},
$$

with $J(\omega)=\left[\chi_{\mathrm{m}}^{-1}(\omega)+\mathcal{G}^{2} \chi_{\text {opt }}(\omega)\right]^{-1}$.
Now we include the noise of a BAE measurement as per Sec. 3.3.7. The measurement
requires another cavity mode coupled to the mechanical oscillator. We define

$$
\begin{equation*}
\hat{\mathbf{x}}=\left(\hat{b}, \hat{b}^{\dagger}, \hat{c}, \hat{c}^{\dagger}\right)^{T}, \quad \hat{\mathbf{x}}_{\mathrm{in}}=\left(\hat{b}_{\mathrm{in}}, \hat{b}_{\mathrm{in}}^{\dagger}, \hat{c}_{\mathrm{in}}, \hat{c}_{\mathrm{in}}^{\dagger}\right)^{T} . \tag{3.G.6}
\end{equation*}
$$

From Eq. (3.G.5), we can directly infer the elements

$$
\left(\begin{array}{cc}
\chi_{11}^{(0)}(\omega) & \chi_{13}^{(0)}(\omega)  \tag{3.G.7}\\
\chi_{21}^{(2)}(\omega-2 \delta) & \chi_{23}^{(2)}(\omega-2 \delta)
\end{array}\right)=J(\omega)\left(\begin{array}{cc}
1 & i G_{-} \chi_{\mathrm{opt}}(\omega) \\
0 & i G_{+} \chi_{\mathrm{opt}}(\omega)
\end{array}\right) .
$$

Furthermore, the elements of $\chi$ are not all independent. In general,

$$
\begin{equation*}
\chi_{i j}^{(n) *}(\omega)=\chi_{\bar{i}}^{(-n)}(-\omega) \tag{3.G.8}
\end{equation*}
$$

where $\bar{i}$ is the index for the operator that is the Hermitian conjugate of the operator indexed by $i$ (so $\overline{1}=2, \overline{3}=4$, and vice versa).

We are only interested in the elements that connect the system operators with the mechanical bath, as those will determine the susceptibility to the measurement noise. Fortunately, the only non-zero ones are

$$
\begin{equation*}
\chi_{11}^{(0)}(\omega)=J(\omega)=\chi_{22}^{(0) *}(-\omega) . \tag{3.G.9}
\end{equation*}
$$

This gives the problem exactly the same structure as the case with $H_{\text {rest }}=0$, except that here $\chi_{\mathrm{m}}(\omega)$ is replaced by $J(\omega)$.

Nevertheless, we give the general formula for the added contribution due to the measurement

$$
\begin{align*}
\hat{b}_{\mathrm{add}}^{(n)}(\omega) & =2 \sqrt{\kappa} G \sum_{m} K^{(n-m)}(\omega-n \delta) \hat{f}_{\mathrm{in}}^{(m)}(\omega),  \tag{3.G.10a}\\
\hat{b}_{\text {add }}^{(n) \dagger}(\omega) & =2 \sqrt{\kappa} G \sum_{m} K^{(-n+m) *}(-\omega+n \delta) \hat{f}_{\mathrm{in}}^{(m)}(\omega) \tag{3.G.10b}
\end{align*}
$$

where

$$
\begin{equation*}
K^{(n)}(\omega) \equiv \chi_{11}^{(n)}(\omega)-\chi_{12}^{(n)}(\omega) \tag{3.G.11}
\end{equation*}
$$

This gives [note the similarity with Eq. (3.3.11)]

$$
\begin{equation*}
\hat{b}_{\mathrm{add}}^{(n)}=2 \sqrt{\kappa} G J(\omega-n \delta) \hat{f}_{\mathrm{in}}^{(n)}(\omega) \tag{3.G.12}
\end{equation*}
$$

and Hermitian conjugate. The CR correction can be calculated as before and looks very
familiar [cf. Eq. (3.3.23)]

$$
\begin{equation*}
S_{X_{\delta} X_{\delta}}^{\mathrm{CR}}(\omega)=\kappa \lambda^{2} G^{2}\left(\left|J(\omega+\delta) \chi_{\mathrm{c}}(\omega+2 \delta)\right|^{2}+\left|J(-\omega+\delta) \chi_{\mathrm{c}}(-\omega+2 \delta)\right|^{2}\right) . \tag{3.G.13}
\end{equation*}
$$

The reason why it is so simple is that here $\hat{b}^{(0)}(\omega)$ only couples to $\hat{b}_{\text {in }}$ and not to $\hat{b}_{\text {in }}^{\dagger}$. This ceases to be the case for $\Delta \neq-\omega_{\mathrm{m}}$, or in parametric squeezing discussed in Appendix 3.I.

## 3.H Dissipative squeezing in the absence of strong-coupling effects

As a relevant example for how a weakly coupled $\hat{H}_{\text {rest }}$ can lead to effective parameters in the mechanical susceptibility, we consider the weak-coupling version of Appendix 3.G. We place the red-detuned drive on the red sideband $\Delta=-\omega_{\mathrm{m}}$, but allow the other to vary. To second order in $G_{ \pm}$, the effective quantum Langevin equation is (in a frame rotating with frequency $\delta$ )

$$
\begin{equation*}
\dot{\hat{b}}=-\left[i\left(\omega_{\mathrm{m}, \mathrm{eff}}-\delta\right)+\frac{\Gamma_{\mathrm{eff}}}{2}\right] \hat{b}+\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}+\frac{2 i \mathcal{G}}{\sqrt{\kappa}} \hat{s}_{\mathrm{in}} \tag{3.H.1}
\end{equation*}
$$

with (see Sec. 3.2.3)

$$
\begin{align*}
\Gamma_{\mathrm{eff}} & =\Gamma_{\mathrm{m}}+\frac{4}{\kappa}\left(G_{-}^{2}-\frac{G_{+}^{2}}{1+4 \varepsilon^{2} / \kappa^{2}}\right),  \tag{3.H.2a}\\
\omega_{\mathrm{m}, \mathrm{eff}} & =\omega_{\mathrm{m}}+\frac{G_{+}^{2} \varepsilon}{(\kappa / 2)^{2}+\varepsilon^{2}},  \tag{3.H.2b}\\
s_{\mathrm{in}} & =\frac{G_{-} a_{\mathrm{in}}+G_{+} a_{\mathrm{in}}^{\dagger}}{\mathcal{G}} . \tag{3.H.2c}
\end{align*}
$$

Here, $\varepsilon \equiv 2\left(\delta-\omega_{\mathrm{m}}\right)$ and $\mathcal{G} \equiv \sqrt{G_{-}^{2}-G_{+}^{2}} . \hat{s}_{\text {in }}$ is a Bogoliubov rotation of the original optical bath operators, and is therefore a squeezed vacuum bath with nonzero anomalous correlators, such as $\left\langle\hat{s}_{\text {in }}(\omega) \hat{s}_{\text {in }}\left(\omega^{\prime}\right)\right\rangle=-2 \pi \delta\left(\omega+\omega^{\prime}\right) G_{+} G_{-} / \mathcal{G}^{2}$.

The equivalent master equation (generalization of Ref. 121 to general drive detuning $\delta$ ) is

$$
\begin{equation*}
\dot{\hat{\rho}}=-i\left[\left(\omega_{\mathrm{m}, \mathrm{eff}}-\delta\right) \hat{b}^{\dagger} \hat{b}, \hat{\rho}\right]+\left\{\Gamma_{\mathrm{eff}}\left(n_{\mathrm{eff}}+1\right) \mathcal{D}[\hat{b}]+\Gamma_{\mathrm{eff}} n_{\mathrm{eff}} \mathcal{D}\left[\hat{b}^{\dagger}\right]+\frac{4 \mathcal{G}^{2}}{\kappa} \mathcal{D}[\hat{\beta}]\right\} \hat{\rho} \tag{3.H.3}
\end{equation*}
$$

where $\mathcal{D}[\hat{a}] \hat{\rho} \equiv \hat{a} \hat{\rho} \hat{a}^{\dagger}-\frac{1}{2}\left(\hat{a}^{\dagger} \hat{a} \hat{\rho}+\hat{\rho} \hat{a}^{\dagger} \hat{a}\right)$ is the Lindblad superoperator.
In order to include the measurement noise, it is easier to work in the laboratory frame,
where

$$
\begin{equation*}
\dot{\hat{b}}=-\left(i \omega_{\mathrm{m}, \mathrm{eff}}+\frac{\Gamma_{\mathrm{eff}}}{2}\right) \hat{b}+\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}+2 \sqrt{\kappa} G \hat{f}_{\mathrm{in}}+\frac{2 i \mathcal{G}}{\sqrt{\kappa}} \hat{s}_{\text {in }} . \tag{3.H.4}
\end{equation*}
$$

There is a subtlety here, as the anomalous averages of $\hat{s}_{\text {in }}$, will become rotating in the transition from a rotating frame into the laboratory frame. We can ignore this difficulty, because we are only interested in the correction. Rewriting Eq. (3.H.4) in Fourier components, we find that the only independent nonzero element of the susceptibility matrix is

$$
\begin{equation*}
\chi_{11}^{(0)}(\omega)=\chi_{\mathrm{m}, \mathrm{eff}}(\omega) \equiv\left[\Gamma_{\mathrm{eff}} / 2-i\left(\omega-\omega_{\mathrm{m}, \mathrm{eff}}\right)\right]^{-1} . \tag{3.H.5}
\end{equation*}
$$

We could have obtained this from Eq. (3.G.9) by setting $\mathcal{G}=0$ (weak coupling) and replacing $\omega_{\mathrm{m}}$ and $\Gamma_{\mathrm{m}}$ by their modified values. Thus we can use the result Eq. (3.G.13) with $J \rightarrow \chi_{\mathrm{m}, \mathrm{eff}}$. Therefore, the results in Sec. 3.3 also apply to dissipative squeezing in weak coupling as well, with $\Gamma_{\mathrm{m}} \rightarrow \Gamma_{\text {eff }}$ and $\omega_{\mathrm{m}} \rightarrow \omega_{\mathrm{m}, \text { eff }}$.

Optionally, we can remain in a rotating frame, but that means we have to rotate the added measurement noise to $\hat{\tilde{f}}_{\text {in }} \equiv e^{i \delta t} \hat{f}_{\text {in }}$. This implies $\hat{\tilde{f}}_{\text {in }}^{(n)}=\hat{f}_{\text {in }}^{(n-1)}$. Solving the Langevin equation gives $\chi_{11}^{(0)}(\omega)=\left[\Gamma_{\text {eff }} / 2-i\left(\omega-\omega_{\mathrm{m}, \mathrm{eff}}+\delta\right)\right]^{-1}$. Consulting Eq. (3.G.10), we find that the new set of Fourier components $\hat{\tilde{b}}_{\text {add }}^{(n)}(\omega)=\hat{b}_{\text {add }}^{(n-1)}(\omega)$. It is straightforward to check that in the end $\hat{\tilde{b}}_{\text {add }}(t)=e^{i \delta t} \hat{b}_{\text {add }}(t)$.

This result can be adapted to a wide variety of cases, as long as they can be approximated by coupling the harmonic oscillators to baths only (and potentially modify its effective parameters).

## 3.I Parametric squeezing

Squeezing is induced naturally in a degenerate parametric amplifier [68]. Whilst it is limited to 3 dB of squeezing, it displays features that we have not seen in the previous Appendices. Here,

$$
\begin{equation*}
\hat{H}_{\text {rest }}=\omega_{\mathrm{m}} \hat{b}^{\dagger} \hat{b}+\left(\mu \hat{b}^{2} e^{2 i \omega_{\mathrm{m}} t}+\text { H.c. }\right) \tag{3.I.1}
\end{equation*}
$$

where $\mu$ is the parametric driving strength. Without the BAE measurement $(G=0)$, the quantum Langevin equation is

$$
\begin{equation*}
\dot{\hat{b}}=-i \omega_{\mathrm{m}} \hat{b}-i \mu \hat{b}^{\dagger} e^{-2 i \omega_{\mathrm{m}} t}-\frac{\Gamma_{\mathrm{m}}}{2} \hat{b}+\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}} \tag{3.I.2}
\end{equation*}
$$

In Fourier components,

$$
\left(\begin{array}{cc}
\chi_{\mathrm{m}}^{-1}\left(\omega-n \omega_{\mathrm{m}}\right) & i \mu  \tag{3.I.3}\\
-i \mu & \chi_{\mathrm{m}}^{-1}\left(\omega-n \omega_{\mathrm{m}}\right)
\end{array}\right)\binom{\hat{b}^{(n)}(\omega)}{\hat{b}^{(n+2) \dagger}(\omega)}=\sqrt{\Gamma_{\mathrm{m}}}\binom{\delta_{n, 0} \hat{b}_{\mathrm{in}}}{\delta_{n, 2} \hat{b}_{\mathrm{in}}^{\dagger}}
$$

where $\chi_{\mathrm{m}}(\omega) \equiv\left[\Gamma_{\mathrm{m}} / 2-i\left(\omega-\omega_{\mathrm{m}}\right)\right]^{-1}$. Inverting leads to

$$
\binom{\hat{b}^{(n)}}{\hat{b}^{(n+2) \dagger}}=A\left(\omega-n \omega_{\mathrm{m}}\right)\left(\begin{array}{cc}
\chi_{\mathrm{m}}^{-1}\left(\omega-n \omega_{\mathrm{m}}\right) & -i \mu  \tag{3.I.4}\\
i \mu & \chi_{\mathrm{m}}^{-1}\left(\omega-n \omega_{\mathrm{m}}\right)
\end{array}\right)\binom{\sqrt{\Gamma_{\mathrm{m}}} \delta_{n, 0} \hat{b}_{\mathrm{in}}}{\sqrt{\Gamma_{\mathrm{m}}} \delta_{n, 2} \hat{b}_{\mathrm{in}}^{\dagger}}
$$

where

$$
\begin{equation*}
A(\omega) \equiv\left[\chi_{\mathrm{m}}^{-2}\left(\omega-n \omega_{\mathrm{m}}\right)-\mu^{2}\right]^{-1} \tag{3.I.5}
\end{equation*}
$$

It is again enough to consider only one block (the other nonzero block is the Hermitian conjugate)

$$
\binom{\hat{b}^{(0)}(\omega)}{\hat{b}^{(2) \dagger}(\omega)}=A(\omega)\left(\begin{array}{cc}
\chi_{\mathrm{m}}^{-1}(\omega) & -i \mu  \tag{3.I.6}\\
i \mu & \chi_{\mathrm{m}}^{-1}(\omega)
\end{array}\right)\binom{\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}}{0}
$$

To make the discussion as simple as possible, we choose $\delta=\omega_{\mathrm{m}}$ for the measurement scheme. Then the same analysis as above can be applied to obtain

$$
\begin{align*}
\chi_{11}^{(0)}(\omega) & =A(\omega) \chi_{\mathrm{m}}^{-1}(\omega),  \tag{3.I.7a}\\
\chi_{12}^{(2)}\left(\omega-2 \omega_{\mathrm{m}}\right) & =-i \mu A(\omega),  \tag{3.I.7b}\\
\chi_{12}^{(-2) *}\left(-\omega+2 \omega_{\mathrm{m}}\right) & =i \mu A^{*}(\omega) . \tag{3.I.7c}
\end{align*}
$$

In order to evaluate the added noise due to the BAE measurement, we have to add the noise Eq. (3.3.12) and use Eq. (3.G.10). We find ( $\lambda$ labels terms with CR origin)

$$
\hat{b}_{\mathrm{add}}^{(n)}(\omega)=i \sqrt{\kappa} G \chi_{\mathrm{c}}(\omega) \hat{I}_{\mathrm{in}}(\omega) \begin{cases}i \mu A(\omega-\delta) & \text { if } n=3  \tag{3.I.8}\\ i \mu \lambda A(\omega+\delta)+A(\omega-\delta) \chi_{\mathrm{m}}^{-1}(\omega-\delta) & \text { if } n=1 \\ \lambda A(\omega+\delta) \chi_{\mathrm{m}}^{-1}(\omega+\delta) & \text { if } n=-1\end{cases}
$$

This reverts to Eq. (3.3.11) when we set $\mu=0$. Using Eq. (3.3.20) with the spectra calculated from Eq. (3.I.8), we obtain the correction to the quadrature spectrum. The resulting spectra have terms rotating at multiples of $\delta$. They could be measured by coupling to another suitably driven cavity mode (cf. Sec. 3.2.8), but tend to be very small.

## 3.J Two-mode BAE

In this section, we consider another recently experimentally demonstrated QND scheme [143, 144]. The goal here is to measure a collective quadrature of two mechanical oscillators, in order to eventually measure both quadratures of an external force with the same device. Whilst the overall theory is more general [149], in the specific experiment we consider here, both mechanical resonators couple to the same cavity and the problem has the Hamiltonian [143]

$$
\begin{align*}
\hat{H} & =\left(\omega_{\mathrm{m}}+\Omega\right) \hat{b}_{1}^{\dagger} \hat{b}_{1}+\left(\omega_{\mathrm{m}}-\Omega\right) \hat{b}_{2}^{\dagger} \hat{b}_{2}+\omega_{\text {cav }} \hat{a}^{\dagger} \hat{a} \\
& +g_{1}\left(\hat{b}_{1}+\hat{b}_{1}^{\dagger}\right) \hat{a}^{\dagger} \hat{a}+g_{2}\left(\hat{b}_{2}+\hat{b}_{2}^{\dagger}\right) \hat{a}^{\dagger} \hat{a}+\hat{H}_{\text {drive }}+\hat{H}_{\text {diss }} \tag{3.J.1}
\end{align*}
$$

Note that in Ref. 143 the mechanical oscillators have annihilation operators $a$ and $b$, and the cavity $\hat{c}$, whereas here, they are $\hat{b}_{1}, \hat{b}_{2}$, and $\hat{a}$, respectively. As before, periodic driving leads to a coherent state

$$
\begin{equation*}
\hat{a} \rightarrow 2 \cos \left(\omega_{\mathrm{m}} t\right) \bar{a}+\delta \hat{a}, \tag{3.J.2}
\end{equation*}
$$

where $\bar{a}$ is a real number, and $\langle\delta \hat{a}\rangle=0$ (and note we will again rename $\delta \hat{a} \rightarrow \hat{a}$ below).
Our generic solution is applicable, because Eq. (3.3.33) is fulfilled after linearizing, no matter which of the oscillators we put into $H_{\text {rest }}$. For example, we could chose

$$
\begin{equation*}
\hat{H}_{\mathrm{rest}, 1}=\left(\omega_{\mathrm{m}}+\Omega\right) \hat{b}_{1}^{\dagger} \hat{b}_{1}+2 g_{1} \cos \left(\omega_{\mathrm{m}} t\right) \bar{a}\left(\hat{b}_{1}+\hat{b}_{1}^{\dagger}\right)\left(\hat{a}+\hat{a}^{\dagger}\right), \tag{3.J.3}
\end{equation*}
$$

but the choice with $1 \rightarrow 2$ is equally valid. Our result for the backaction on the mechanical oscillators [all of Sec. 3.3, particularly Eq. (3.3.23)] thus applies to both resonators individually.

The correction to the cavity spectrum is slightly more tricky to find, since the fluctuations in the two resonators are correlated, leading to cross terms. Instead of Eq. (3.3.2a) we have

$$
\begin{equation*}
\dot{\hat{a}}=-\frac{\kappa}{2} \hat{a}+\sqrt{\kappa} \hat{a}_{\mathrm{in}}+2 i \cos \left(\omega_{\mathrm{m}} t\right)\left(G_{1} \hat{x}_{1}+G_{2} \hat{x}_{2}\right) \tag{3.J.4}
\end{equation*}
$$

where $\hat{x}_{1,2}$ are the position operators for the two oscillators, and $G_{1,2} \equiv g_{1,2} \bar{a} . \hat{x}_{1,2}$ are both given through Eq. (3.3.11), but with the respective parameters for each resonator.

To calculate the optical spectrum, first note that there is a cross correlation. For $m, n \in\{1,-1\}$, we have

$$
\begin{equation*}
\int \frac{d \omega^{\prime}}{2 \pi}\left\langle\hat{x}_{1}^{(m)}(\omega+m \delta) \hat{x}_{2}^{(n)}\left(\omega^{\prime}\right)\right\rangle=-\kappa G_{1} G_{2}\left|\chi_{\mathrm{c}}(\omega+m \delta)\right|^{2} \chi_{x_{1}}(\omega) \chi_{x_{2}}(-\omega-(m+n) \delta), \tag{3.J.5}
\end{equation*}
$$

with $\chi_{x_{1,2}}$ defined analogously to $\chi_{x}$ in Appendix 3.M. Then $S_{a^{\dagger} a}^{(0)}$ contains two copies of Eq. (3.3.24) (one for each resonator), in addition to

$$
\begin{equation*}
4 G^{2}\left|\chi_{\mathrm{c}}(\omega)\right|^{2} \operatorname{Re}\left[S_{x_{1} x_{2}}^{(0)}(\omega-\delta)+S_{x_{1} x_{2}}^{(0)}(\omega+\delta)+S_{x_{1} x_{2}}^{(2)}(\omega-\delta)+S_{x_{1} x_{2}}^{(-2)}(\omega+\delta)\right], \tag{3.J.6}
\end{equation*}
$$

where $S_{x_{1} x_{2}}$ are given through Eqs. (2.5.7) and (3.J.5). Here, we used the property $\left[S_{A B}^{(n)}(\omega)\right]^{\dagger}=S_{B^{\dagger} A^{\dagger}}^{(-n)}(\omega+n \delta)$ derived in Eq. (2.8.5).

This demonstrates that our technique can also be applied for multiple modes coupled to the cavity, as long as $\left[\hat{H}_{\text {rest }}, \hat{I}\right]=0$.

## 3.K Integration of the main peak

One goal of a BAE measurement of a mechanical oscillator quadrature is to extract the quadrature variance. We show that the weight of the main peak of the optical spectrum

$$
\begin{equation*}
\frac{S_{a^{\dagger} a}^{(0)}(\omega)}{G^{2}\left|\chi_{\mathrm{c}}(\omega)\right|^{2}}=S_{x x}^{(0)}(\omega-\delta)+S_{x x}^{(0)}(\omega+\delta)+S_{x x}^{(2)}(\omega-\delta)+S_{x x}^{(-2)}(\omega+\delta) \tag{3.K.1}
\end{equation*}
$$

is a good measure for the quadrature variance. The weight of its middle peak at $\omega=0$ is

$$
\begin{equation*}
W=\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} S_{x x}^{(0)}(\omega)+2 \operatorname{Re}\left[S_{x x}^{(2)}(\omega)\right] \tag{3.K.2}
\end{equation*}
$$

Equation (3.K.2) can be evaluated with the formulae in Appendix 3.M. Given the output spectrum $\kappa S_{a^{\dagger} a}^{(0)}(\omega)$, the weight can be approximated by integrating from $-\omega_{\mathrm{m}}$ to $\omega_{\mathrm{m}}$

$$
\begin{equation*}
W \approx\left\langle\hat{X}_{\text {meas }}^{2}\right\rangle \equiv \int_{-\omega_{\mathrm{m}}}^{\omega_{\mathrm{m}}} \frac{d \omega}{2 \pi} \frac{S_{a_{\text {aut }}^{\text {out }}}^{(0)}(\omega)}{\kappa G^{2}\left|\chi_{\mathrm{c}}(\omega)\right|^{2}} . \tag{3.K.3}
\end{equation*}
$$

## 3.L Full quadrature spectrum

Here we present the full expression for the spectrum of the rotating quadrature $X_{\delta}$

$$
\begin{align*}
S_{X_{\delta} X_{\delta}}^{(0)}(\omega) & =\Gamma_{\mathrm{m}}\left(\left|\chi_{\mathrm{m}}(\omega+\delta)\right|^{2}\left(n_{\mathrm{th}}+1\right)+\left|\chi_{\mathrm{m}}(-\omega+\delta)\right|^{2} n_{\mathrm{th}}\right) \\
& +\kappa G^{2}\left\{-2\left|\chi_{\mathrm{c}}(\omega)\right|^{2} \operatorname{Re}\left[\chi_{\mathrm{m}}(\omega+\delta) \chi_{\mathrm{m}}(-\omega+\delta)\right]\right.  \tag{3.L.1}\\
& +\left|\chi_{\mathrm{m}}(\omega+\delta)\right|^{2}\left(\left|\chi_{\mathrm{c}}(\omega)\right|^{2}+\left|\chi_{\mathrm{c}}(\omega+2 \delta)\right|^{2}\right) \\
& \left.+\left|\chi_{\mathrm{m}}(-\omega+\delta)\right|^{2}\left(\left|\chi_{\mathrm{c}}(\omega-2 \delta)\right|^{2}+\left|\chi_{\mathrm{c}}(\omega)\right|^{2}\right)\right\} .
\end{align*}
$$

It contains a part due to the thermal bath of the oscillator (terms with a $\Gamma_{\mathrm{m}}$ ) and an optical part (terms with $\kappa$ ). If $\delta=\omega_{\mathrm{m}}, \chi_{\mathrm{m}}(-\omega+\delta)=\chi_{\mathrm{m}}^{*}(\omega+\delta)$, and the negative term in the curly brackets cancels two resonant contributions in the third and fourth line. This cancellation makes the measurement BAE in RWA. The two terms left over make sidebands at $\pm 2 \omega_{\mathrm{m}}$ appear. Inverting the sign of the first term in curly brackets would lead to the spectrum of the conjugate quadrature $S_{P_{\delta} P_{\delta}}^{(0)}(\omega)$, which gets all the BA in RWA. The BA due to CR terms is the same in both. If the oscillator is weakly coupled to other degrees of freedom, this formula is still approximately correct, using effective parameters $\Gamma_{\text {eff }}, \omega_{\mathrm{m}, \mathrm{eff}}$ and $n_{\text {eff }}$.

## 3.M Optical spectrum

In this section we outline the derivation of the optical spectrum. We use the expression given in the main text (3.3.24). For $\hat{H}_{\text {rest }}=0$, the necessary correlators are

$$
\begin{equation*}
\int \frac{d \omega^{\prime}}{2 \pi}\left\langle\hat{x}^{(0)}(\omega) \hat{x}^{(0)}\left(\omega^{\prime}\right)\right\rangle=\Gamma_{\mathrm{m}}\left[\left|\chi_{\mathrm{m}}(-\omega)\right|^{2} n_{\mathrm{th}}+\left|\chi_{\mathrm{m}}(\omega)\right|^{2}\left(n_{\mathrm{th}}+1\right)\right] \tag{3.M.1}
\end{equation*}
$$

and for $m, n \in\{1,-1\}$

$$
\begin{equation*}
\int \frac{d \omega^{\prime}}{2 \pi}\left\langle\hat{x}^{(m)}(\omega+m \delta) \hat{x}^{(n)}\left(\omega^{\prime}\right)\right\rangle=-\kappa G^{2}\left|\chi_{\mathrm{c}}(\omega+m \delta)\right|^{2} \chi_{x}(\omega) \chi_{x}(-\omega-(m+n) \delta) \tag{3.M.2}
\end{equation*}
$$

where $\chi_{x}(\omega) \equiv \chi_{\mathrm{m}}(\omega)-\lambda \chi_{\mathrm{m}}^{*}(-\omega)$. This gives

$$
\begin{align*}
S_{x x}^{(0)}(\omega) & =\Gamma_{\mathrm{m}}\left[\left|\chi_{\mathrm{m}}(-\omega)\right|^{2} n_{\mathrm{th}}+\left|\chi_{\mathrm{m}}(\omega)\right|^{2}\left(n_{\mathrm{th}}+1\right)\right]  \tag{3.M.3a}\\
& +\kappa G^{2}\left(\left|\chi_{x}(-\omega)\right|^{2}\left|\chi_{\mathrm{c}}(\omega+\delta)\right|^{2}+\left|\chi_{x}(\omega)\right|^{2}\left|\chi_{\mathrm{c}}(\omega-\delta)\right|^{2}\right), \\
S_{x x}^{(2)}(\omega) & =-\kappa G^{2}\left|\chi_{\mathrm{c}}(\omega+\delta)\right|^{2} \chi_{x}^{*}(-\omega) \chi_{x}^{*}(\omega+2 \delta),  \tag{3.M.3b}\\
S_{x x}^{(-2)}(\omega) & =-\kappa G^{2}\left|\chi_{\mathrm{c}}(\omega-\delta)\right|^{2} \chi_{x}(\omega) \chi_{x}(-\omega+2 \delta), \tag{3.M.3c}
\end{align*}
$$

whence $S_{a^{\dagger} a}^{(0)}(\omega)$ can be constructed, using [cf. Eq. (3.3.24)]

$$
\begin{align*}
S_{a^{\dagger} a}^{(n)}(\omega) & =G^{2} \chi_{\mathrm{c}}(\omega) \chi_{\mathrm{c}}^{*}(\omega+n \delta)  \tag{3.M.4}\\
& \times\left[S_{x x}^{(n)}(\omega-\delta)+S_{x x}^{(n)}(\omega+\delta)+S_{x x}^{(n+2)}(\omega-\delta)+S_{x x}^{(n-2)}(\omega+\delta)\right]
\end{align*}
$$

## Part II

## Nonreciprocity in optomechanics and <br> beyond

## 4 Optomechanical isolator

Nonreciprocal transmission and amplification of electromagnetic signals are essential to communication and signal processing, necessary to minimize the noise entering communication channels or sensitive devices [150], and generally useful to mitigate spurious reflections, interference, and interactions. Previous implementations of nonreciprocal devices have used the Faraday effect in ferrite materials [151-153], or other magneto-optical materials [154-157], optical nonlinearities [158-160], temporal modulation [161-166], Brillouin scattering [167, 168], or polarization-dependent scattering off an atom spin [169].

Taking a step back, we can contemplate the basic requirements for nonreciprocal transmission through a system. One of the most fundamental nonreciprocal devices is the isolator, a linear two-port device that allows signals to pass only in one direction. One can show on general grounds that this requires at least a broken Lorentz symmetry [170]. A putative isolator therefore has to either break time-reversal symmetry through magnetooptical effects [151-157], through nonlinearities [158-160, 167-169], or employ temporal modulation [161-166], although these classes are not mutually exclusive, and many of the cited examples fall in more than one category. For example, temporal modulation usually results from pumping some sort of nonlinearity. The optomechanical devices discussed here fall in the last class. The original optomechanical Hamiltonian is nonlinear, but as a result of the applied pumps, the effective description governing small fluctuations on top of the pumps are governed by time-dependent linear equations of motion.

Another distinction we can make is between active and passive devices. Using magnetooptical effects yields passive nonreciprocal devices, which do not consume energy during operation, while time-dependent Hamiltonians can only be implemented through some form of driving, which therefore yields active nonreciprocal devices. Both methods have advantages and disadvantages, as passive, magnetic materials tend to result in larger devices incompatible with superconducting chips, whereas active devices require drives and thus are prone to heat up. Conventional ferrite-based nonreciprocal devices have reached great maturity, but rely on magnetic fields and are challenging to integrate in superconducting circuits, which in recent years have been established as a promising platform for quantum
technologies [171]. Yet, isolation from noisy readout electronics is particularly problematic for quantum systems, providing strong incentive to find more suitable implementations of nonreciprocal devices [172-183].

Optomechanics can be used to generate synthetic magnetic fields for sound and light, which has led to an array of theoretical works predicting classical gauge fields [184] and topological phases [185-188] in optomechanical arrays. In recent theoretical work, Ranzani and Aumentado [135, 189] analyzed general conditions for nonreciprocity in parametrically coupled systems, and showed that nonreciprocity arises due to dissipation in ancillary modes and multi-path interference. Following this approach, nonreciprocity has recently been demonstrated in Josephson junction-based microwave circuits [183, 190]. Metelmann and Clerk [191] have shown that any coherent interaction (including the important subset of linear coupling) can be made directional by balancing it with a dissipative process. Indeed, this insight led to a demonstration of nonreciprocity using optomechanics in the optical domain [52], and theoretical investigations into minimal implementations of directional amplifiers [192].

Previous experimental realizations and theoretical proposals for nonreciprocity in multi-mode systems rely on a direct, coherent coupling between the electromagnetic input and output modes. While possible in the optical regime using optomechanical crystals [52], such a direct coupling has proven to be difficult to implement in the microwave regime, requiring alternative implementations, which are the subject of this chapter.

This chapter contains our work on an optomechanical isolator realized in the optomechanical plaquette [3], which is an optomechanical system comprising two cavity modes coupled via two intermediary mechanical resonator modes. Tian and Li [193] have studied a related system theoretically, whereas Peterson et al. [53] have independently come up with the same experimental design. The key innovation in the optomechanical plaquette is that the coupling of its modes is purely optomechanical, doing away with the requirement of directly coupled cavity modes. As there are two transmission paths between the cavity modes, interference occurs. As we will elucidate below, due to the driven-dissipative nature of the system, the interference generically happens in a nonreciprocal way and can be tuned to give complete isolation. The discussion in this chapter is based on our analysis in Refs 3 and 4, and is supported by the experimental data taken by Nathan Bernier, Daniel Tóth, and Alexey Feofanov originally published as Ref. 3.


Figure 4.1: The optomechanical plaquette. (a) Schematic of all possible interactions in the optomechanical plaquette comprising two mechanical resonators (round, dark green) and two cavities (square, light green). The cavities [light green Lorentzians in (b)] are driven by up to eight tones, placed at frequencies $\omega_{\mathrm{c}, i} \pm\left(\omega_{\mathrm{m}, j}+\delta_{j}\right)$, as illustrated in (b). They induce hopping and two-mode squeezing interactions of strength $G_{i j}$, $J_{i j}$ (cf. Sec. 1.5) denoted in (a) by red and blue lines connecting the modes, which is captured by the time-independent Hamiltonian (4.1.5).

### 4.1 The optomechanical plaquette

The optomechanical Hamiltonian for the plaquette (Fig. 4.1) is given by $(\hbar=1)$

$$
\begin{equation*}
\hat{H}_{\mathrm{OM}}=\sum_{i=1}^{2}\left[\omega_{\mathrm{c}, i} \hat{a}_{i}^{\dagger} \hat{a}_{i}+\omega_{\mathrm{m}, i} \hat{b}_{i}^{\dagger} \hat{b}_{i}-\sum_{j=1}^{2} g_{0, i j} \hat{a}_{i}^{\dagger} \hat{a}_{i}\left(\hat{b}_{j}+\hat{b}_{j}^{\dagger}\right)\right], \tag{4.1.1}
\end{equation*}
$$

where $g_{0, i j}$ denotes the bare, single-photon coupling between the $i$ th cavity mode and the $j$ th mechanical resonator mode. Each cavity is driven by up to four tones, at frequencies $\omega_{\mathrm{c}, i} \pm\left(\omega_{\mathrm{m}, j}+\delta_{j}\right)$, i.e., on the red and blue motional sidebands due to the mechanical resonators, as illustrated in Fig. 4.1(b). The drives generate coherent states in the cavities, such that the annihilation operators for the cavity modes can be written as a sum of coherent part $\bar{a}_{i}$ and fluctuations $\delta \hat{a}_{i}$

$$
\begin{equation*}
\hat{a}_{i}=e^{-i \omega_{\mathrm{c}, i} t}\left[\bar{a}_{i}(t)+\delta \hat{a}_{i}\right], \tag{4.1.2}
\end{equation*}
$$

where $\bar{a}_{i}(t)$ contains several coherent states corresponding to several drives, as detailed below, and $\delta \hat{a}_{i}$ are bosonic operator with zero mean describing the fluctuations around the
mean field. In the following, we will rename $\delta \hat{a}_{i} \rightarrow \hat{a}_{i}$ for a cleaner notation. Going into a rotating frame with respect to

$$
\begin{equation*}
\hat{H}_{0}=\sum_{j}\left(\omega_{\mathrm{m}, j}+\delta_{j}\right) \hat{b}_{j}^{\dagger} \hat{b}_{j}+\sum_{i} \omega_{\mathrm{c}, i} \hat{a}_{i}^{\dagger} \hat{a}_{i}, \tag{4.1.3}
\end{equation*}
$$

and using Eq. (4.1.2), we obtain the linearized Hamiltonian

$$
\begin{equation*}
\hat{H}_{\text {lin }}=-\sum_{j} \delta_{j} \hat{b}_{j}^{\dagger} \hat{b}_{j}-\sum_{i j} g_{0, i j}\left\{\bar{a}_{i}^{*}(t) a_{i}\left[\hat{b}_{j} e^{-i\left(\omega_{\mathrm{m}, j}+\delta_{j}\right) t}+\hat{b}_{j}^{\dagger} e^{i\left(\omega_{\mathrm{m}, j}+\delta_{j}\right) t}\right]+\text { H.c. }\right\} . \tag{4.1.4}
\end{equation*}
$$

Collecting only time-independent (resonant) terms, we arrive at the Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{sys}}=-\sum_{i=1}^{2} \delta_{i} \hat{b}_{i}^{\dagger} \hat{b}_{i}-\sum_{i, j=1}^{2} \hat{a}_{i}^{\dagger}\left(G_{i j} \hat{b}_{j}+J_{i j} \hat{b}_{j}^{\dagger}\right)+\text { H.c. } \tag{4.1.5}
\end{equation*}
$$

where $\hat{a}_{i}\left(\hat{b}_{i}\right)$ is the annihilation operator for the $i$ th cavity mode (mechanical resonator), $G_{i j}=\bar{a}_{i j-} g_{0, i j}$ and $J_{i j}=\bar{a}_{i j+} g_{0, i j}$ are field-enhanced optomechanical coupling strengths, $\bar{a}_{i j \pm}$ is the amplitude of the coherent state produced in cavity $i$ due to a pump at frequency $\omega_{\mathrm{c}, i} \pm\left(\omega_{\mathrm{m}, j}+\delta_{j}\right)$, and $g_{0, i j}$ are the vacuum optomechanical couplings. Since the couplings $G, J$ depend on the pumps, their amplitude and phase can be controlled. The interactions are represented in Figs. 4.1(a), 5.1(a), 5.2(a) as red (G) and blue (J) lines. In the following, we will mainly discuss the time-independent Hamiltonian (4.1.5) for simplicity. The rotating terms present an important correction, which we will discuss later.

We describe the system with input-output theory (introduced in Sec. 1.2.2) and quantum Langevin equations (Sec. 1.2) [24, 65, 67]

$$
\begin{align*}
& \hat{b}_{j}(\omega)=\chi_{\mathrm{m}, j}(\omega)\left\{i \sum_{i=1}^{2}\left[\hat{a}_{i}(\omega) G_{i j}^{*}+\hat{a}_{i}^{\dagger}(\omega) J_{i j}\right]+\sqrt{\Gamma_{\mathrm{m}, j}} \hat{b}_{j, \text { in }}(\omega)\right\},  \tag{4.1.6a}\\
& \hat{a}_{i}(\omega)=\chi_{\mathrm{c}, i}(\omega)\left\{i \sum_{j=1}^{2}\left[G_{i j} \hat{b}_{j}(\omega)+J_{i j} b_{j}^{\dagger}(\omega)\right]+\sqrt{\kappa_{i}} \hat{a}_{i, \mathrm{in}}(\omega)\right\} \tag{4.1.6b}
\end{align*}
$$

where the susceptibilities are given through

$$
\begin{equation*}
\chi_{\mathrm{m}, j}(\omega)=\left[\Gamma_{\mathrm{m}, j} / 2-i\left(\omega+\delta_{j}\right)\right]^{-1}, \quad \chi_{\mathrm{c}, i}(\omega)=\left(\kappa_{i} / 2-i \omega\right)^{-1} \tag{4.1.7}
\end{equation*}
$$

with mechanical (cavity) dissipation rates $\Gamma_{\mathrm{m}, j}\left(\kappa_{i}\right)$. The mechanical (cavity) input noise operators $\hat{b}_{j, \text { in }}\left(\hat{a}_{i, \text { in }}\right)$ are assumed to have bosonic commutation relations and delta-correlated noise $\left\langle\hat{b}_{i, \mathbf{i n}}^{\dagger}(t) \hat{b}_{j, \mathrm{in}}\left(t^{\prime}\right)\right\rangle=\delta_{i j} n_{\mathrm{m}, i} \delta\left(t-t^{\prime}\right),\left\langle\hat{a}_{i, \mathrm{in}}^{\dagger}(t) \hat{a}_{j, \text { in }}\left(t^{\prime}\right)\right\rangle=\delta_{i j} n_{\mathrm{c}, i} \delta\left(t-t^{\prime}\right)$. In order to
obtain a description only in terms of the microwave modes, we eliminate the mechanical degrees of freedom in Eq. (4.1.6b) with Eq. (4.1.6a), which yields

$$
\begin{equation*}
\sum_{j=1}^{2}\left[\chi_{\mathrm{c}, i}^{-1}(\omega) \delta_{i j}+i \mathbf{T}_{i j}(\omega)\right] \hat{\mathbf{A}}_{j}(\omega)=\sqrt{\kappa_{i}} \hat{\mathbf{A}}_{i, \text { in }}(\omega) \tag{4.1.8}
\end{equation*}
$$

where the susceptibility $\chi_{\mathrm{c}, i}(\omega)=\left[\kappa_{i} / 2-i \omega\right]^{-1}, \hat{\mathbf{A}}_{j(\text { in })}=\left(\hat{a}_{j(\text {,in })}, \hat{a}_{j(\text { in })}^{\dagger}\right)^{T}$, and each $i \boldsymbol{T}_{i j}$ is a 2-by-2 matrix

$$
i \boldsymbol{\top}_{i j}(\omega)=\sum_{k=1}^{2} \sigma_{z}\left[\chi_{\mathrm{m}, k}(\omega)\left(\begin{array}{cc}
G_{i k} G_{j k}^{*} & G_{i k} J_{j k}  \tag{4.1.9}\\
J_{i k}^{*} G_{j k}^{*} & J_{i k}^{*} J_{j k}
\end{array}\right)-\chi_{\mathrm{m}, k}^{*}(-\omega)\left(\begin{array}{cc}
J_{i k} J_{j k}^{*} & J_{i k} G_{j k} \\
G_{i k}^{*} J_{j k}^{*} & G_{i k}^{*} G_{j k}
\end{array}\right)\right],
$$

where $\sigma_{z}=\operatorname{diag}(1,-1)$ and $\chi_{\mathrm{m}, i}(\omega)=\left[\Gamma_{\mathrm{m}, i} / 2-i\left(\omega+\delta_{i}\right)\right]^{-1} . i \boldsymbol{T}_{i i}$ is akin to a self-energy for mode $\hat{\mathbf{A}}_{i}$, whereas $i \boldsymbol{T}_{i j}$ for $i \neq j$ is a matrix of coupling strengths between the modes. Since the interaction is mediated by mechanical resonators, their susceptibility $\chi_{\mathrm{m}, i}$ appears in the coupling matrix. The coupling matrices $i \mathrm{~T}_{i j}$, defined in Eq. (4.1.9), exhibit the symmetry

$$
\begin{equation*}
\mathbf{T}_{i j}(\omega)=\sigma_{1} \mathbf{T}_{i j}^{*}(-\omega) \sigma_{1} \tag{4.1.10}
\end{equation*}
$$

which arises as we are using both annihilation operators and their Hermitian conjugates in the description of the system. The minus sign in the frequency is due to our choice of Fourier transform, $\left[\hat{a}_{i}(\omega)\right]^{\dagger}=\hat{a}_{i}^{\dagger}(-\omega)$. This is the only symmetry, since we know that there are 8 free complex parameters (the 8 driving amplitudes), and T has $4^{2}=16$ complex entries.

Using the input-output relation $\hat{a}_{i, \text { out }}=\hat{a}_{i, \text { in }}-\sqrt{\kappa_{i}} \hat{a}_{i}[$ Eq. (1.2.16)], the optical scattering matrix that relates the inputs $\left(\hat{a}_{1, \text { in }}, \hat{a}_{1, \text { in }}^{\dagger}, \hat{a}_{2, \text { in }}, \hat{a}_{2, \text { in }}^{\dagger}\right)$ to the outputs $\left(\hat{a}_{1, \text { out }}, \hat{a}_{1, \text { out }}^{\dagger}, \hat{a}_{2, \text { out }}, \hat{a}_{2, \text { out }}^{\dagger}\right)$ is given through

$$
\begin{equation*}
\mathrm{S}_{\text {optical }}(\omega)=\mathbb{1}_{4}-\mathrm{L} \chi(\omega) \mathrm{L}, \tag{4.1.11}
\end{equation*}
$$

where $\mathrm{L}=\operatorname{diag}\left(\sqrt{\kappa_{1}}, \sqrt{\kappa_{1}}, \sqrt{\kappa_{2}}, \sqrt{\kappa_{2}}\right)$, and

$$
[\chi(\omega)]^{-1}=\left(\begin{array}{cc}
\chi_{\mathrm{c}, 1}^{-1}(\omega) \mathbb{1}_{2}+i \boldsymbol{T}_{11}(\omega) & i \boldsymbol{T}_{12}(\omega)  \tag{4.1.12}\\
i \boldsymbol{T}_{21}(\omega) & \chi_{\mathrm{c}, 2}^{-1}(\omega) \mathbb{1}_{2}+i \boldsymbol{T}_{22}(\omega)
\end{array}\right) .
$$

We say the system is nonreciprocal if the moduli of forward and reverse scattering amplitudes differ, which occurs if $\left|\mathrm{T}_{12}\right| \neq\left|\mathrm{T}_{21}\right|$.This definition is slightly unusual, as it neglects differences in phases. In electrical engineering, a gyrator, which is a two-port device with the scattering matrix $S=-i \sigma_{y}$, i.e., where $S_{12}=-S_{21}=1$, is usually considered the basic building block for nonreciprocal devices. Here, in contrast, the phase difference


Figure 4.2: The isolator. (a) Model. Pumping an optomechanical system comprising two cavities and two mechanical resonators with four red-detuned tones gives rise to a bilinear Hamiltonian describing hopping around a plaquette with an overall phase $\Phi$. (b) Pump setup. Both cavities are pumped by two tones, red-detuned by the mechanical resonator frequencies. In (c-f) we plot forward transmission, reverse transmission [obtained from Eq. (4.1.11)], added noise [defined in Eq. (5.1.11)], and the output noise fluctuation spectrum of cavity 1 , all as functions of frequency in units of $\Gamma_{\mathrm{m}, 1}$, for cooperativities $\mathcal{C}_{1}=\{1,3,10,30\}, \mathcal{C}_{2}=\mathcal{C}_{1}$ (yellow to black, or light to dark). Parameters are $\kappa_{2} / \kappa_{1}=0.7, \Gamma_{\mathrm{m}, 1} / \kappa_{1}=10^{-2}, \Gamma_{\mathrm{m}, 2} / \Gamma_{\mathrm{m}, 1}=0.8$, thermal occupation of the mechanical resonators $n_{\mathrm{m}, 1}=n_{\mathrm{m}, 2}=100$, and cavities $n_{\mathrm{c}, 1}=n_{\mathrm{c}, 2}=0$. Depending on parameters, external sideband cooling with an auxiliary mode can achieve $n_{\mathrm{m}, j} \approx 0$, without negatively affecting transmission or isolation properties, as discussed below. The red (dashed) curve in each plot illustrates this case, with $\mathcal{C}_{1}=30$ and effective parameters $n_{\text {eff }, i}=n_{\mathrm{m}, i}\left(\Gamma_{\mathrm{m}, i} / \Gamma_{\mathrm{eff}, i}\right), \Gamma_{\mathrm{eff}, i}=50 \Gamma_{\mathrm{m}, i}$.
is not well defined, as the modes that are related via the scattering matrix have different frequencies. The time-independent description we use here is in a rotating frame with some arbitrary origin in time. Choosing a different origin in time changes the relative phase of forward and backward scattering element. In order to obtain an isolator, one has to add interference (the phase between two scattering paths is independent from the choice of origin of time) and dissipation [194].

Looking for instance at the top left elements $\left[i T_{12}\right]_{11},\left[i T_{21}\right]_{11}$, we see that nonreciprocity arises because flipping direction $(1 \leftrightarrow 2)$ conjugates the complex couplings, but leaves the mechanical susceptibility unchanged. Nonreciprocity can also be understood in the framework presented in Ref. 191, which we discuss in Sec. 5.4 below.

### 4.2 The optomechanical isolator

In the absence of amplifier terms, $\mathrm{J}=0$, the expressions in the previous section simplify substantially. In particular, the matrices $i \boldsymbol{T}_{i j}$ that connect the cavity modes become
diagonal, as there is no mixing of annihilation and creation operators. Thus, we can just consider the annihilation operators alone, which means that Eq. (4.1.8) turns into

$$
\left[\left(\begin{array}{cc}
\chi_{\mathrm{c}, 1}^{-1}(\omega) & 0  \tag{4.2.1}\\
0 & \chi_{\mathrm{c}, 2}^{-1}(\omega)
\end{array}\right)+\sum_{k} \chi_{\mathrm{m}, k}(\omega)\left(\begin{array}{cc}
G_{1 k} G_{1 k}^{*} & G_{1 k} G_{2 k}^{*} \\
G_{2 k} G_{1 k}^{*} & G_{2 k} G_{2 k}^{*}
\end{array}\right)\right]\binom{\hat{a}_{1}(\omega)}{\hat{a}_{2}(\omega)}=\binom{\sqrt{\kappa_{1}} \hat{a}_{\mathrm{in}, 1}(\omega)}{\sqrt{\kappa_{2}} \hat{a}_{\mathrm{in}, 2}(\omega)} .
$$

From the scattering matrix Eq. (4.1.11), we can directly calculate the ratio of forward and backward transmission,

$$
\begin{equation*}
\frac{S_{12}(\omega)}{S_{21}(\omega)}=\frac{G_{11} \chi_{\mathrm{m}, 1}(\omega) G_{21}^{*}+G_{12} \chi_{\mathrm{m}, 2}(\omega) G_{22}^{*}}{G_{11}^{*} \chi_{\mathrm{m}, 1}(\omega) G_{21}+G_{12}^{*} \chi_{\mathrm{m}, 2}(\omega) G_{22}}=e^{-i \Phi} \frac{\Gamma_{\mathrm{m}, 1} \chi_{\mathrm{m}, 1}(\omega)+\Gamma_{\mathrm{m}, 2} \chi_{\mathrm{m}, 2}(\omega) e^{i \Phi}}{\Gamma_{\mathrm{m}, 1} \chi_{\mathrm{m}, 1}(\omega)+\Gamma_{\mathrm{m}, 2} \chi_{\mathrm{m}, 2}(\omega) e^{-i \Phi}}, \tag{4.2.2}
\end{equation*}
$$

where in the second equality we chose to parametrize the coupling strengths $G_{i j}$ in the following way

$$
\mathrm{G}=\frac{1}{2}\left(\begin{array}{cc}
e^{-i \Phi / 2} \sqrt{\mathcal{C}_{1} \Gamma_{\mathrm{m}, 1} \kappa_{1}} & e^{i \Phi / 2} \sqrt{\mathcal{C}_{1} \Gamma_{\mathrm{m}, 2} \kappa_{1}}  \tag{4.2.3}\\
\sqrt{\mathcal{C}_{2} \Gamma_{\mathrm{m}, 1} \kappa_{2}} & \sqrt{\mathcal{C}_{2} \Gamma_{\mathrm{m}, 2} \kappa_{2}}
\end{array}\right),
$$

introducing the cooperativities $\mathcal{C}_{1,2}$. In principle, there are four independent phases in the coupling $\theta_{i j} \equiv \arg \left(G_{1 i}\right)$. However, only the overall relative "plaquette phase" $\Phi \equiv$ $\theta_{11}+\theta_{21}-\theta_{12}-\theta_{22}$ is physically relevant, which we chose to distribute onto $G_{11}$ and $G_{12}$. We have also allowed for only two independent cooperativities $\mathcal{C}_{1,2}$ instead of one for each drive. While not strictly necessary, this condition makes the equations more symmetric and simplifies the calculation without affecting the result.

The nominator of Eq. (4.2.2) describes scattering from $2 \rightarrow 1$, whereas the denominator describes the reverse process. Equation (4.2.2) lends itself to a concrete interpretation of the physical origin of nonreciprocal transmission. From a comparison of nominator and denominator it is clear that the difference between forwards and backwards transmission is a conjugation of the coupling strengths $G_{i j}$, while the mechanical susceptibilities remain unchanged. The reason is that forward and backward scattering are related via timereversal, which conjugates the phases associated to coherent evolution. In a more concrete picture, creating a photon and destroying a phonon is associated with absorbing a photon from the external drive, whereas in the reverse process a pump photon is created. When an excitation hops from one cavity to the other, this process occurs twice, "connecting" the two pumps, such that their phase relation becomes imprinted on the overall amplitude for this process. In contrast, the mechanical susceptibility depends only on the frequency $\omega$, independent of the direction of the scattering process. In other words, the susceptibility is not affected by time-reversal.

If we demand isolation of cavity 1 from cavity 2 on resonance ( $\omega=0$ ), a necessary requirement is that the two terms in the nominator have equal magnitude, which implies
$\delta_{1}^{2} \Gamma_{\mathrm{m}, 2}^{2}=\delta_{2}^{2} \Gamma_{\mathrm{m}, 1}^{2}$. If this is fulfilled, the next requirement is that $\delta_{1}$ and $\delta_{2}$ have opposite signs, since otherwise $\Gamma_{\mathrm{m}, 1} \chi_{\mathrm{m}, 1}(0)=\Gamma_{\mathrm{m}, 2} \chi_{\mathrm{m}, 2}(0)$, such that Eq. (4.2.2) is always 1 (on resonance). Hence we choose $\delta_{1}=\delta \Gamma_{\mathrm{m}, 1} / 2$ and $\delta_{2}=-\delta \Gamma_{\mathrm{m}, 2} / 2$ (note that $\delta$ is dimensionless). We arrive at

$$
\begin{equation*}
\frac{S_{12}(0)}{S_{21}(0)}=e^{-i \Phi} \frac{(1+i \delta)^{-1}+(1-i \delta)^{-1} e^{i \Phi}}{(1+i \delta)^{-1}+(1-i \delta)^{-1} e^{-i \Phi}} \tag{4.2.4}
\end{equation*}
$$

such that the plaquette phase required for isolation becomes

$$
\begin{equation*}
\Phi=\pi-2 \tan ^{-1}(\delta) \tag{4.2.5}
\end{equation*}
$$

Note that inverting the plaquette phase $-\Phi$ leads to isolation in the opposite direction. In a second step, we demand vanishing reflection at the input ports, which translates to

$$
\begin{equation*}
\mathcal{C}_{1}=\mathcal{C}_{2} \equiv \mathcal{C}=\frac{1+\delta^{2}}{2} \Longleftrightarrow \delta= \pm \sqrt{2 \mathcal{C}-1} \tag{4.2.6}
\end{equation*}
$$

where either sign is permissible. Given these conditions, forward transmission becomes

$$
\begin{equation*}
\left|S_{21}(0)\right|^{2}=\frac{\kappa_{\mathrm{ex}, 1} \kappa_{\mathrm{ex}, 2}}{\kappa_{1} \kappa_{2}}\left(1-\frac{1}{2 \mathcal{C}}\right) \tag{4.2.7}
\end{equation*}
$$

where we have also introduced the external couplings $\kappa_{\mathrm{ex}, \mathrm{i}}$ as discussed in Sections 1.3 and 1.7.

We have thus established that on resonance, the optomechanical plaquette serves as isolator with perfect isolation and an insertion loss limited by the intrinsic dissipation of the cavity modes. However, maximum isolation is only achieved at $\omega=0$. On which frequency scale isolation is lost determines the isolation bandwidth of the isolator. Equation (4.2.2) indicates that this bandwidth is of order of the mechanical dissipation rate. This underscores that the mechanical dissipation rate is a crucial ingredient in this isolator, something that has already been recognized in Refs. 135 and 191. However, while this means that the optical damping induced by the resonant tones in Eq. (4.1.4) does not alter the bandwidth of the mechanical resonator, other dissipation channels that broaden the mechanical resonance do. In particular, this includes the cross damping due to non-resonant contributions in Eq. (4.1.4). This point will be discussed more extensively in Sec. 5.A.


Figure 4.3: Experimental demonstration of nonreciprocity. (A-B) Scattering rates between cavity modes 1 and 2 as a function of probe detuning from resonance, for plaquette phases $\phi_{\mathrm{p}}=-0.8 \pi, 0,0.8 \pi$ radians (respectively $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ ). Isolation of more than 20 dB in the forward $(\mathbf{C})$ and backward (A) directions is demonstrated, as well as reciprocal behaviour (B). (D) The ratio of forward and backward scattering rates $\left|S_{21} / S_{12}\right|^{2}$, a measure of nonreciprocity, plotted as a function of pump phase $\phi_{\mathrm{p}}$ and probe detuning. At $\pm 0.8 \pi$ regions of strong nonreciprocity are situated. (E) Theoretical prediction for ratio of scattering rates from Eq. (4.2.2), calculated from independently measured experimental parameters. Due to the cross damping, the effective cooperativities are lowered compared to the values quoted. Figure reproduced from Ref. 3.

### 4.3 Experimental realization of optomechanical isolator

This section provides a brief account of the experiment done by Nathan Bernier, Daniel Tóth, and Alexey Feofanov at the École Fédérale Polytechnique de Lausanne, in the group of Prof. Tobias Kippenberg, work that has been published as Ref. 3, where more details on the experiment can be found.

The optomechanical plaquette is realized in a superconducting circuit featuring two coupled LC circuits, whose symmetric and antisymmetric eigenmodes [at $\left(\omega_{c, 1}, \omega_{c, 2}\right)=$ $2 \pi \cdot(4.1,5.2) \mathrm{GHz}]$ are each coupled to the same transmission line and the same vacuum gap capacitor. Due to the coupling geometry, the symmetric mode couples much more strongly to the transmission line, such that the cavity decay rates differ by more than an order of magnitude $\left[\left(\kappa_{1}, \kappa_{2}\right)=2 \pi \cdot(0.2,3.4) \mathrm{MHz}\right.$. Two radial modes of the vacuum-gap capacitor serve as mechanical modes. As described in detail in Sec. 1.4, such a setup is described by the standard optomechanical Hamiltonian, in this case featuring two cavity modes and two mechanical modes.

In the experiment, the mechanical resonance frequencies $\left(\omega_{\mathrm{m}, 1}, \omega_{\mathrm{m}, 2}\right)=2 \pi \cdot(6.5,10.9)$ MHz , intrinsic energy decay rates $\left(\Gamma_{\mathrm{m}, 1}, \Gamma_{\mathrm{m}, 2}\right)=2 \pi \cdot(30,10) \mathrm{Hz}$ and optomechanical vacuum coupling strengths $\left(g_{0,11}, g_{0,12}\right)=2 \pi \cdot(91,12) \mathrm{Hz}$, respectively (with $g_{0,11} \approx g_{0,21}$ and $g_{0,12} \approx g_{0,22}$, i.e., the two microwave cavities are symmetrically coupled to the mechanical modes). The device was placed at the mixing chamber of a dilution refrigerator at 200 mK and all four incoming pump tones are heavily filtered and attenuated to eliminate Johnson and phase noise as described in Ref. 51. Via the transmission line, the four pump tones are applied at frequencies $\omega_{\mathrm{c}, \mathrm{i}} \pm \delta$, such that the fluctuations in this system are effectively described by Eq. (4.1.4). The individual cooperativities due to the coherent states were $\mathcal{C}_{11}=520, \mathcal{C}_{21}=450, \mathcal{C}_{12}=1350$ and $\mathcal{C}_{22}=1280$, when calculated with the bare mechanical dissipation rates. However, the fact that the bare coupling to the first mechanical mode was much stronger and the wide second cavity resonance ( $\kappa_{2} / \omega_{\mathrm{m}, 1} \approx 0.5$ ) meant that the pump at $\omega_{\mathrm{c}, 2}-\omega_{\mathrm{m}, 1}$ caused strong non-resonant damping, enhancing the mechanical linewidth by $\Gamma_{\mathrm{m}, 1}^{(\text {cross })} \approx 2 \pi \cdot 20 \mathrm{kHz}$ at the relevant parameters. This lowered the effective cooperativities to to $\left(\mathcal{C}_{11}, \mathcal{C}_{21}\right) \approx(0.78,0.68)$. The stark discrepancy between cooperativities was responsible for significant insertion loss and asymmetric scattering rates seen in Fig. 4.3. Off-resonant damping was also measured in Ref. 53 and can be estimated by taking the off-resonant terms in Eq. (4.1.4) into account, as done in Sec. 5.A.

In the region of maximum isolation, the pumps were detuned from the cavity resonance by $\delta=2 \pi \cdot 18 \mathrm{kHz}$. In the experiment, the plaquette phase was altered by varying the phase of one tone relative to the others $\phi_{\mathrm{p}}$, which directly corresponds the plaquette phase, except for some constant offset of approximately $\pi$.

An injected probe signal $\omega_{\mathrm{s} 1(\mathrm{~s} 2)}$ around the lower (higher) frequency microwave mode was measured in reflection using a vector network analyzer, producing the data shown in Fig. 4.3. This way, the scattering matrix elements $\left|S_{21}(\omega)\right|^{2}$ and $\left|S_{12}(\omega)\right|^{2}$ can be measured directly. They are plotted for forward isolation (A), backward isolation (C), and reciprocal transmission (B) in Fig. 4.3. The ratio of the forward and backward scattering rates $\left|S_{21} / S_{12}\right|^{2}$ is a measure of nonreciprocity. Figure 4.3D shows this measure as a function of probe detuning and the relative pump phase. Isolation of more than 20 dB was demonstrated in each direction. To compare the experiment to theory we use a model with effective parameters that account for cross-damping, which works well as can be seen from Fig. 4.3E.


Figure 4.4: Asymmetric noise emission of the optomechanical isolator. The measured noise is predominantly mechanical thermal noise, that is converted through two paths to the microwave modes. The resulting interference creates a different noise pattern in the forward ( $\mathbf{a - c}$ ) and the backward ( $\mathbf{d} \mathbf{- f}$ ) directions when the circuit is tuned as an isolator from mode $\hat{a}_{1}$ to $\hat{a}_{2}$, as has been discussed extensively in Sec. 4.4. (a,d) The two possible paths for the noise are shown for each mechanical mode. For $\hat{b}_{2}$, the direct path (orange) and the indirect path going through mode $\hat{b}_{1}$ (yellow) are highlighted (the corresponding paths for $\hat{b}_{1}$ are shown in grey). (b,e) Each path on its own would result in a wide noise spectrum that is equally divided between the two microwave cavities (dashed yellow and orange lines). When both paths are available, however, the noise interferes differently in each direction (solid lines). In the backward direction (e), a sharp interference peak appears, of much larger amplitude than the broad base. The theoretical curves (on a logarithmic scale) are shown for the symmetric case ( $\Gamma_{\mathrm{m}, 1}=\Gamma_{\mathrm{m}, 2}$ ) and for the single mode $\hat{b}_{2}$. Note that for the mode $\hat{b}_{1}$, the shape of the asymmetric peak in the backward noise would be the mirror image. The Fano-like shape of the noise spectrum is a result of the interference of a direct path and one filtered by a mechanical resonator. (c,f) Measured output spectra of modes $\hat{a}_{2}(\mathbf{c})$ and $\hat{a}_{1}(\mathbf{f})$, calibrated to show the photon flux leaving the circuit. Because cross-damping provides extra cooling for the mode $\hat{b}_{1}$, the thermal noise of $\hat{b}_{2}$ is expected to dominate. Figure reproduced from Ref. 3.

### 4.4 Asymmetric noise properties of isolator

An isolator is not only characterized by its transmission properties, but also by the noise it emits and adds to the signal. This is particularly pertinent for quantum technologies, which are exceptionally sensitive to noise.

In the following, in order to understand the noise emitted by the isolator in the forward and backward direction, we adopt two different points of view. First, we derive the scattering amplitude from one mechanical resonator to one cavity, eliminating the other two modes. In this picture, the imbalance can be understood as an interference of the two paths the noise can take in the circuit, analogously to the interference in the microwave transmission. Second, we eliminate the mechanical resonators, but taking their input noise into account. This yields additional, effective noise input operators for the cavities, describing coloured (filtered) and correlated noise. In the second formulation we can use our knowledge of the microwave scattering matrix to deduce properties of the noise scattering. The conclusions in the following sections are supported by experiment, as shown in Fig. 4.4.

### 4.4.1 Noise interference in the scattering amplitude

Let us first consider the scattering from a mechanical resonator to cavities 1 and 2. Since in the experiment mechanical resonator 1 is strongly cross-damped due to off-resonant couplings, the noise emitted stems almost exclusively from resonator 2 . If we are solely interested in the noise scattering from mechanical resonator 2 to cavity 2 , we can eliminate the other two modes and drop their input noise. In frequency space, their equations of motion are

$$
\left(\begin{array}{cc}
\chi_{\mathrm{c}, 1}^{-1}(\omega) & -i G_{11}  \tag{4.4.1}\\
-i G_{11}^{*} & \chi_{\mathrm{m}, 1}^{-1}(\omega)
\end{array}\right)\binom{\hat{a}_{1}(\omega)}{\hat{b}_{1}(\omega)}=\binom{i G_{12} \hat{b}_{2}(\omega)}{i G_{21}^{*} \hat{a}_{2}(\omega)}+\text { noises. }
$$

We drop the noise terms and solve for $\hat{a}_{1}, \hat{b}_{1}$

$$
\begin{align*}
\binom{\hat{a}_{1}(\omega)}{\hat{b}_{1}(\omega)} & =\frac{1}{\chi_{\mathrm{m}, 1}^{-1}(\omega) \chi_{\mathrm{c}, 1}^{-1}(\omega)+\left|G_{11}\right|^{2}}\left(\begin{array}{cc}
\chi_{\mathrm{m}, 1}^{-1}(\omega) & i G_{11} \\
i G_{11}^{*} & \chi_{\mathrm{c}, 1}^{-1}(\omega)
\end{array}\right)\binom{i G_{12} \hat{b}_{2}(\omega)}{i G_{21}^{*} \hat{a}_{2}(\omega)}  \tag{4.4.2}\\
& \equiv \chi_{\hat{a}_{1} \hat{b}_{1}}(\omega)\left(\begin{array}{cc}
i G_{12} & \\
& i G_{21}^{*}
\end{array}\right)\binom{\hat{b}_{2}(\omega)}{\hat{a}_{2}(\omega)},
\end{align*}
$$

where single-mode susceptibilities are defined as above Eq. (4.1.7) and the susceptibility of the coupled system of modes $\hat{a}_{1}, \hat{b}_{1}$ is denoted by $\chi_{\hat{a}_{1} \hat{b}_{1}}(\omega)$. Equation (4.4.2) tells us
how to eliminate $\hat{a}_{1}, \hat{b}_{1}$ in favour of $\hat{a}_{2}, \hat{b}_{2}$. We turn to the other two modes, the ones that we are actually interested in. For those, we have a similar equation, which can be obtained from interchanging $1 \leftrightarrow 2$ in Eq. (4.4.1)

$$
\left(\begin{array}{cc}
\chi_{\mathrm{m}, 2}^{-1}(\omega) & -i G_{22}^{*}  \tag{4.4.3}\\
-i G_{22} & \chi_{\mathrm{c}, 2}^{-1}(\omega)
\end{array}\right)\binom{\hat{b}_{2}(\omega)}{\hat{a}_{2}(\omega)}=\left(\begin{array}{cc}
i G_{12}^{*} & \\
& i G_{21}
\end{array}\right)\binom{\hat{a}_{1}(\omega)}{\hat{b}_{1}(\omega)}+\binom{\sqrt{\Gamma_{\mathrm{m}, 2}} \hat{b}_{2, \mathrm{in}}(\omega)}{\sqrt{\kappa_{2}} \hat{a}_{2, \mathrm{in}}(\omega)} .
$$

Eliminating the modes $\hat{a}_{1}, \hat{b}_{1}$ with Eq. (4.4.2), we arrive at

$$
\begin{align*}
& {\left[\left(\begin{array}{cc}
\chi_{\mathrm{m}, 2}^{-1}(\omega) & -i G_{22}^{*} \\
-i G_{22} & \chi_{\mathrm{c}, 2}^{-1}(\omega)
\end{array}\right)-\frac{\left(\begin{array}{cc}
i G_{12}^{*} & \\
& i G_{21}
\end{array}\right)\left(\begin{array}{cc}
\chi_{\mathrm{m}, 1}^{-1}(\omega) & i G_{11} \\
i G_{11}^{*} & \chi_{\mathrm{c}, 1}^{-1}(\omega)
\end{array}\right)\left(\begin{array}{ll}
i G_{12} & \\
& i G_{21}^{*}
\end{array}\right)}{\chi_{\mathrm{m}, 1}^{-1}(\omega) \chi_{\mathrm{c}, 1}^{-1}(\omega)+\left|G_{11}\right|^{2}}\right]\binom{\hat{b}_{2}(\omega)}{\hat{a}_{2}(\omega)}} \\
& \equiv\left[\chi_{\hat{b}_{2} \hat{a}_{2}}^{-1}(\omega)-\left(\begin{array}{cc}
i G_{12}^{*} & \\
& i G_{21}
\end{array}\right) \chi_{\hat{a}_{1} \hat{b}_{1}}(\omega)\left(\begin{array}{ll}
i G_{12} & \\
& i G_{21}^{*}
\end{array}\right)\right]\left(\begin{array}{c}
\hat{b}_{2}(\omega) \\
\\
\\
\hat{a}_{2}(\omega)
\end{array}\right) \\
& =\binom{\sqrt{\Gamma_{\mathrm{m}, 2}} \hat{b}_{2, \text { in }}(\omega)}{\sqrt{\kappa_{2}} \hat{a}_{2, \text { in }}(\omega)} . \tag{4.4.4}
\end{align*}
$$

In the second line, we have formulated the equation in terms of the susceptibilities of the two subsystems ( $\hat{a}_{1}, \hat{b}_{1}$ ) [cf. Eq. (4.4.2)] and ( $\hat{a}_{2}, \hat{b}_{2}$ ). This equation is a bit complicated, but we note that the coupling between $\hat{a}_{2}$ and $\hat{b}_{2}$ is

$$
\begin{equation*}
i T_{\hat{a}_{2} \hat{b}_{2}}(\omega)=-i G_{22}\left[1-e^{-i \Phi} \frac{\mathcal{C}_{12} \mathcal{C}_{21} /\left(\mathcal{C}_{22} \mathcal{C}_{11}\right)}{1+\left(\chi_{\mathrm{c}, 1}(\omega) \chi_{\mathrm{m}, 1}(\omega)\left|G_{11}\right|^{2}\right)^{-1}}\right] . \tag{4.4.5}
\end{equation*}
$$

Analogously, changing the indices referring to the cavity, we obtain the coupling between $\hat{a}_{1}$ and $\hat{b}_{2}$

$$
\begin{equation*}
i T_{\hat{a}_{1} \hat{b}_{2}}(\omega)=-i G_{12}\left[1-e^{+i \Phi} \frac{\mathcal{C}_{11} \mathcal{C}_{22} /\left(\mathcal{C}_{12} \mathcal{C}_{21}\right)}{1+\left(\chi_{\mathrm{c}, 2}(\omega) \chi_{\mathrm{m}, 1}(\omega)\left|G_{21}\right|^{2}\right)^{-1}}\right], \tag{4.4.6}
\end{equation*}
$$

The plaquette phase $\Phi$ appears as the relative phase between indirect and direct coupling path, as for the microwave signal transmission. Equations (4.4.5) and (4.4.6) demonstrate that the transmission of noise from the mechanical resonators to the microwave cavities is subject to interference, which ultimately leads to the difference in noise emitted in the forward versus the backward direction. The mechanical susceptibility that appears in the denominator in Eqs. (4.4.5) and (4.4.6) is responsible for the Fano-like lineshape seen in Fig. 4.4.

### 4.4.2 Noise interference as correlated noise in the cavity modes

In a second picture, we can also understand the mechanical noise interference in terms of the nonreciprocity in the scattering matrix for the microwave modes. In order to do so, we solve the equations of motion for the mechanical resonators (given in Eq. (4.1.6)), which leads to

$$
\begin{equation*}
\hat{b}_{j}(\omega)=\chi_{\mathrm{m}, j}(\omega)\left[i \sum_{i} G_{i j}^{*} \hat{a}_{i}(\omega)+\sqrt{\Gamma_{\mathrm{m}, j}} \hat{b}_{j, \mathrm{in}}(\omega)\right] . \tag{4.4.7}
\end{equation*}
$$

We obtain equations that only relate the cavities

$$
\begin{align*}
& \left(\begin{array}{cc}
\chi_{\mathrm{c}, 1}^{-1}(\omega)+i T_{11}(\omega) & i T_{12}(\omega) \\
i T_{21}(\omega) & \chi_{\mathrm{c}, 2}^{-1}(\omega)+i T_{22}(\omega)
\end{array}\right)\binom{\hat{a}_{1}(\omega)}{\hat{a}_{2}(\omega)} \\
& =i\left(\begin{array}{cc}
G_{11} & G_{12} \\
G_{21} & G_{22}
\end{array}\right)\binom{\sqrt{\Gamma_{\mathrm{m}, 1}} \chi_{\mathrm{m}, 1}(\omega) \hat{b}_{1, \mathrm{in}}(\omega)}{\sqrt{\Gamma_{\mathrm{m}, 2}} \chi_{\mathrm{m}, 2}(\omega) \hat{b}_{2, \mathrm{in}}(\omega)}+\binom{\sqrt{\kappa_{1}} \hat{a}_{1, \mathrm{in}}(\omega)}{\sqrt{\kappa_{2}} \hat{a}_{2, \mathrm{in}}(\omega)} \tag{4.4.8}
\end{align*}
$$

where

$$
\begin{equation*}
i T_{i j}(\omega) \equiv-i \sum_{k} \chi_{\mathrm{m}, k}(\omega) G_{i k} G_{j k}^{*} . \tag{4.4.9}
\end{equation*}
$$

We can think of mechanical noise as additional coloured and correlated noise in the optical inputs. That is, consider the replacement

$$
\binom{\sqrt{\kappa_{1}} \hat{c}_{1, \mathrm{in}}(\omega)}{\sqrt{\kappa_{2}} \hat{c}_{2, \mathrm{in}}(\omega)} \equiv i\left(\begin{array}{ll}
G_{11} & G_{12}  \tag{4.4.10}\\
G_{21} & G_{22}
\end{array}\right)\binom{\sqrt{\Gamma_{\mathrm{m}, 1}} \chi_{\mathrm{m}, 1}(\omega) \hat{b}_{1, \mathrm{in}}(\omega)}{\sqrt{\Gamma_{\mathrm{m}, 2}} \chi_{\mathrm{m}, 2}(\omega) \hat{b}_{2, \mathrm{in}}(\omega)} .
$$

The effective noise $\hat{c}_{i, \text { in }}$ is both coloured $\left\langle\hat{c}_{1, \text { in }}^{\dagger}(\omega) \hat{c}_{1, \text { in }}\left(\omega^{\prime}\right)\right\rangle \neq \delta\left(\omega+\omega^{\prime}\right) \bar{n}_{1, \text { eff }}$ and correlated $\left\langle\hat{c}_{1, \text { in }}^{\dagger}(\omega) \hat{c}_{2, \text { in }}\left(\omega^{\prime}\right)\right\rangle \neq 0$.

Using the input-output relation $\hat{a}_{\text {out }}=\hat{a}_{\text {in }}-\sqrt{\kappa} \hat{a}$, the cavity output is given by

$$
\begin{equation*}
\binom{\hat{a}_{1, \text { out }}(\omega)}{\hat{a}_{2, \text { out }}(\omega)}=S(\omega)\binom{\hat{a}_{1, \text { in }}(\omega)}{\hat{a}_{2, \text { in }}(\omega)}+\left[S(\omega)-\mathbb{1}_{2}\right]\binom{\hat{c}_{1, \text { in }}(\omega)}{\hat{c}_{2, \text { in }}(\omega)}, \tag{4.4.11}
\end{equation*}
$$

where we have identified the 2-by-2 optical scattering matrix $S(\omega)$ that relates the cavity inputs to the outputs $\hat{a}_{i, \text { out }}(\omega)=\sum_{j} S_{i j}(\omega) \hat{a}_{j, \text { in }}(\omega)$. The fact that Eq. (4.4.11) contains mechanical noise as well, but can be written entirely in terms of the optical scattering matrix constitutes the central result here. Since the two effective input noises $\hat{c}_{i, \text { in }}$ are coloured and correlated, they interfere.

In the ideal case, the circuit is impedance-matched to the signal and perfectly isolating. For simplicity, let us choose all cooperativities to be equal $\mathcal{C}=\mathcal{C}_{i j}$. For $\delta^{2}=2 \mathcal{C}-1$ (impedance matching), the optical scattering matrix of the isolator is (up to some irrelevant
phase)

$$
S(0)=\left(\begin{array}{cc}
0 & 0  \tag{4.4.12}\\
\sqrt{1-1 /(2 \mathcal{C})} & 0
\end{array}\right) \equiv T\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)
$$

such that the cavity output on resonance is

$$
\binom{\hat{a}_{1, \text { out }}}{\hat{a}_{2, \text { out }}}=T\binom{0}{\hat{a}_{1, \text { in }}}-\frac{i}{\sqrt{2}} \mathcal{C}\left(\begin{array}{cc}
e^{i \Phi} & 1  \tag{4.4.13}\\
1-T e^{i \Phi} & 1-T
\end{array}\right)\binom{\hat{b}_{1, \text { in }}(0)}{\hat{b}_{2, \text { in }}(0)} .
$$

As $\mathcal{C} \rightarrow \infty, T \rightarrow 1$ and $\Phi=\cos ^{-1}(1-1 / \mathcal{C}) \rightarrow 0$, such that the second cavity does not receive any noise, which is due to an interference of $\hat{c}_{1, \text { in }}$ with $\hat{c}_{2, \text { in }}$. In the backward direction, no interference can take place, since cavity 1 is isolated from cavity 2 . As a consequence, the number of noise quanta emerging from cavity 1 on resonance is $N_{\mathrm{bw}}=\left(\bar{n}_{\mathrm{m}, 1}+\bar{n}_{\mathrm{m}, 2}+1\right) / 2$.

### 4.4.3 General arguments for noise interference

One can argue on general grounds that in addition to the two modes connected to the two ports of the isolators, there always have to exist further auxiliary modes. The simplest way to appreciate this, is by considering the perfect isolator of the form

$$
\binom{\hat{a}_{1, \text { out }}}{\hat{a}_{2, \text { out }}} \stackrel{?}{=}\left(\begin{array}{ll}
0 & 0  \tag{4.4.14}\\
1 & 0
\end{array}\right)\binom{\hat{a}_{1, \text { in }}}{\hat{a}_{2, \text { in }}} .
$$

One can immediately conclude that there is something missing from this equation, as it predicts a vanishing commutation relation for $\hat{a}_{1, \text { out }}$. Indeed, with only two modes, the field entering through $\hat{a}_{2, \text { in }}$ cannot be dissipated. As a consequence, there has to be at least one other bosonic mode (or potentially many) that serves to dissipate the signal in $\hat{a}_{2 \text {,in }}$, and supplies quantum fluctuations to $\hat{a}_{1, \text { out }}$ such that its bosonic commutation relations are upheld. ${ }^{\dagger}$ In the case discussed here, this role is played by the mechanical oscillators.

The thermal occupation of the mechanical oscillators which appears in the noise emitted in the backward direction can be hundreds of quanta even at cryogenic millikelvin temperatures, due to the low mechanical frequencies, such that in addition to quantum fluctuations, there are large thermal fluctuations. A practical low-noise design therefore requires a scheme to externally cool the mechanical modes, e.g., via sideband cooling using an additional auxiliary microwave mode. Another alternative are circulators where the fluctuations stem from a third cavity mode.
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### 4.4.4 Noise interference in experiment

The noise asymmetry was demonstrated experimentally by detecting the output spectra at each microwave mode while the device isolates the mode $\hat{a}_{1}$ from $\hat{a}_{2}$ by more than 25 dB (Fig. 4.3C,F). The cooperativities are here set to $\left(\mathcal{C}_{11}, \mathcal{C}_{21}, \mathcal{C}_{12}, \mathcal{C}_{22}\right)=(20.0,14.2,106,89)$ with a cross-damping $\Gamma_{\mathrm{m}, 1}^{\text {(cross })} \approx 2 \pi \cdot 2.6 \mathrm{kHz}$, in order to optimize the circuit for a lower insertion loss and increase the noise visibility. As there is additional cooling from the off-resonant pump on mode $\hat{b}_{1}$, we expect noise from $\hat{b}_{2}$ to dominate.

### 4.5 Conclusion

In conclusion, we described and experimentally demonstrated a new scheme for reconfigurable nonreciprocal transmission in the microwave domain using a superconducting optomechanical circuit. This scheme is based purely on optomechanical couplings, thus it alleviates the need for coherent microwave cavity-cavity (or direct phonon-phonon) interactions, and significantly facilitates the experimental realization, in contrast to recently used approaches of optomechanical nonreciprocity in the optical domain [52]. Nonreciprocity arises due to interference in the two mechanical modes, which mediate the microwave cavity-cavity coupling. This interference also manifests itself in the asymmetric noise output of the circuit. This scheme can be readily extended to implement quantum-limited phase-preserving and phase-sensitive directional amplifiers [4]. Moreover, an additional microwave mode enables quantum-limited microwave circulators on-chip with large bandwidth, limited only by the energy decay rate of the microwave modes.

Since the original publication of our article [3], optomechanical circulators have been realized [54, 195-197], as well as directional amplifiers [197]. Another frontier is achieving larger bandwidth, for which Brillouin scattering has shown to be promising [198]. A lot of the progress has recently been reviewed [194, 199, 200]. Finally, it would be desirable to integrate all the advantages of on-chip, tunable circulator designs into a passive device that does not consume energy. Very recently, a theoretical proposal has pointed to the possibility of such devices [201].

## 5 Directional amplifiers in optomechanics

As we have discussed in Chapter 4 above, there is an ongoing effort to find on-chip integrable nonreciprocal devices compatible with superconducting quantum architecture $[3,52,53,135,174,183,189-193,202-206]$. We have already encountered the optomechanical plaquette, a novel type of optomechanical circuit that was used to demonstrate optomechanical isolation of microwaves, marking a major advance toward this goal. Isolators are necessary to protect quantum systems from the large amount of thermal noise present in microwave devices warmer than a few tens of millikelvin. However, noise should not only be prevented from entering the quantum system, it should also not be added to the signal during or before the amplification stage. Indeed, as we found in Sec. 1.8, specifically Eq. (1.8.3), (near) quantum-limited amplification requires an idler (close to) in vacuum, which requires cryogenic temperatures. This is why signals from superconducting circuits are ideally first sent through a quantum-limited ${ }^{\dagger}$ preamplification stage that resides in the dilution refrigerator, which greatly reduces the total noise added in the amplification process [207, 208].

As it turns out, superconducting circuits are well suited to build quantum-limited microwave amplifiers. For example, the strong Josephson nonlinearity has been used to build a near quantum-limited travelling-wave amplifier [207], and in optomechanics, both phase-preserving amplifiers [49, 51, 144, 209, 210], as well as phase-sensitive amplifiers [44, 45, 50, 122] have been proposed and realized.

A natural question to ask is whether isolation and amplification could occur in the same step, leading to further integration, potentially realizing devices with a smaller footprint and less added noise. A recent article studies minimal models for directional amplification [192], but these models again require a direct cavity-cavity coupling, which has proven difficult to implement in microwave superconducting circuits, at least while coupling both modes also to a mechanical mode. In this chapter, we show that the

[^18]optomechanical plaquette is capable of achieving integrated, reconfigurable, quantumlimited, directional amplifiers, research that has been published as Ref. 4.

In the optomechanical plaquette, microwave tones on the red and blue sidebands enable so-called beam-splitter and two-mode squeezing interactions (cf. Fig. 4.1), leading to a total of eight controllable terms in the Hamiltonian, which has already been derived above [Eq. (4.1.4)]. We identify and analyze a simple directional phase-preserving amplifier that uses four tones and a directional phase-sensitive amplifier using six tones. While the gain-bandwidth product of the phase-preserving amplifier is limited to the cavity decay rate, the phase-sensitive amplifier has an unlimited gain-bandwidth product. The isolation bandwidth in each is of the order of the mechanical linewidth divided by the amplitude gain. We show that both amplifiers can reach their quantum limits of a half and zero added quanta, respectively, and, like the isolator, emit thermal noise from the mechanical resonators in the reverse direction, a necessary consequence of impedance matching and directionality. We show how the reverse noise can be reduced through additional sideband cooling without interfering with directionality or amplification, a crucial aspect for technological applications. Our concrete proposal bridges the gap between previous theoretical studies and experimental realization and therefore represents an important step toward on-chip integrated nonreciprocal amplifiers of microwave signals.

### 5.1 Directional phase-preserving amplifier (DPPA)

As above, the optomechanical plaquette is described by the linearized Hamiltonian [Eq. (4.1.4), repeated here for convenience]

$$
\begin{equation*}
\hat{H}_{\text {lin }}=-\sum_{j} \delta_{j} \hat{b}_{j}^{\dagger} \hat{b}_{j}-\sum_{i j} g_{0, i j}\left\{\bar{a}_{i}^{*}(t) \hat{a}_{i}\left[\hat{b}_{j} e^{-i\left(\omega_{\mathrm{m}, j}+\delta_{j}\right) t}+\hat{b}_{j}^{\dagger} e^{i\left(\omega_{\mathrm{m}, j}+\delta_{j}\right) t}\right]+\text { H.c. }\right\} . \tag{5.1.1}
\end{equation*}
$$

In order to obtain a directional, phase-preserving amplifier, we consider the coupling strengths [cf. Fig. 5.1(a)]

$$
\begin{align*}
\mathrm{G} & =\frac{1}{2}\left(\begin{array}{cc}
e^{\frac{i \Phi}{2}} \sqrt{\mathcal{C}_{1} \Gamma_{\mathrm{m}, 1} \kappa_{1}} & e^{-\frac{i \Phi}{2}} \sqrt{\mathcal{C}_{1} \Gamma_{\mathrm{m}, 2} \kappa_{1}} \\
0 & 0
\end{array}\right),  \tag{5.1.2}\\
\mathrm{J} & =\frac{1}{2}\left(\begin{array}{cc}
0 & 0 \\
\sqrt{\mathcal{C}_{2} \Gamma_{\mathrm{m}, 1} \kappa_{2}} & \sqrt{\mathcal{C}_{2} \Gamma_{\mathrm{m}, 2} \kappa_{2}}
\end{array}\right)
\end{align*}
$$

that is, the first (second) cavity has two drives, close to the red (blue) motional sidebands corresponding to the mechanical resonators [cf. Fig. 5.1(a-b)]. Here, we have written the amplitudes in terms of cooperativities $\mathcal{C}_{1 i}=4\left|G_{1 i}\right|^{2} /\left(\kappa_{1} \Gamma_{\mathrm{m}, i}\right), \mathcal{C}_{2 i}=4\left|J_{2 i}\right|^{2} /\left(\kappa_{2} \Gamma_{\mathrm{m}, i}\right)$, and


Figure 5.1: The directional phase-preserving amplifier (DPPA). (a) Model. Red hopping interactions are impedance matched, blue provide amplification. (b) Pump setup. Cavity 1 (cavity 2) is pumped on the red (blue) sidebands of the mechanical resonators. In (c-f) we plot forward gain, reverse gain [Eq. (5.1.9)], added noise [Eq. (5.1.12)], and the output noise fluctuation spectrum of cavity 1 , all as functions of frequency in units of $\Gamma_{\mathrm{m}, 1}$, for cooperativities $\mathcal{C}_{1}=\{1,3,10,30\}, \mathcal{C}_{2}=\mathcal{C}_{1}-0.1 \sqrt{\mathcal{C}_{1}}$ (yellow to black, or light to dark). Parameters are $\kappa_{2} / \kappa_{1}=0.7, \Gamma_{\mathrm{m}, 1} / \kappa_{1}=10^{-2}, \Gamma_{\mathrm{m}, 2} / \Gamma_{\mathrm{m}, 1}=0.8$, thermal occupation of the mechanical resonators $n_{\mathrm{m}, 1}=n_{\mathrm{m}, 2}=100$, and cavities $n_{\mathrm{c}, 1}=n_{\mathrm{c}, 2}=0$. Depending on parameters, external sideband cooling with an auxiliary mode can achieve $n_{\mathrm{m}, j} \approx 0$, without negatively affecting amplification properties, as discussed below. The red (dashed) curve in each plot illustrates this case, with $\mathcal{C}_{1}=30$ and effective parameters $n_{\text {eff }, i}=n_{\mathrm{m}, i}\left(\Gamma_{\mathrm{m}, i} / \Gamma_{\mathrm{eff}, i}\right), \Gamma_{\mathrm{eff}, i}=50 \Gamma_{\mathrm{m}, i}$.
chosen the cooperativities in both arms to be equal $\mathcal{C}_{1} \equiv \mathcal{C}_{1 i}, \mathcal{C}_{2} \equiv \mathcal{C}_{2 i}$.
We have chosen the couplings [Eq. (5.1.2)] due to the following reasons. First, an even number of blue and red tones ensures equivalent arms of the circuit. Second, amplification requires blue tones. Third, a directional amplifier with four blue tones cannot be impedance matched to the signal source, as shown in Sec. 5.1.2. Last, interchanging the hopping and amplifier interactions in one arm of the circuit (e.g., $J_{21} \leftrightarrow J_{11}$ and $G_{11} \leftrightarrow G_{21}$ ) cannot lead to directional amplification ${ }^{\dagger}$.

In Sec. 4.1 we derived the Langevin equations and scattering matrix corresponding to this Hamiltonian. Isolation is achieved when $\mathrm{T}_{12}=0$, i.e., when the first cavity is decoupled from the second, but $\mathrm{T}_{21} \neq 0$, i.e., the second cavity is coupled to the first. For the DPPA, these conditions are on resonance

$$
\begin{align*}
{\left[i \mathbf{T}_{12}\right]_{12} } & =\chi_{\mathrm{m}, 1}(0) G_{11} J_{12}+\chi_{\mathrm{m}, 2}(0) G_{21} J_{22}=0,  \tag{5.1.3a}\\
{\left[i \mathbf{T}_{21}\right]_{12} } & =\chi_{\mathrm{m}, 1}^{*}(0) G_{11} J_{12}+\chi_{\mathrm{m}, 2}^{*}(0) G_{21} J_{22} \neq 0 . \tag{5.1.3b}
\end{align*}
$$

Isolation occurs for certain phases of the coupling amplitudes $\theta_{1 i} \equiv \arg \left(G_{1 i}\right)$ and $\theta_{2 i} \equiv$

[^19]$\arg \left(J_{2 i}\right)$. However, only the overall relative plaquette phase, $\Phi \equiv \theta_{11}+\theta_{21}-\theta_{12}-\theta_{22}$, is relevant, which explains the parameterization in Eq. (5.1.2). For this choice of driving strengths, we find that Eqs. (5.1.3a) and (5.1.3b) become
\[

$$
\begin{align*}
& 0=i \Gamma_{\mathrm{m}, 1} \Gamma_{\mathrm{m}, 2}+2 \delta_{1} \Gamma_{\mathrm{m}, 2}+e^{i \Phi}\left(i \Gamma_{\mathrm{m}, 1} \Gamma_{\mathrm{m}, 2}+2 \delta_{2} \Gamma_{\mathrm{m}, 1}\right)  \tag{5.1.4a}\\
& 0 \neq i \Gamma_{\mathrm{m}, 1} \Gamma_{\mathrm{m}, 2}+2 \delta_{1} \Gamma_{\mathrm{m}, 2}+e^{-i \Phi}\left(i \Gamma_{\mathrm{m}, 1} \Gamma_{\mathrm{m}, 2}+2 \delta_{2} \Gamma_{\mathrm{m}, 1}\right) \tag{5.1.4b}
\end{align*}
$$
\]

Taking the modulus in Eq. (5.1.4a), we find that isolation requires

$$
\begin{equation*}
\frac{\delta_{1}^{2}}{\Gamma_{\mathrm{m}, 1}^{2}}=\frac{\delta_{2}^{2}}{\Gamma_{\mathrm{m}, 2}^{2}} \tag{5.1.5}
\end{equation*}
$$

Note that sending $\Phi \rightarrow-\Phi$ interchanges Eqs. (5.1.4a) and (5.1.4b), which means that isolation occurs in the opposite direction. In order to avoid double isolation, where forward and backward transmission vanish at the same plaquette phase (as per the previous sentence, this occurs for $\Phi=0$ or $\Phi=\pi$ ), we need $\delta_{1} / \Gamma_{\mathrm{m}, 1} \neq \delta_{2} / \Gamma_{\mathrm{m}, 2}$. We therefore parametrize the detunings by a single dimensionless variable $\delta_{1}=\delta \Gamma_{\mathrm{m}, 1} / 2, \delta_{2}=-\delta \Gamma_{\mathrm{m}, 2} / 2$.

For these choices, the scattering amplitude from $a_{1, \text { in }}$ to $a_{1, \text { out }}$ (reflection) is given by

$$
\begin{equation*}
S_{a_{1} \rightarrow a_{1}}(0)=\frac{4 \mathcal{C}_{1}}{\delta^{2}+2 \mathcal{C}_{1}+1}-1 \tag{5.1.6}
\end{equation*}
$$

Like in the isolator, we demand zero reflection at the input, which is attained for

$$
\begin{equation*}
\delta=\sqrt{2 \mathcal{C}_{1}-1} \tag{5.1.7}
\end{equation*}
$$

the same as in Eq. (4.2.6) and Ref. 53. Then the plaquette phase at which isolation occurs is

$$
\begin{equation*}
\Phi=i \log \left(\frac{\delta-i}{\delta+i}\right)=2 \cos ^{-1} \sqrt{1-1 /\left(2 \mathcal{C}_{1}\right)} \tag{5.1.8}
\end{equation*}
$$

Inverting the plaquette phase $-\Phi$ leads to isolation in the opposite direction.

The condition $\mathcal{C}_{2}<\mathcal{C}_{1}$ ensures that the system does not exceed the parametric instability threshold. In the limit of large gain, we obtain our first main result, the scattering matrix

$$
\binom{\hat{a}_{1, \text { out }}(0)}{\hat{a}_{2, \text { out }}^{\dagger}(0)}=\left(\begin{array}{cccc}
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 & 0  \tag{5.1.9}\\
\frac{i \sqrt{\mathcal{G}}}{\sqrt{4 \mathcal{C}_{1}}} & \frac{i \sqrt{\mathcal{G}}}{\sqrt{4 \mathcal{C}_{1}}} & -\sqrt{\mathcal{G}} & \frac{\mathcal{C}_{1}+\mathcal{C}_{2}}{\mathcal{C}_{2}-\mathcal{C}_{1}}
\end{array}\right)\left(\begin{array}{l}
\hat{b}_{1, \text { in }}(0) \\
\hat{b}_{2, \text { in }}(0) \\
\hat{a}_{1, \text { in }}(0) \\
\hat{a}_{2, \text { in }}^{\dagger}(0)
\end{array}\right),
$$

with vanishing reverse gain $\left|S_{a_{2} \rightarrow a_{1}}(0)\right|^{2}$, but forward gain

$$
\begin{equation*}
\left|S_{a_{1} \rightarrow a_{2}}(0)\right|^{2} \equiv \mathcal{G}=\frac{4 \mathcal{C}_{1} \mathcal{C}_{2}}{\left(\mathcal{C}_{1}-\mathcal{C}_{2}\right)^{2}}, \tag{5.1.10}
\end{equation*}
$$

which can in principle be arbitrarily large, as long as the RWA is valid (discussed further in Sec. 5.A).

At the same time, thermal noise from the mechanical resonators is suppressed by increasing $\mathcal{C}_{1}$, as is demonstrated in Fig. 5.1(e), where we plot the noise added to the signal [63, 66, 210],

$$
\begin{equation*}
\mathcal{N}(\omega)=\mathcal{G}^{-1} \sum_{i \neq a_{1}}\left(n_{i}+1 / 2\right)\left|S_{i \rightarrow a_{2}}(\omega)\right|^{2} \tag{5.1.11}
\end{equation*}
$$

where we sum over all modes, with associated thermal occupation $n_{i}$, and scattering amplitude to the second cavity $S_{i \rightarrow a_{2}}$. Using Eq. (5.1.9), and denoting thermal cavity (mechanical) occupations by $n_{\mathrm{c}, i}\left(n_{\mathrm{m}, i}\right)$, the noise on resonance

$$
\begin{equation*}
\mathcal{N}_{\mathrm{DPPA}}=\frac{1}{4 \mathcal{C}_{1}}\left(n_{\mathrm{m}, 1}+n_{\mathrm{m}, 2}+1\right)+\frac{\left(\mathcal{C}_{1}+\mathcal{C}_{2}\right)^{2}}{4 \mathcal{C}_{1} \mathcal{C}_{2}}\left(n_{\mathrm{c}, 2}+\frac{1}{2}\right) . \tag{5.1.12}
\end{equation*}
$$

As a result, for large $\mathcal{C}_{1} \gtrsim \mathcal{C}_{2}$, and vanishing thermal occupation of the cavity input, we reach the quantum limit of half a quantum of added noise, $\mathcal{N}_{\text {DPPA }} \rightarrow 1 / 2$ (cf. Sec. 1.8 and Refs 63 and 66).

Another important figure of merit is noise emerging from cavity 1 , characterized by the normal-ordered output noise spectral density, $S_{a_{1, \text { out }}}^{N}(\omega) \equiv \int \frac{\mathrm{d} \omega^{\prime}}{2 \pi}\left\langle\hat{a}_{1, \text { out }}^{\dagger}(\omega) \hat{a}_{1, \text { out }}\left(\omega^{\prime}\right)\right\rangle$, which we plot in Fig. 5.1(f). Ultimately, the reason for building directional amplifiers is to reduce this figure. On resonance, $S_{1, \text { out }}^{N}(0)=\left(n_{\mathrm{m}, 1}+n_{\mathrm{m}, 2}\right) / 2$. Strategies to reduce this figure are discussed below.

The off-resonance behaviour of the DPPA is remarkably rich and depends on the dimensionless quantities $\kappa_{i} / \Gamma_{\mathrm{m}, j}, \mathcal{C}_{1}, \mathcal{C}_{2}$. We plot forward gain, reverse gain, added noise, and the noise spectrum at cavity 1 as functions of frequency at cooperativities $\mathcal{C}_{1}=$ $\{1,3,10,30\}, \mathcal{C}_{2}=\mathcal{C}_{1}-0.1 \sqrt{\mathcal{C}_{1}}$ in Fig. 5.1 (c-f). $\mathcal{C}_{2}$ is chosen such that when increasing $\mathcal{C}_{1}$ both gain and bandwidth are enhanced.

We show in the Sec. 5.1.1 that for $\Gamma_{\mathrm{m}, j}=\Gamma_{\mathrm{m}}$ and $\kappa_{i}=\kappa$ and in the regime where $\kappa / \Gamma_{\mathrm{m}} \gg\left\{1, \mathcal{C}_{1}, \mathcal{C}_{2}\right\}$ the gain bandwidth is $\Gamma=2\left(\mathcal{C}_{1}-\mathcal{C}_{2}\right) \Gamma_{\mathrm{m}}$, giving a gain-bandwidth product $P \equiv \sqrt{\mathcal{G}} \Gamma=4 \sqrt{\mathcal{C}_{1} \mathcal{C}_{2}} \Gamma_{\mathrm{m}}$ [cf. Fig. 5.1(c)]. As the gain gets large and $\mathcal{C}_{1}, \mathcal{C}_{2}$ dominate all other dimensionless parameters, the bandwidth approaches $\Gamma=\kappa\left(\mathcal{C}_{1}-\mathcal{C}_{2}\right) / \mathcal{C}_{1}$, leading to the gain-bandwidth product limit $P \equiv \Gamma \sqrt{\mathcal{G}} \rightarrow 2 \kappa$, independent of $\kappa / \Gamma_{\mathrm{m}}$. Close to resonance, the reverse scattering amplitude $S_{a_{2} \rightarrow a_{1}}(\omega) \approx-i \omega \sqrt{\mathcal{G}} / \Gamma_{\mathrm{m}}$ such that the
product of isolation bandwidth and gain is $\Gamma_{\mathrm{m}}$. Since the gain bandwidth is larger than the isolation bandwidth, there is large reverse gain off resonance [cf. Fig. 5.1(d)], and noise from cavity 2 dominates the noise spectral density at cavity 1 [cf. Fig. 5.1(f)]. With increasing effective mechanical linewidth $\Gamma_{\mathrm{m}}$ (through additional sideband cooling), the isolation bandwidth grows, suppressing reverse gain off resonance (cf. red, dashed curve in Fig. 5.1 and Ref. 191). In Sec. 5.A we calculate how off-resonant terms renormalize the parameters of the DPPA.

### 5.1.1 Bandwidth and gain-bandwidth product of DPPA

In this section we given further details on the calculation of the isolation and gain bandwidths in various parameter regimes.

For $\Gamma_{\mathrm{m}, 1}=\Gamma_{\mathrm{m}, 2}=\Gamma_{\mathrm{m}}$ and $\kappa_{1}=\kappa_{2}=\kappa$, the scattering amplitudes are

$$
\begin{align*}
& S_{a_{2}^{\dagger} \rightarrow a_{1}}(\omega)=(-i \omega) \sqrt{2 \mathcal{C}_{2}\left(2 \mathcal{C}_{1}-1\right)} / \mathcal{A}(\omega)  \tag{5.1.13a}\\
& S_{a_{1} \rightarrow a_{2}^{\dagger}}(\omega)=\sqrt{2 \mathcal{C}_{2}\left(2 \mathcal{C}_{1}-1\right)}\left(i \omega-\Gamma_{\mathrm{m}}\right) / \mathcal{A}(\omega) \tag{5.1.13b}
\end{align*}
$$

with

$$
\begin{align*}
\mathcal{A}(\omega) & =\left(\Gamma_{\mathrm{m}} \kappa^{2}\right)^{-1}\left\{i \omega\left(\Gamma_{\mathrm{m}}-i \omega\right)(\kappa-2 i \omega)^{2}+\mathcal{C}_{1} \Gamma_{\mathrm{m}}(\kappa-2 i \omega)\left[\Gamma_{\mathrm{m}} \kappa-i\left(\Gamma_{\mathrm{m}}+\kappa\right) \omega\right]\right. \\
& \left.+\mathcal{C}_{2} \Gamma_{\mathrm{m}} \kappa\left[2 \omega^{2}+i\left(\Gamma_{\mathrm{m}}+\kappa\right) \omega-\Gamma_{\mathrm{m}} \kappa\right]\right\} . \tag{5.1.14}
\end{align*}
$$

For the gain-bandwidth product, we are most interested in the limit of large gain, $\mathcal{G} \gg 1$. This implies $\left(\mathcal{C}_{1}-\mathcal{C}_{2}\right)^{2} \ll 4 \mathcal{C}_{1} \mathcal{C}_{2}<2\left(\mathcal{C}_{1}+\mathcal{C}_{2}\right)^{2}$. We further assume $\mathcal{C}_{1} \gg\left\{1, \Gamma_{\mathrm{m}} / \kappa, \kappa / \Gamma_{\mathrm{m}}\right\}$, in which case the first term in the curly brackets in Eq. (5.1.14) can be neglected. In this approximation,
$\mathcal{A}(\omega)=\kappa^{-2}\left\{\left(\mathcal{C}_{1}+\mathcal{C}_{2}\right)\left[-i \omega \Gamma_{\mathrm{m}}(\kappa-i \omega)\right]+\left(\mathcal{C}_{1}-\mathcal{C}_{2}\right)\left[\Gamma_{\mathrm{m}}(\kappa-i \omega)^{2}-i \kappa \omega(\kappa-2 i \omega)\right]\right\}$.

The bandwidth is approximated by the smallest $|\omega|$ at which $2|\mathcal{A}(0)|^{2}=|\mathcal{A}(\omega)|^{2}$. Expanding both square brackets to first order in $\omega$, we find that the amplitude bandwidth is approximately

$$
\begin{equation*}
\Gamma=\frac{2 \Gamma_{\mathrm{m}}\left(\mathcal{C}_{1}-\mathcal{C}_{2}\right)}{2 \mathcal{C}_{1} \frac{\Gamma_{\mathrm{m}}}{\kappa}+\left(1+\frac{\Gamma_{\mathrm{m}}}{\kappa}\right)\left(\mathcal{C}_{1}-\mathcal{C}_{2}\right)} . \tag{5.1.16}
\end{equation*}
$$

The gain-bandwidth product $P \equiv \Gamma \sqrt{\mathcal{G}}$ is

$$
\begin{equation*}
P=\frac{2 \Gamma_{\mathrm{m}} \sqrt{4 \mathcal{C}_{1} \mathcal{C}_{2}}}{2 \mathcal{C}_{1} \frac{\Gamma_{\mathrm{m}}}{\kappa}+\left(1+\frac{\Gamma_{\mathrm{m}}}{\kappa}\right)\left(\mathcal{C}_{1}-\mathcal{C}_{2}\right)} . \tag{5.1.17}
\end{equation*}
$$

In the limit of large gain, with $\mathcal{C}_{2} \rightarrow \mathcal{C}_{1}$ and $2 \mathcal{C}_{1} \gg \mathcal{C}_{1}-\mathcal{C}_{2}, P$ tends to $2 \kappa$.
We will now analyze the limits $\kappa \gg \Gamma_{\mathrm{m}}$ and $\kappa \ll \Gamma_{\mathrm{m}}$, but note that they are only valid as long as $\mathcal{C}_{1}$ is smaller than the ratio $\kappa / \Gamma_{\mathrm{m}}$ and $\Gamma_{\mathrm{m}} / \kappa$, respectively. In the limit $\kappa / \Gamma_{\mathrm{m}} \gg\left\{1, \mathcal{C}_{1}, \mathcal{C}_{2}\right\}$, we obtain

$$
\begin{equation*}
\mathcal{A}(\omega) \approx\left(\Gamma_{\mathrm{m}}-i \omega\right) \Gamma_{\mathrm{m}}^{-1}\left[\Gamma_{\mathrm{m}}\left(\mathcal{C}_{1}-\mathcal{C}_{2}\right)+i \omega\right], \tag{5.1.18}
\end{equation*}
$$

which yields an amplitude gain bandwidth

$$
\begin{equation*}
\Gamma=2\left(\mathcal{C}_{1}-\mathcal{C}_{2}\right) \Gamma_{\mathrm{m}} \tag{5.1.19}
\end{equation*}
$$

and intensity bandwidth $\Gamma / 2$. The gain-bandwidth product, defined as $P \equiv \Gamma \sqrt{\mathcal{G}}$ evaluates to

$$
\begin{equation*}
P=2 \sqrt{4 \mathcal{C}_{1} \mathcal{C}_{2}} \Gamma_{\mathrm{m}} . \tag{5.1.20}
\end{equation*}
$$

This implies that the gain-bandwidth product $P$ increases with gain. When $\mathcal{C}_{1} \Gamma_{\mathrm{m}} \sim \kappa$ the approximation above breaks down, and as we have shown just above, the gain bandwidth product saturates to $2 \kappa$.

In the opposite limit, $\kappa \ll \Gamma_{\mathrm{m}}$, we instead have

$$
\begin{equation*}
\mathcal{A}(\omega) \approx \kappa^{-2} \Gamma_{\mathrm{m}}(\kappa-i \omega) \mathcal{C}_{1}^{2}\left[\kappa\left(\mathcal{C}_{1}-\mathcal{C}_{2}\right) /\left(2 \mathcal{C}_{1}\right)-i \omega\right] \tag{5.1.21}
\end{equation*}
$$

which implies that the bandwidth is close to $\kappa\left(\mathcal{C}_{1}-\mathcal{C}_{2}\right) / \mathcal{C}_{1}$ and thus $P \approx \kappa \sqrt{4 \mathcal{C}_{2} / \mathcal{C}_{1}}$. For large gain, $P \approx 2 \kappa$, as before.

The isolation bandwidth must be calculated separately. It is the range of frequencies over which sufficient isolation is attained. What sufficient means quantitatively has to be decided with a specific application in mind. Close to $\omega=0$, to lowest order in $\omega$, the reverse gain departs linearly from zero, namely

$$
\begin{equation*}
S_{a_{2}^{\dagger} \rightarrow a_{1}}(\omega)=-i \omega \frac{\sqrt{2 \mathcal{C}_{2}\left(2 \mathcal{C}_{1}-1\right)}}{\Gamma_{\mathrm{m}}\left(\mathcal{C}_{1}-\mathcal{C}_{2}\right)}+\mathcal{O}\left(\omega^{2}\right)=-i \omega \sqrt{\mathcal{G}} / \Gamma_{\mathrm{m}}+\mathcal{O}\left(\omega^{2}\right) . \tag{5.1.22}
\end{equation*}
$$

Thus, the isolation bandwidth is of order $\Gamma_{\mathrm{m}} / \sqrt{\mathcal{G}}$, independent of $\kappa$.

### 5.1.2 Directional phase-preserving amplifier with only blue tones

Here we analyze the optomechanical plaquette with only pumps on the upper motional sidebands. While directional phase-preserving amplification is still possible, the signal
cannot be impedance matched. We choose coupling amplitudes as follows

$$
\mathrm{G}=0, \quad \mathrm{~J}=\frac{1}{2}\left(\begin{array}{cc}
e^{\frac{i \Phi}{2}} \sqrt{\mathcal{C}_{1} \Gamma_{\mathrm{m}, 1} \kappa_{1}} & e^{-\frac{i \Phi}{2}} \sqrt{\mathcal{C}_{1} \Gamma_{\mathrm{m}, 2} \kappa_{1}}  \tag{5.1.23}\\
\sqrt{\mathcal{C}_{2} \Gamma_{\mathrm{m}, 1} \kappa_{2}} & \sqrt{\mathcal{C}_{2} \Gamma_{\mathrm{m}, 2} \kappa_{2}}
\end{array}\right)
$$

The analysis proceeds similarly to the DPPA, where $\Phi$ is again the plaquette phase. We choose the same detuning parameterization as before $\delta_{1}=\delta \Gamma_{\mathrm{m}, 1}$ and $\delta_{2}=-\delta \Gamma_{\mathrm{m}, 2}$, in which case the plaquette phase takes the same form as before [Eq. (6)]. However, if we look at the optical scattering matrix, we find

$$
\binom{\hat{a}_{1, \text { out }}}{\hat{a}_{2, \text { out }}}=\left(\begin{array}{cc}
-1-\frac{4 \mathcal{C}_{1}}{4 \delta^{2}+2 \mathcal{C}_{1}} & 0  \tag{5.1.24}\\
\frac{-16 \delta \sqrt{\mathcal{C}_{1} \mathcal{C}_{2}\left(4 \delta^{2}+1\right)}}{\left(4 \delta^{2}-2 \mathcal{C}_{1}+1\right)\left(4 \delta^{2}-2 \mathcal{C}_{2}+1\right)} & -1-\frac{4 \mathcal{C}_{2}}{4 \delta^{2}-2 \mathcal{C}_{2}+1}
\end{array}\right)\binom{\hat{a}_{1, \text { in }}}{\hat{a}_{2, \text { in }}}+\text { mechanical noise. }
$$

The cooperativities must obey $4 \delta^{2}+1>\mathcal{C}_{i}>0$, where the first condition is required for stability and the second arises by definition, such that impedance matching is not possible. As a result, the input will be reflected and amplified. This property is already highly undesirable in a directional amplifier, since the main goal in designing a directional amplifier is protection of the system that emits the signal.

Amplification is obtained if either or both of the cooperativities approach $2 \delta^{2}+1 / 2$. $\mathcal{C}_{1} \rightarrow 2 \delta^{2}+1 / 2$ leads to a lot of noise being emitted from cavity 1 , both due to the reflection and due to amplified mechanical noise (not shown above). Hence, we consider $\mathcal{C}_{2}=2 \delta^{2}+1 / 2-\varepsilon$, for some small $\varepsilon>0$, and $\mathcal{C}_{1}=1 / 2$. For $\delta^{2} \gg \varepsilon$, we can then write

$$
\binom{\hat{a}_{1, \text { out }}}{\hat{a}_{2, \text { out }}}=\frac{\sqrt{4 \delta^{2}+1}}{\sqrt{2} \delta}\left(\begin{array}{cc}
-\frac{1}{2 \delta} & \frac{1}{2 \delta}  \tag{5.1.25}\\
-\frac{\delta(2 \delta+i)+1}{\varepsilon} & \frac{\delta(2 \delta-i)+1}{\varepsilon}
\end{array}\right)\binom{\hat{b}_{1, \text { in }}}{\hat{b}_{2, \text { in }}}-\left(\begin{array}{cc}
1+\frac{1}{2 \delta^{2}} & 0 \\
\frac{4 \delta^{2}+1}{\delta \varepsilon} & \frac{4 \delta^{2}+1}{\varepsilon}
\end{array}\right)\binom{\hat{a}_{1, \text { in }}}{\hat{a}_{2, \text { in }}} .
$$

For large $\delta$, the signal source is only subject to the reflected signal and noise at cavity 1 , leading to the approximate scattering matrix

$$
\binom{\hat{a}_{1, \text { out }}}{\hat{a}_{2, \text { out }}}=\frac{\delta^{2}}{\varepsilon}\left(\begin{array}{cc}
0 & 0  \tag{5.1.26}\\
-1 & 1
\end{array}\right)\binom{\hat{b}_{1, \text { in }}}{\hat{b}_{2, \text { in }}}+\left(\begin{array}{cc}
-1 & 0 \\
\frac{4 \delta}{\varepsilon} & \frac{4 \delta^{2}}{\varepsilon}
\end{array}\right)\binom{\hat{a}_{1, \text { in }}}{\hat{a}_{2, \text { in }}} .
$$

The suppression of mechanical noise works well for cavity 1 , but cavity 2 , where the signal emerges, is subject to amplified mechanical noise. As a consequence, the amplification is not quantum-limited, in addition to the lack of impedance matching. Interchanging $\mathcal{C}_{1} \leftrightarrow \mathcal{C}_{2}$ leads to

$$
\binom{\hat{a}_{1, \text { out }}}{\hat{a}_{2, \text { out }}}=\frac{4 \delta}{\sqrt{2} \varepsilon}\left(\begin{array}{ll}
-1 & 1  \tag{5.1.27}\\
-1 & 1
\end{array}\right)\binom{\hat{b}_{1, \text { in }}}{\hat{b}_{2, \text { in }}}+\left(\begin{array}{cc}
-\frac{4 \delta^{2}}{\varepsilon} & 0 \\
-\frac{4 \delta}{\varepsilon} & -1
\end{array}\right)\binom{\hat{a}_{1, \text { in }}}{\hat{a}_{2, \text { in }}},
$$



Figure 5.2: The directional phase-sensitive amplifier (DPSA). (a) Model. Single red hopping interactions are impedance matched, double red-blue provide the phase-sensitive amplification. (b) Pump setup. Cavity 1 is pumped on the red sidebands of the mechanical resonators, whereas cavity 2 has pumps on the red and blue sidebands. In (c-f) we plot forward gain, reverse gain [cf. Eq. (5.1.9)], added noise [Eq. (5.1.12)], and the output noise fluctuation spectrum of cavity 1 , all as functions of frequency in units of $\Gamma_{\mathrm{m}, 1}$, for cooperativities $\mathcal{C}_{1}=\{1,3,10,30\}, \mathcal{C}_{2}=\mathcal{C}_{1}^{2}$ (yellow to black, or light to dark). The parameters are the same as in Fig. 5.1. Depending on parameters, external sideband cooling with an auxiliary mode can achieve $n_{\mathrm{m}, j} \approx 0$, without negatively affecting amplification properties, as described below. The red (dashed) curve in each plot illustrates this case, with $\mathcal{C}_{1}=30$ and effective parameters $n_{\text {eff }, i}=$ $n_{\mathrm{m}, i}\left(\Gamma_{\mathrm{m}, i} / \Gamma_{\mathrm{eff}, i}\right), \Gamma_{\mathrm{eff}, i}=50 \Gamma_{\mathrm{m}, i}$.
i.e., the amplification is quantum-limited, but the signal source is subject to amplified mechanical and optical noise. Thus, we conclude that an impedance-matched, quantumlimited DPPA with only blue tones is not feasible.

### 5.2 Directional phase-sensitive amplifier (DPSA)

We now turn to an implementation of a DPSA, which necessitates six tones. Essentially, we replace the amplifier interaction in the DPPA by a phase-sensitive quantum non-demolition (QND) interaction that couples one quadrature of cavity 2 to only one quadrature of the mechanical resonator [137, 139]. This is done by choosing

$$
\mathrm{G}=\frac{1}{2}\left(\begin{array}{cc}
e^{i \Phi / 2} \sqrt{\mathcal{C}_{1} \Gamma_{\mathrm{m}, 1} \kappa_{1}} & e^{-i \Phi / 2} \sqrt{\mathcal{C}_{1} \Gamma_{\mathrm{m}, 2} \kappa_{1}}  \tag{5.2.1}\\
\sqrt{\mathcal{C}_{2} \Gamma_{\mathrm{m}, 1} \kappa_{2}} & \sqrt{\mathcal{C}_{2} \Gamma_{\mathrm{m}, 2} \kappa_{2}}
\end{array}\right),
$$

and the same J as for the DPPA [Eq. (5.1.2)], illustrated in Fig. 5.2(a,b). Since the QND interaction requires $\left|G_{i 2}\right|=\left|J_{i 2}\right|$, and we require symmetric amplifier arms, two cooperativities suffice to characterize the six tones. Of the six phases in $G$, J, two are fixed
by requiring that the same input quadrature scatters to the two mechanical resonators, $\mu=$ $\arg \left(G_{11} \chi_{\mathrm{m}, 1}(0) G_{21} / J_{21}\right)=\arg \left( \pm G_{12} \chi_{\mathrm{m}, 2}(0) G_{22} / J_{22}\right)$, and another two by requiring that the quadratures on the resonators that contain the information both emerge in the same cavity quadrature, $\nu=\arg \left(G_{21} J_{21}\right)=\arg \left( \pm G_{22} J_{22}\right)$. The two phases $\mu$ and $\nu$ thus determine the quadratures involved in amplification. The two remaining phases are an arbitrary mechanical phase, and the plaquette phase.

While there is no parametric instability of the kind that limits back-action evading measurements [140, 143], we show in the Sec. 5.C that counterrotating terms induce an instability threshold for finite sideband parameter (similar to Ref. 211), and the RWA is only valid for sideband parameters that are bigger than the cooperativities. This is not out of reach [93], but needs to be taken into account in experimental design.

The isolation, detuning, and impedance-matching conditions coincide with those of the DPPA, and we obtain another central result, the scattering matrix

$$
\left(\begin{array}{c}
\hat{U}_{1, \text { out }}  \tag{5.2.2}\\
\hat{V}_{1, \text { out }} \\
\hat{U}_{2, \text { out }} \\
\hat{V}_{2, \text { out }}
\end{array}\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & \sqrt{\mathcal{G}} & 0 & -1
\end{array}\right)\left(\begin{array}{c}
\hat{U}_{1, \text { in }} \\
\hat{V}_{1, \text { in }} \\
\hat{U}_{2, \text { in }} \\
\hat{V}_{2, \text { in }}
\end{array}\right)+\frac{1}{\sqrt{2}}\left(\begin{array}{cccc}
1 & 0 & -1 & 0 \\
0 & 1 & 0 & -1 \\
0 & 0 & 0 & 0 \\
\sqrt{2 \mathcal{F}} & 0 & \sqrt{2 \mathcal{F}} & 0
\end{array}\right)\left(\begin{array}{c}
\hat{X}_{1, \text { in }} \\
\hat{P}_{1, \text { in }} \\
\hat{X}_{2, \text { in }} \\
\hat{P}_{2, \text { in }}
\end{array}\right)
$$

where we defined noise scattering intensity $\mathcal{F} \equiv 4 \mathcal{C}_{2} / \mathcal{C}_{1}^{2}$, gain

$$
\begin{equation*}
\mathcal{G}=\frac{8 \mathcal{C}_{2}\left(2 \mathcal{C}_{1}-1\right)}{\mathcal{C}_{1}^{2}} \tag{5.2.3}
\end{equation*}
$$

mechanical quadratures $\hat{X}_{i}=\left(b_{i}+b_{i}^{\dagger}\right) / \sqrt{2}, \hat{P}_{i}=i\left(b_{i}^{\dagger}-b_{i}\right) / \sqrt{2}$, and optical quadratures $\hat{U}_{i}=\left(\hat{a}_{i}+\hat{a}_{i}^{\dagger}\right) / \sqrt{2}, \hat{V}_{i}=i\left(\hat{a}_{i}^{\dagger}-\hat{a}_{i}\right) / \sqrt{2}$.

The amplifier is phase-sensitive and directional, as only the phase quadrature of the second cavity, $\hat{V}_{2}$, inherits the amplified signal from the phase quadrature of the first cavity, $\hat{V}_{1}$. We calculate the noise added to the signal as before

$$
\begin{equation*}
\mathcal{N}_{\mathrm{DPSA}}=\frac{n_{\mathrm{m}, 1}+n_{\mathrm{m}, 2}+1}{2\left(2 \mathcal{C}_{1}-1\right)}+\frac{\mathcal{C}_{1}}{8 \mathcal{C}_{2}} \frac{\mathcal{C}_{1}}{2 \mathcal{C}_{1}-1}\left(n_{\mathrm{c}, 2}+\frac{1}{2}\right) . \tag{5.2.4}
\end{equation*}
$$

The crucial difference to the DPPA is that the noise stemming from reflection of fluctuations at cavity 2 can also be suppressed, such that in the limit $\mathcal{C}_{2} \gg \mathcal{C}_{1} \gg 1$ added noise vanishes.

To investigate the off-resonant behaviour of the DPSA, we plot forward gain, reverse gain, added noise, and spectral noise density at cavity 1 in Fig. 5.2(c-f) at cooperativities $\mathcal{C}_{1}=\{1,3,10,30\}, \mathcal{C}_{2}=\mathcal{C}_{1}^{2}$. Increasing $\mathcal{C}_{1}$ enhances bandwidth and gain [cf. Fig. 5.2(c)].

At the same time, the mechanical noise is suppressed [cf. Fig. 5.2(e)]. As calculated in more detail in Sec. 5.2.1 below, close to resonance, the reverse scattering behaves the same as for the DPPA $S_{a_{2} \rightarrow a_{1}}(\omega) \approx-i \omega \sqrt{\mathcal{G}} / \Gamma_{\mathrm{m}}$, and the same conclusions apply [cf. Fig. 5.2(d,f)]. The gain-isolation-bandwidth product is $\Gamma_{\mathrm{m}}$. Forward and reverse gain are proportional to $\sqrt{\mathcal{C}_{2}}$, implying an unlimited gain-bandwidth product (cf. Sec. 5.2.1). For equivalent mechanical resonators $\Gamma_{\mathrm{m}, 1}=\Gamma_{\mathrm{m}, 2}=\Gamma_{\mathrm{m}}$ and in the limit $\kappa / \Gamma_{\mathrm{m}} \gg\left\{1, \mathcal{C}_{1}\right\}$, the amplitude gain bandwidth of the DPSA is well approximated by $\Gamma_{\text {gain }}=2 \mathcal{C}_{1} \Gamma_{\mathrm{m}}$.

### 5.2.1 Bandwidth and gain-bandwidth product of DPSA

For the DPSA, we find the scattering amplitudes

$$
\begin{align*}
S_{a_{1} \rightarrow a_{2}^{\dagger}}(\omega) & =\sqrt{2 \mathcal{C}_{2}\left(2 \mathcal{C}_{1}-1\right)}\left(i \omega-\Gamma_{\mathrm{m}}\right) / \mathcal{B}(\omega),  \tag{5.2.5a}\\
S_{a_{2}^{\dagger} \rightarrow a_{1}}(\omega) & =\sqrt{2 \mathcal{C}_{2}\left(2 \mathcal{C}_{1}-1\right)}(-i \omega) / \mathcal{B}(\omega), \quad \text { with }  \tag{5.2.5b}\\
\mathcal{B}(\omega) & =\left(\Gamma_{\mathrm{m}} \kappa^{2}\right)^{-1}(\kappa-i \omega)\left\{\mathcal{C}_{1} \Gamma_{\mathrm{m}}\left[\Gamma_{\mathrm{m}} \kappa-i \omega\left(\Gamma_{\mathrm{m}}+\kappa\right)\right]-(\kappa-2 i \omega) i \omega\left(\Gamma_{\mathrm{m}}-i \omega\right)\right\} . \tag{5.2.5c}
\end{align*}
$$

Since both $S_{2 \rightarrow 1} \propto \sqrt{\mathcal{C}_{2}}$ and $S_{1 \rightarrow 2} \propto \sqrt{\mathcal{C}_{2}}$, we can immediately conclude that the bandwidth is independent of the gain, and the gain-bandwidth product therefore unlimited. Ultimately, the reason for this is that the amplified quadratures are QND variables, such that there is no dynamical backaction, similar to the BAE measurement (Fig. 3.7).

For $\left\{\mathcal{C}_{1} \omega, \mathcal{C}_{1} \Gamma_{\mathrm{m}}\right\} \ll \kappa$, we find

$$
\begin{equation*}
\mathcal{B}(\omega) \approx\left(\Gamma_{\mathrm{m}}-i \omega\right) \Gamma_{\mathrm{m}}^{-1}\left(\mathcal{C}_{1} \Gamma_{\mathrm{m}}-i \omega\right) \tag{5.2.6}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
S_{1 \rightarrow 2}(\omega) \approx \frac{\sqrt{2 \mathcal{C}_{2}\left(2 \mathcal{C}_{1}-1\right)} \Gamma_{\mathrm{m}}}{-\left(\mathcal{C}_{1} \Gamma_{\mathrm{m}}-i \omega\right)}, \quad S_{2 \rightarrow 1}(\omega) \approx \frac{\sqrt{2 \mathcal{C}_{2}\left(2 \mathcal{C}_{1}-1\right)} i \omega \Gamma_{\mathrm{m}}}{-\left(\Gamma_{\mathrm{m}}-i \omega\right)\left(\mathcal{C}_{1} \Gamma_{\mathrm{m}}-i \omega\right)} \tag{5.2.7}
\end{equation*}
$$

such that the gain bandwidth $\Gamma_{1 \rightarrow 2}=2 \mathcal{C}_{1} \Gamma_{\mathrm{m}}$.
To study the departure from isolation, we expand the reverse gain around $\omega=0$. To first order (note that we do not assume $\left\{\mathcal{C}_{1} \omega, \mathcal{C}_{1} \Gamma_{\mathrm{m}}\right\} \ll \kappa$ here)

$$
\begin{equation*}
S_{2 \rightarrow 1}(\omega)=-i \omega \frac{\sqrt{2 \mathcal{C}_{2}\left(2 \mathcal{C}_{1}-1\right)}}{\mathcal{C}_{1} \Gamma_{\mathrm{m}}}+\mathcal{O}\left(\omega^{2}\right)=-i \omega \sqrt{\mathcal{G}} / \Gamma_{\mathrm{m}}+\mathcal{O}\left(\omega^{2}\right) . \tag{5.2.8}
\end{equation*}
$$

Thus, the isolation bandwidth is again of order $\Gamma_{\mathrm{m}} / \sqrt{\mathcal{G}}$ (but note that $\mathcal{G}$ takes different forms for DPSA and DPPA), independent of $\kappa$.

### 5.3 Backward propagating noise and sideband cooling

The noise emitted in the reverse direction is of central importance for directional amplifiers. For both DPPA and DPSA, the output noise spectral density of cavity 1 on resonance is $S_{1, \text { DPSA }}^{N}(0)=S_{1, \text { DPPA }}^{N}(0)=\left(n_{\mathrm{m}, 1}+n_{\mathrm{m}, 2}\right) / 2$. Due to vanishing reflection and directionality, fluctuations incident on the in input port of either cavities do not appear in $a_{1, \text { out }}$ [cf. Eqs. (5.1.9) and (5.2.2)]. The commutation relations of $a_{1, \text { out }}$ then imply $\sum_{j=1}^{2}\left(\left|S_{b_{i} \rightarrow a_{1}}(0)\right|^{2}-\left|S_{b_{i}^{\dagger} \rightarrow a_{1}}(0)\right|^{2}\right)=1$, i.e, mechanical fluctuations have to appear in the output instead. The lowest possible value for $S_{1, \text { out }}$ is 0 , attainable for zero thermal noise quanta in the mechanical resonators.

However, even in state-of-the-art dilution refrigerators, the temperatures required for ground state cooling of the mechanical modes are out of reach, due to their low frequencies. One way to mitigate backward noise emission is to add another microwave mode to the setup that can replace the fluctuations in the output of cavity 1 , essentially realizing a circulator. Without modifying the theory above, one can either increase the resonance frequency of the mechanical modes, which is mainly a technological challenge, or one could resort to external sideband cooling with an auxiliary mode. The latter can achieve $n_{\mathrm{m}} \rightarrow 0$ [42, 43, 212], and has the added benefit of enhancing mechanical linewidths [cf. red (dashed) curve in Figs. 5.1 and 5.2 and Sec. 5.B], though note that for the DPSA there is an additional stringent requirement on the sideband parameter. Whilst this could be done with an additional cavity mode for each resonator, implementing a circuit with four cavity modes coupled to two mechanical resonators is a formidable technical challenge. A problem arises when cooling with only one additional mode, since it can lead to a coupling of the mechanical resonators via the extra cooling mode, thereby changing the topology of the system thus spoiling directionality. As we show in Sec. 5.B, this can be mitigated by detuning each pump by several mechanical linewidths, making cooling with only one additional mode feasible.

### 5.4 Connection to Metelmann-Clerk recipe for directionality

In this section we relate the calculations above to the method for constructing nonreciprocal interactions presented in Ref. 191, which can be understood in terms of reservoir engineering. Clearly, both conditions in Eq. (5.1.3) can only be fulfilled for complex susceptibilities, underscoring the importance of dissipation. In order to distinguish coherent and dissipative parts of the coupling, we compare Eq. (3) with the equations of motion for a nondegenerate
parametric amplifier with interaction Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{int}}=\lambda \hat{a}_{1}^{\dagger} \hat{a}_{2}^{\dagger}+\text { H.c. }, \tag{5.4.1}
\end{equation*}
$$

namely

$$
\left(\frac{\kappa_{1}}{2}+\partial_{t}\right)\left\langle\hat{\mathbf{A}}_{1}\right\rangle=i\left(\begin{array}{cc}
0 & -\lambda  \tag{5.4.2}\\
\lambda^{*} & 0
\end{array}\right)\left\langle\hat{\mathbf{A}}_{2}\right\rangle, \quad\left(\frac{\kappa_{2}}{2}+\partial_{t}\right)\left\langle\hat{\mathbf{A}}_{2}\right\rangle=i\left(\begin{array}{cc}
0 & -\lambda \\
\lambda^{*} & 0
\end{array}\right)\left\langle\hat{\mathbf{A}}_{1}\right\rangle,
$$

where $\hat{\mathbf{A}}_{i} \equiv\left(\hat{a}_{i}, \hat{a}_{i}^{\dagger}\right)^{T}$. The phase of $\lambda$ is arbitrary, as it is determined by the origin of time when going into the rotating frame. Equation (5.4.2) suggests that coherent and dissipative interaction mediated by the mechanical resonators are the sum and difference of $i \mathrm{~T}_{12}$ and $i \mathrm{~T}_{21}$. Thus, the coherent part is

$$
\begin{equation*}
\lambda=\sum_{i} \operatorname{Re}\left[\chi_{\mathrm{m}, i}(0)\right] G_{i 1} J_{i 2}=\sum_{i} \frac{2 \Gamma_{\mathrm{m}, i} G_{i 1} J_{i 2}}{\Gamma_{\mathrm{m}, i}^{2}+4 \delta_{i}^{2}}, \tag{5.4.3}
\end{equation*}
$$

whereas the dissipative part of the interaction is

$$
\begin{equation*}
i \sigma=\sum_{i} i \operatorname{Im}\left[\chi_{\mathrm{m}, i}(0)\right] G_{i 1} J_{i 2}=i \sum_{i} \frac{4 \delta_{i} G_{i 1} J_{i 2}}{\Gamma_{\mathrm{m}, i}^{2}+4 \delta_{i}^{2}} . \tag{5.4.4}
\end{equation*}
$$

Directionality is attained for $\lambda+i \sigma=0$, but $\lambda, \sigma \neq 0$, such that $\lambda-i \sigma \neq 0$, a condition that the driving strengths in Eq. (5.1.2) fulfil. For the DPPA, with Eq. (5), and $\mathcal{C}_{1}=1$ for simplicity, the equations of motion are

$$
\begin{align*}
\left(\kappa_{1}+\partial_{t}\right)\left\langle\hat{\mathbf{A}}_{1}\right\rangle & =i\left(\begin{array}{cc}
0 & -\lambda-i \sigma \\
\lambda^{*}-i \sigma^{*} & 0
\end{array}\right)\left\langle\hat{\mathbf{A}}_{2}\right\rangle=0  \tag{5.4.5a}\\
{\left[\frac{\kappa_{2}}{2}\left(1-\mathcal{C}_{2}\right)+\partial_{t}\right]\left\langle\hat{\mathbf{A}}_{2}\right\rangle } & =i\left(\begin{array}{cc}
0 & -\lambda+i \sigma \\
\lambda^{*}+i \sigma^{*} & 0
\end{array}\right)\left\langle\hat{\mathbf{A}}_{1}\right\rangle=2 i\left(\begin{array}{cc}
0 & \lambda \\
-\lambda^{*} & 0
\end{array}\right)\left\langle\hat{\mathbf{A}}_{1}\right\rangle, \tag{5.4.5b}
\end{align*}
$$

with

$$
\begin{equation*}
\lambda=i \mathrm{~T}_{12}(0) / 2 . \tag{5.4.6}
\end{equation*}
$$

Now that we have discerned which part of the interaction is dissipative and which is coherent, we can map onto a quantum master equation. Following Ref. 191, the way to make a coherent interaction $H=J \hat{a}_{1}^{\dagger} \hat{a}_{2}^{\dagger}+$ H.c. directional is by introducing a dissipative
term in the QME of the form $\Gamma \mathcal{L}[\hat{z}] \hat{\rho}$, with

$$
\begin{equation*}
\hat{z}=\sqrt{2}\left(\cos \theta \hat{a}_{1}+e^{i \varphi} \sin \theta \hat{a}_{2}^{\dagger}\right) \tag{5.4.7}
\end{equation*}
$$

Directionality is obtained for the appropriate choice of $\theta$ and $\varphi$. Indeed, we have

$$
\begin{align*}
& \left\langle\dot{\hat{a}}_{1}\right\rangle=-\left(\kappa_{1} / 2+\Gamma \cos ^{2} \theta\right)\left\langle\hat{a}_{1}\right\rangle+\left(i J-\Gamma \sin \theta \cos \theta e^{i \varphi}\right)\left\langle\hat{a}_{2}^{\dagger}\right\rangle  \tag{5.4.8a}\\
& \left\langle\dot{a}_{2}^{\dagger}\right\rangle=-\left(\kappa_{2} / 2-\Gamma \sin ^{2} \theta\right)\left\langle\hat{a}_{2}^{\dagger}\right\rangle-\left(i J^{*}-\Gamma \sin \theta \cos \theta e^{-i \varphi}\right)\left\langle\hat{a}_{1}\right\rangle . \tag{5.4.8b}
\end{align*}
$$

Setting $\Gamma$ and $\theta$ such that $\Gamma \sin \theta \cos \theta e^{i \varphi}=i J$,

$$
\begin{align*}
& \left(\frac{\kappa_{1}}{2}+|J \cot \theta|+\partial_{t}\right)\left\langle\hat{a}_{1}\right\rangle=0  \tag{5.4.9a}\\
& \left(\frac{\kappa_{2}}{2}-|J \tan \theta|+\partial_{t}\right)\left\langle\hat{a}_{2}^{\dagger}\right\rangle=-2 i J^{*}\left\langle a_{1}\right\rangle . \tag{5.4.9b}
\end{align*}
$$

With $J=\lambda$, the RHS of Eq. (5.4.9) matches Eq. (5.4.5).
In order to appropriately map the Langevin equations onto a master equation, we have to take into account that there are two coherent interactions and two baths. Therefore, we have to repeat this procedure twice, making the two parts of the coherent interaction

$$
\begin{align*}
& i \lambda_{1}=\operatorname{Re}\left[\chi_{\mathrm{m}, 1}(0)\right] G_{11} J_{12}=\frac{\sqrt{\kappa_{1} \kappa_{2} \mathcal{C}_{2}}}{4} e^{i \Phi / 2}  \tag{5.4.10a}\\
& i \lambda_{2}=\operatorname{Re}\left[\chi_{\mathrm{m}, 2}(0)\right] G_{21} J_{22}=\frac{\sqrt{\kappa_{1} \kappa_{2} \mathcal{C}_{2}}}{4} e^{-i \Phi / 2} \tag{5.4.10b}
\end{align*}
$$

individually directional. This yields

$$
\begin{align*}
& \left(\frac{\kappa_{1}}{2}+\sum_{i}\left|\lambda_{i} \cot \theta_{i}\right|+\partial_{t}\right)\left\langle\hat{a}_{1}\right\rangle=0  \tag{5.4.11a}\\
& \left(\frac{\kappa_{2}}{2}-\sum_{i}\left|\lambda_{i} \tan \theta_{i}\right|+\partial_{t}\right)\left\langle\hat{a}_{2}^{\dagger}\right\rangle=-2\left(i \lambda_{1}^{*}+i \lambda_{2}^{*}\right)\left\langle\hat{a}_{1}\right\rangle . \tag{5.4.11b}
\end{align*}
$$

Impedance matching gives $\tan \theta_{i}=4\left|\lambda_{1}\right| / \kappa_{1}$, and we recover Eq. (5.4.5).
To illustrate why two baths are necessary, consider again Eq. (5.4.9), which only has one bath. Choosing $\theta$ such that $|\cot \theta|=\kappa_{1} /(2|J|)$ (impedance matching), we do not quite recover Eq. (5.4.5), but instead find

$$
\begin{equation*}
\frac{\kappa_{2}}{2}\left(1-\mathcal{C}_{2} / 2\right)\left\langle\hat{a}_{2}^{\dagger}\right\rangle=-2 i \lambda^{*}\left\langle\hat{a}_{1}\right\rangle \tag{5.4.12}
\end{equation*}
$$

Whilst this leads to the same interaction (RHS), the self-energies on the LHS differ.

Therefore, we need to theoretically include both baths in order to obtain an accurate representation of our system. The reason for the factor of 2 difference lies in the fact that the coherent interactions differ by $\pi / 2$ in phase, such that $|\lambda|=\left(\left|\lambda_{1}\right|+\left|\lambda_{2}\right|\right) / \sqrt{2}$ [cf. Eq. (5.4.6)].

### 5.5 Conclusion

We have presented quantum-limited, nonreciprocal amplifiers using an optomechanical plaquette comprising two cavities and intermediate mechanical resonators [3, 53]. Such devices carry great promise, as they can be integrated into superconducting circuits and amplify near or at the quantum limit, whilst protecting the signal source from noise. Upon reaching maturity they may become a central component of superconducting circuit quantum computers.

## Appendix

## 5.A Off-resonant terms

In most of this chapter, we have neglect all time-dependent terms in the Hamiltonian. When calibrating pumps and phases, their effect will have to be included. Below, we answer three questions about counterrotating terms. First, do they change the topology of the circuit and therefore make directionality impossible? We find that to a good approximation this is not the case, as we analyze in Sec. 5.A. Second, do off-resonant terms change the effective parameters of the circuit? As in previous studies the answer is yes, detailed in Sections 5.A and 5.C. Third, can off-resonant terms lead to an instability? Again the answer is yes, for sufficiently strong driving or sufficiently low sideband parameter, as described in Sec. 5.C. We also find that the RWA theory is valid for large but finite sideband parameter, after taking into account the effective parameters.

There are two kinds of off-resonant terms contained in Eq. (4.1.4). One, which we term counterrotating terms, which have a time-dependence $\mathcal{O}\left(2 \omega_{\mathrm{m}, i}\right)$, which are usually negligible. The other are much slower off-resonant terms rotating at frequency $\Omega=$ $\omega_{\mathrm{m}, 2}+\delta_{2}-\omega_{\mathrm{m}, 1}-\delta_{1}$, which can have an appreciable effect $[3,53]$. For a related study see Ref. 143. The Hamiltonian describing the off-resonant terms is

$$
\begin{align*}
\hat{H}_{\text {off-resonant }}(t)=- & \sum_{i} \hat{a}_{i}^{\dagger}\left[g_{0, i 2} \alpha_{i 1+} \hat{b}_{2}^{\dagger} e^{i \Omega t}+g_{0, i 2} \alpha_{i 1+} \hat{b}_{2} e^{-i \Omega t}+g_{0, i 1} \alpha_{i 2+} \hat{b}_{1}^{\dagger} e^{-i \Omega t}\right. \\
& \left.+g_{0, i 1} \alpha_{i 2+} \hat{b}_{1} e^{i \Omega t}\right]+ \text { H.c. } \\
=- & \sum_{i} \hat{a}_{i}^{\dagger}\left[e^{i \Omega t}\left(\tilde{J}_{i 2} \hat{b}_{2}^{\dagger}+\tilde{G}_{i 1} \hat{b}_{1}\right)+e^{-i \Omega t}\left(\tilde{G}_{i 2} \hat{b}_{2}+\tilde{J}_{i 1} \hat{b}_{1}^{\dagger}\right)\right]+\text { H.c. }, \tag{5.A.1}
\end{align*}
$$

where $\tilde{G}_{i 1}=G_{i 2} g_{0, i 1} / g_{0, i 2}$ (and the same for $G \leftrightarrow J$ and $1 \leftrightarrow 2$ ). Including $H_{\text {off-resonant }}$, the Hamiltonian is no longer time-independent, but rather periodic, with period $2 \pi / \Omega$. The resulting explicitly time-dependent Langevin equations can be mapped to stationary ones by use of the Floquet formalism from Part I. Writing system operators in terms of Fourier components, for instance $\hat{b}(t)=\sum_{n} \exp (i n \Omega t) \hat{b}^{(n)}(t)$, we obtain Langevin equations
without explicit time-dependence, which are thus diagonal in frequency space

$$
\begin{align*}
\chi_{\mathrm{m}, j}^{-1}(\omega-n \Omega) \hat{b}_{j}^{(n)}(\omega) & =i \sum_{i=1}^{2}\left(\hat{a}_{i}^{(n)} G_{i j}^{*}+\hat{a}_{i}^{(n) \dagger} J_{i j}\right)+\delta_{n, 0} \sqrt{\Gamma_{\mathrm{m}, j}} \hat{b}_{j, \mathrm{in}} \\
& +i \sum_{i=1}^{2}\left(\hat{a}_{i}^{(n \pm 1)} \tilde{G}_{i j}^{*}+\hat{a}_{i}^{(n \pm 1) \dagger} \tilde{J}_{i j}\right),  \tag{5.A.2a}\\
\chi_{\mathrm{c}, i}^{-1}(\omega-n \Omega) \hat{a}_{i}^{(n)}(\omega) & =i \sum_{j=1}^{2}\left(G_{i j} \hat{b}_{j}^{(n)}+J_{i j} \hat{b}_{j}^{(n) \dagger}\right)+\delta_{n, 0} \sqrt{\kappa_{i}} \hat{a}_{i, \mathrm{in}} \\
& +i\left(\tilde{J}_{i 2} \hat{b}_{2}^{(n-1) \dagger}+\tilde{G}_{i 1} \hat{b}_{1}^{(n-1)}+\tilde{G}_{i 2} \hat{b}_{2}^{(n+1)}+\tilde{J}_{i 1} \hat{b}_{1}^{(n+1) \dagger}\right), \tag{5.A.2b}
\end{align*}
$$

where in Eq. (5.A.2)(a), $j=1$ corresponds to the + -sign and $j=2$ to the - -sign. Note that in our conventions $\left[\hat{b}^{(n)}(\omega)\right]^{\dagger}=\hat{b}^{(-n)}(-\omega)$. In principle, Eqs. (5.A.2) constitute an infinitely large set of coupled linear equations (equivalently, an infinitely large matrix to invert). However, the coupling between different Fourier modes is suppressed by the mechanical and optical susceptibilities. In particular, the mechanical susceptibilities are strongly peaked $\left(\Gamma_{\mathrm{m}, i} \ll \Omega\right)$, such that it is a good approximation to let $\hat{b}_{j}^{(n \neq 0)}=0$. Since in this approximation $\hat{b}_{j}=\hat{b}_{j}^{(0)}$, we will omit the superscript (0) for $\hat{b}$ in the following. Another consequence of the approximation is $\hat{a}_{i}^{(n)}=0$ for $|n|>1$.

We can think of $\hat{a}_{i}^{( \pm 1)}$ as four extra, "virtual modes", as is done in Ref. 53. They are given by

$$
\begin{align*}
\hat{a}_{i}^{(1)}(\omega) & =i \chi_{\mathrm{c}, i}(\omega-\Omega)\left[\tilde{J}_{i 2} \hat{b}_{2}^{\dagger}(\omega)+\tilde{G}_{i 1} \hat{b}_{1}(\omega)\right]  \tag{5.A.3a}\\
\hat{a}_{i}^{(-1)}(\omega) & =i \chi_{\mathrm{c}, i}(\omega+\Omega)\left[\tilde{J}_{i 1} \hat{b}_{1}^{\dagger}(\omega)+\tilde{G}_{i 2} \hat{b}_{2}(\omega)\right] \tag{5.A.3b}
\end{align*}
$$

whence we write down the new equation of motion for $\hat{b}$ in Fourier space, e.g.,

$$
\begin{align*}
& \chi_{\mathrm{m}, 1}^{-1}(\omega) \hat{b}_{1}(\omega)=i \sum_{i}\left[G_{i 1}^{*} \hat{a}_{i}^{(0)}+J_{i 1} \hat{a}_{i}^{(0) \dagger}\right]+\sqrt{\Gamma_{\mathrm{m}, 1}} \hat{b}_{1, \mathrm{in}} \\
& -\sum_{i} \chi_{\mathrm{c}, i}(\omega-\Omega)\left[\left(\left|\tilde{G}_{i 1}\right|^{2}-\left|\tilde{J}_{i 1}\right|^{2}\right) \hat{b}_{1}+\left(\tilde{G}_{i 1}^{*} \tilde{J}_{i 2}-\tilde{J}_{i 1} \tilde{G}_{i 2}^{*}\right) \hat{b}_{2}^{\dagger}\right] . \tag{5.A.4}
\end{align*}
$$

The two types of terms that appear due to the off-resonant terms is one proportional to $b_{1}$ that describes off-resonant cooling or heating, which can be incorporated into the susceptibility of the mechanical resonator, but also one that couples the first mechanical resonator to the second. The latter process only occurs when there is a drive on the red sideband of one resonator and one on the blue sideband of the other resonator. This is most easily understood when looking for example at the process underlying the term
$\chi_{\mathrm{m}, 1}(\omega-\Omega) \hat{b}_{2}^{\dagger} \tilde{G}_{11}^{*} \tilde{J}_{12} . \quad \tilde{J}_{12}$ is an interaction that creates a phonon in resonator 2 and a photon in cavity 1 , but the process is off-resonant, meaning that the frequency of the photon created is approximately $\omega_{\mathrm{c}, 1}-\Omega . \tilde{G}_{11}$ shifts the frequencies the other way, such that this term mediates a resonant interaction between the mechanical resonators, with an off-resonant intermediate state. In contrast, $\tilde{J}_{11}$ would create a phonon in resonator 1 and a photon in cavity at frequency $\omega_{\mathrm{c}, 1}+\Omega$. Thus the term $\tilde{J}_{11} \tilde{J}_{12}$ would produce a phonon with frequency $\omega_{\mathrm{m}, 1}-2 \Omega$, a process that is strongly suppressed.

The spurious coupling between the resonators trivially vanishes in four-tone schemes, where one of $G_{i j}$ or $J_{i j}$ is zero for all $i, j$. For more tones, we have to find $\tilde{G}_{i 1}^{*} \tilde{J}_{i 2}-\tilde{J}_{i 1} \tilde{G}_{i 2}^{*}=$ $G_{i 1}^{*} J_{i 2}-J_{i 1} G_{i 2}^{*}$. This vanishes for the DPSA, since in the case $i=1$, there are only red drives, and for $i=2$, the coupling strengths are the same $J_{2 j}=G_{2 j}$ [see Eq. (5.2.1)]. Thus we can eliminate the off-resonant Fourier modes and write their effect as a self energy that modifies the susceptibility $\chi_{\mathrm{m}, i}^{-1}(\omega) \rightarrow \chi_{\mathrm{m}, i}^{-1}(\omega)+\Sigma_{1}(\omega)$, with

$$
\begin{equation*}
\Sigma_{1}(\omega)=\sum_{i}\left(\frac{g_{0, i 1}}{g_{0, i 2}}\right)^{2} \chi_{\mathrm{c}, i}(\omega-\Omega)\left(\left|G_{i 2}\right|^{2}-\left|J_{i 2}\right|^{2}\right) \tag{5.A.5}
\end{equation*}
$$

(for $b_{2}$, we do $1 \leftrightarrow 2$ ). For the DPPA, we obtain

$$
\begin{align*}
& \Sigma_{1}^{\mathrm{DPPA}}=\left(\frac{g_{0,11}}{g_{0,12}}\right)^{2} \chi_{\mathrm{c}, 1}(\omega-\Omega) \frac{\mathcal{C}_{1} \Gamma_{\mathrm{m}, 2} \kappa_{1}}{4}-\left(\frac{g_{0,21}}{g_{0,22}}\right)^{2} \chi_{\mathrm{c}, 2}(\omega-\Omega) \frac{\mathcal{C}_{2} \Gamma_{\mathrm{m}, 2} \kappa_{2}}{4}, \\
& \Sigma_{2}^{\mathrm{DPPA}}=\left(\frac{g_{0,12}}{g_{0,11}}\right)^{2} \chi_{\mathrm{c}, 1}(\omega-\Omega) \frac{\mathcal{C}_{1} \Gamma_{\mathrm{m}, 1} \kappa_{1}}{4}-\left(\frac{g_{0,22}}{g_{0,21}}\right)^{2} \chi_{\mathrm{c}, 2}(\omega-\Omega) \frac{\mathcal{C}_{2} \Gamma_{\mathrm{m}, 1} \kappa_{2}}{4}, \tag{5.A.6}
\end{align*}
$$

whereas for the DPSA, the self-energies read

$$
\begin{align*}
& \Sigma_{1}^{\mathrm{DPSA}}=\left(\frac{g_{0,11}}{g_{0,12}}\right)^{2} \chi_{\mathrm{c}, 1}(\omega-\Omega) \frac{\mathcal{C}_{1} \Gamma_{\mathrm{m}, 2} \kappa_{1}}{4},  \tag{5.A.7}\\
& \Sigma_{2}^{\mathrm{DPSA}}=\left(\frac{g_{0,12}}{g_{0,11}}\right)^{2} \chi_{\mathrm{c}, 1}(\omega-\Omega) \frac{\mathcal{C}_{1} \Gamma_{\mathrm{m}, 1} \kappa_{1}}{4} .
\end{align*}
$$

Eqs. (5.A.7) do not have a contribution from the drives on the second cavity, because the blue and red drives are balanced, such that the dynamical backaction cancels.

In the end, in an approximation where we neglect the frequency dependence of the self energies [i.e., $\chi_{\mathrm{c}, i} \approx\left(\kappa_{i} / 2+i \Omega\right)^{-1}$ ], which is valid for small frequencies around resonance $\omega \ll \Omega, \kappa_{i}$, the effect of the complex self-energies can be subsumed as a change of damping and detuning parameters.

We stress again that the other important conclusion from this analysis is that the offresonant terms do not change the topology of the circuit, neither in the DPPA nor in the


Figure 5.3: Off-resonant cooling with one extra mode. (a) The plaquette is extended with another cavity mode. It is clear from this figure that coupling this cavity mode to both mechanical resonators changes the topology of the plaquette. This is why we go into some length to show that detuning the extra mode by a sufficient amount mitigates this problem. (b) The third cavity mode is pumped with two tones close to the red sidebands of mechanical oscillators, at frequencies $\omega_{\mathrm{c}, 3}-\omega_{\mathrm{m}, j}+\Delta_{j}$, with detunings $\Delta_{1}=-\Delta_{2}=\Delta \gg \Gamma_{\mathrm{m}, j}$. The detuning ensures that phonons are prevented from hopping from one resonator to the other. (c-f) We plot forward gain, reverse gain, forward added noise, and backward noise spectrum for fixed coupling strengths (i.e., not fixed cooperativities), but with increasingly large off-resonant cooling. Parameters are $\kappa_{2}=\kappa_{1}=\kappa, \Gamma_{\mathrm{m}, 1}=\Gamma_{\mathrm{m}, 2}=\Gamma=10^{-4} \kappa \times \Lambda, \delta_{1}=\Gamma \delta, \delta_{2}=-\Gamma \delta, \delta=\sqrt{2 \mathcal{C}_{1}-1}$, $\mathcal{C}_{1}=4 G_{11}^{2} /(\kappa \gamma), G_{11}=\exp (i \Phi / 2) 0.2 \kappa, G_{21} \exp (-i \Phi / 2) 0.2 \kappa, G_{12}=G_{22}=$ $J_{12}=J_{22}=2 \kappa, J_{11}=J_{21}=0, n_{\mathrm{c}, 1}=n_{\mathrm{c}_{2}}=0, n_{\mathrm{m}, 1}=n_{\mathrm{m}, 2}=1000 / \Lambda$. Cooling parameter takes the values $\Lambda=\{50,100,500,1000\}$ as the colour of the curve varies from black to orange. Note that we plot these curves as functions of frequency in units of $\kappa$, unlike Figs. 5.1 and 5.2.

DPSA, such that the theory presented above applies to a very good approximation. The embedding into a Floquet ansatz explains how the extra modes and their properties arise in the description of Ref. 53.

## 5.B Off-resonant cooling with auxiliary mode

The above calculation can be repeated for the proposed off-resonant cooling with a third cavity mode. This involves two drives detuned from the sidebands of the mechanical resonator (or one drive roughly in the middle of the two sidebands). For instance, consider pumps at frequencies $\omega_{\mathrm{c}, 3}-\omega_{\mathrm{m}, j}+\Delta_{j}$, where $\omega_{\mathrm{c}, 3}$ is the frequency of the third cavity mode, $\Delta_{1}=\Delta, \Delta_{2}=-\Delta$, and $\Delta \gg \Gamma_{\mathrm{m}, j}$. This leads to similar off-resonant terms as above, namely,

$$
\begin{equation*}
\hat{H}_{\text {cool }}=-\hat{a}_{3}^{\dagger}\left(e^{-i \Delta t} G_{31} \hat{b}_{1}+e^{i \Delta t} G_{32} \hat{b}_{2}\right)+\text { H.c. } \tag{5.B.1}
\end{equation*}
$$

This adds another contribution to the self-energy, similar to above

$$
\begin{equation*}
\Sigma_{j}^{\mathrm{cool}}(\omega)=\chi_{\mathrm{c}, 3}(\omega)\left|G_{3 j}\right|^{2} \approx \frac{2}{\kappa_{3}}\left|G_{3 j}\right|^{2} \tag{5.B.2}
\end{equation*}
$$

The detuning choice ensures that phonons cannot hop from one resonator to the other via the auxiliary mode. The final result of this treatment is a new, enhanced damping rate $\Gamma_{\text {eff }}$. However, the noise strength in the Langevin equations is unchanged. We can write

$$
\begin{equation*}
\dot{\hat{b}}=\ldots+\sqrt{\Gamma_{\mathrm{m}}} \hat{b}_{\mathrm{in}}=\ldots+\sqrt{\Gamma_{\mathrm{eff}}} \tilde{b}_{\mathrm{in}} \tag{5.B.3}
\end{equation*}
$$

where the new effective noise has correlators $\left\langle\tilde{b}_{\mathrm{in}}(t) \tilde{b}_{\mathrm{in}}\left(t^{\prime}\right)\right\rangle=n_{\mathrm{th}} \delta\left(t-t^{\prime}\right) \times\left(\Gamma_{\mathrm{m}} / \Gamma_{\text {eff }}\right)=$ $n_{\mathrm{th}} \delta\left(t-t^{\prime}\right) / \Lambda$, where we have introduced a cooling parameter $\Lambda=\Gamma_{\text {eff }} / \Gamma_{\mathrm{m}}$. In effect, we have modified parameters $\Gamma_{\text {eff }}=\Lambda \Gamma_{\mathrm{m}}$ and $n_{\text {eff }}=n_{\text {th }} / \Lambda$, parametrize by $\Lambda$, with the remainder of the Langevin equations unchanged.

The effect of cooling with an additional drive is illustrated for the DPSA in Fig. 5.3. In this figure, we show the plaquette with the extra cooling mode, and plot the gain and noise in both directions for fixed coupling constants, but for varying levels of cooling $\Lambda$. The reason for keeping the coupling rates rather than the cooperativities unchanged is that high cooperativities become unattainable for strongly broadened mechanical resonators. We observe that the auxiliary cooling negatively affects gain, and forward added noise, which is due to the effective decrease in cooperativity. On the other hand, the isolation bandwidth is increased, since it depends on the mechanical linewidth. Most importantly though, the backward noise can be strongly reduced.

## 5.C Stability

## 5.C. 1 Theory

It is important to know in which regimes the rotating-wave approximation (RWA) is valid. In order to numerically analyze the system beyond the RWA, we use the Hamiltonian Eq. (4.1.4), but now keep all of the terms. In the resulting Hamiltonian, there are two frequencies present, $\omega_{\mathrm{m}, 2}+\delta_{1}$ and $\omega_{\mathrm{m}, 2}+\delta_{2}$. Our approach is taken from Ref. 1, but now extended to incorporate two frequencies. Note that other approaches are possible [211]. In fact, we will choose the two frequencies to be $\tilde{\Omega}_{1}=\omega_{\mathrm{m}, 1}+\delta_{1}+\omega_{\mathrm{m}, 2}+\delta_{2}$ and $\tilde{\Omega}_{2}=\omega_{\mathrm{m}, 1}+\delta_{1}-\omega_{\mathrm{m}, 2}-\delta_{2}$, since it will lead to a more compact Floquet matrix. If we restrict the theory to only the second Fourier frequency $\tilde{\Omega}_{2}$ we recover the theory from the two sections above. While this does capture changes in effective parameters, it does not
show instabilities that are present in the full description. Collecting all system variables into a vector $\hat{\mathbf{x}}=\left(\hat{b}_{1}, \hat{b}_{1}^{\dagger}, \hat{b}_{2}, \hat{b}_{2}^{\dagger}, \hat{a}_{1}, \hat{a}_{1}^{\dagger}, \hat{a}_{2}, \hat{a}_{2}^{\dagger}\right)^{T}$, we can write the equations of motion as

$$
\begin{equation*}
\dot{\hat{\mathbf{x}}}=\mathrm{A}(t) \hat{\mathrm{x}}+\mathrm{L} \hat{\mathrm{x}}_{\mathrm{in}} \tag{5.C.1}
\end{equation*}
$$

where the dynamical matrix $A(t)$ is sometimes called Langevin matrix and

$$
\begin{equation*}
\mathrm{L}=\operatorname{diag}\left(\sqrt{\Gamma_{\mathrm{m}, 1}}, \sqrt{\Gamma_{\mathrm{m}, 1}}, \sqrt{\Gamma_{\mathrm{m}, 2}}, \sqrt{\Gamma_{\mathrm{m}, 2}}, \sqrt{\kappa_{1}}, \sqrt{\kappa_{1}}, \sqrt{\kappa_{2}}, \sqrt{\kappa_{2}}\right) . \tag{5.C.2}
\end{equation*}
$$

Since the Hamiltonian has two Fourier frequencies, we can write the Langevin matrix in terms of its Fourier components as well

$$
\begin{equation*}
\mathrm{A}(t)=\sum_{m, n} e^{i m \tilde{\Omega}_{1} t+i n \tilde{\Omega}_{2} t} \mathbf{A}^{(m, n)} \tag{5.C.3}
\end{equation*}
$$

For the Hamiltonian we consider, the non-zero Fourier components $\mathrm{A}^{(m, n)}$ are those with $|m|,|n| \leq 1$. We can do the same to $\mathbf{x}$, which defines $\mathbf{x}^{(m, n)}(t)$. However the Fourier components of x will still contain fluctuations, so they are not time-independent. We additionally perform a Fourier transform of all Fourier components of $\mathbf{x}$, so that we can finally write the original equation of motion (5.C.1) as $(\forall m, n)$

$$
\begin{equation*}
i\left(\omega-\tilde{\Omega}_{1} m-\tilde{\Omega}_{2} n\right) \mathbf{x}^{(m, n)}(\omega)+\sum_{k=-1}^{1} \sum_{l=-1}^{1} \mathrm{~A}^{(k, l)} \mathbf{x}^{(m-k, n-l)}(\omega)=-\delta_{m, 0} \delta_{n, 0} \mathrm{~L} \mathbf{x}_{\mathrm{in}}(\omega) . \tag{5.C.4}
\end{equation*}
$$

While in principle there are infinitely many coupled equations (one for each combination of $m, n \in \mathbb{Z}$ ), we have to truncate at a certain number to make the problem tractable. From the truncated matrix we calculate the scattering matrix between the Fourier modes. Of particular interest here is the scattering between the zeroth Fourier modes, for we are interested in a signal on resonance. Forward and reverse gain are defined in the same way as above, except that they now refer to the equivalent elements in relation to the scattering matrix between the zeroth Fourier modes.

In general, we can distinguish four different regimes. For sideband parameters $\omega_{\mathrm{m}, i} / \kappa$, $\left(\omega_{\mathrm{m}, 1}-\omega_{\mathrm{m}, 2}\right) / \kappa$ that are very large in comparison to the cooperativities $\mathcal{C}_{i j}=G_{i j} /\left(\kappa_{i} \omega_{\mathrm{m}, j}\right)$, the RWA theory is fully valid. As the sideband parameters decrease, there is a regime where the effective parameters of the systems start to change. Since isolation relies on fine-tuning parameters, it is very sensitive to such a change of parameters. The RWA theory can be restored when working with renormalized parameters or when numerically optimizing the plaquette phase, as we demonstrate below. As the nonresonant terms become even stronger, i.e., through increasing cooperativities or a lower sideband parameter, the system
has a qualitatively different response. Finally, there is a regime where the system invariably becomes unstable (cf. also Ref. 211).

In the whole section we take $\kappa_{1}=\kappa_{2}=\kappa$ and $\Gamma_{\mathrm{m}, 1}=\Gamma_{\mathrm{m}, 2}=\Gamma_{\mathrm{m}}=10^{-2} \kappa$ and choose units such that $\kappa=1$ for simplicity. Our proposed additional sideband cooling can increase $\Gamma_{\mathrm{m}}$ beyond that value. We note that a mechanical damping rate $\Gamma_{\mathrm{m}}=\kappa$ quantitatively changes our conclusions below, since it enhances the detrimental effect of the counterrotating terms, but that the results are qualitatively the same.

## 5.C. 2 Optimizing coupling rates at finite sideband parameters

Here we show by example (cf. Fig. 5.4) that for moderate sideband parameters and cooperativities, optimizing the plaquette phase leads to near ideal behaviour.


Figure 5.4: Optimizing coupling parameters for weak off-resonant terms. For finite sideband parameters, the RWA is not fully valid. The left panel shows forward and backward gain of the DPSA when using the coupling parameters of the ideal RWA theory. In the middle panel we have numerically optimized the plaquette phase. As comparison, the right panel shows the ideal theory. Parameters are $\mathcal{C}_{1}=4, \mathcal{C}_{2}=16, \omega_{\mathrm{m}, 1} / \kappa=$ $5, \omega_{\mathrm{m}, 2} / \kappa=20$. Although the differences may appear subtle, we can quantify them (all on resonance): For unoptimized parameters, reverse gain is 0.23 , whereas forward gain is 61 . After optimizing, we have reverse gain of the order of $2 \times 10^{-17}$, which is essentially 0 within numerical errors, and forward gain 55 . The ideal theory predicts 0 and 56 .

## 5.C.3 Qualitative and quantitative deviations from ideal theory

For larger coupling rates we enter the regime where qualitative differences appear and the quantitative difference increase further. This is illustrated in Fig. 5.5. Optimizing the plaquette phase still recovers isolation, as before, but forward gain takes a qualitatively different form and is considerably reduced in comparison with ideal theory.


Figure 5.5: Optimizing coupling parameters for strong off-resonant terms. Increasing the coupling strength further, we enter the regime where qualitative differences appear. The left panel shows forward and backward gain of the DPSA when using the coupling parameters of the ideal RWA theory. In the middle panel we have numerically optimized the plaquette phase. As comparison, the right panel shows the ideal theory. Parameters are $\mathcal{C}_{1}=6, \mathcal{C}_{2}=36, \omega_{\mathrm{m}, 1} / \kappa=5, \omega_{\mathrm{m}, 2} / \kappa=20$. While in Fig. 5.4 the differences were only quantitative, here the forward gain in the middle panel shows a strong deviation from ideal theory (right panel). Again we list forward and reverse gain on resonance: unoptimized parameters, reverse/forward gain of 12.7 and 105, after optimizing, reverse/forward gain are $\sim 8 \times 10^{-17}$ and 44.2. As a comparison, the ideal theory predicts 0 and 88 .

## 5.C. 4 Instability threshold

In this subsection we demonstrate a method to find the instability threshold. We find that for a sideband parameter $\Omega / \kappa \gg 1$ the eigenvectors are centred around a specific Fourier frequency and only mix with adjacent frequencies, due to the fact that the coupling is highly off-resonant. In the converse case, the eigenvectors are spread out over many Fourier frequencies. Thus, in the resolved sideband regime, we have to include only few Fourier frequencies. Furthermore, due to the truncation at a certain Fourier index, there are eigenvectors that are concentrated at the edges of the Fourier domain that are not eigenvectors of the infinitely big matrix. After solving the eigenvalue problem, we therefore select only those eigenvectors that have an appreciable support at the zeroth Fourier component. We then look for the instability in this restricted set of modes. We observe that there is an instability that occurs for certain cooperativities. For an analysis in a related system, see Ref. 211.

We plot the instability threshold (in units of $\kappa$ ) as a function of resonator frequency in Fig. 5.6. Note however that the plots in this section have been obtained for driving parameters given by the ideal theory. We can make some progress through optimizing the driving parameters in the presence of the off-resonant terms, as discussed in the previous subsections.


Figure 5.6: Instability threshold. We plot the cooperativity at which the instability occurs as a function of the two sideband parameters, $\omega_{\mathrm{m}, 1} / \kappa$ and $\omega_{\mathrm{m}, 2} / \kappa$. The onset of stability is defined as the cooperativity $\mathcal{C}_{1}$ (note $\mathcal{C}_{2}=\mathcal{C}_{1}^{2}$ ) at the real part of one of the eigenvalues becomes positive. The set of eigenvalues is restricted to those belonging to eigenvectors with support at the zeroth Fourier component.

## 6 Nonreciprocity for fermions from reservoir engineering

### 6.1 Introduction

Transport through nanoelectronic structures has been a thriving research field for many years, with quantum dots (QDs) being a prime example [213]. Goals of this effort include high precision currents from single-electron pumps [214-218] and quantum devices encoding information with single electrons or electron spins [219-221]. One important aspect of transport is current rectification. It can be achieved through the Pauli spin blockade in double quantum dots (DQDs) [222-225] or through Coulomb blockade in triple quantum dots [226, 227]. In both cases, rectification is a result of many-body effects with an electron trapped permanently in one of the QDs.

Reservoir engineering promises robust generation of quantum states through designed environments [12]. It has been applied to trapped atoms [228], trapped ions [229-231], circuit quantum electrodynamics [232-234], and cavity optomechanics [44-46, 51, 121, 235]. Recently, it has been exploited for promising magnetic-field-free directional devices for photons [3,52-54, 189, 191]. Surprisingly, fermionic reservoir engineering is virtually unexplored, except for situations where the system couples to spin [236] or bosonic degrees of freedom [237] of the reservoir.

In this chapter, we present a novel mechanism for rectification in a DQD that works on the single-particle level and relies on dissipation in a reservoir shared between both dots, which has been published as Ref. 5. In contrast to Refs 236 and 237, the engineered reservoir exchanges fermions with the system. The mechanism is based on a directional interaction that arises due to interference of coherent (from a Hamiltonian) and dissipative coupling (from a shared reservoir). It mirrors the mechanism for bosonic directionality in Chapters 4 and 5, but this chapter shows that the mechanism is independent of particle statistics [191]. The relative phase of coherent and dissipative coupling is controlled by an externally applied magnetic field and can be tuned to yield forward directionality, backward


Figure 6.1: Double quantum dot (DQD) in contact with three reservoirs. We consider a single energy level in each dot, with annihilation operator $\hat{c}_{1}, \hat{c}_{2}$. Electrons can tunnel between the two sites with complex amplitude $\lambda$. Each dot is tunnel-coupled to a reservoir (denoted left and right lead, playing the role of source and drain) whose chemical potential can be controlled by externally applied voltages. The crucial feature of our proposal is that both sites are additionally tunnel-coupled to a shared reservoir that induces non-local electron loss.
directionality, or reciprocal transport. It is therefore a form of passive coherent control, in contrast to active feedback control [238, 239], with potentially interesting consequences for quantum thermodynamics [240].

We unearth the directionality mechanism using a simple weak-coupling quantum master equation (QME) and corroborate our analysis with the exact solution obtained from the Laplace transform of the equations of motion, which shows that the current-voltage characteristics are smoothed out over the width of the energy levels. Finally, we discuss experimental implementation, and the impact of other physical effects on directionality, including non-Markovianity of the reservoir. Our work introduces fermionic reservoir engineering, paving the way to a new class of nanoelectronic devices, with applications in electronic quantum information technology and precision current generation.

This chapter was published in essentially the same form as Ref. 5.

### 6.2 Model

We consider a serial double quantum dot (DQD) in a magnetic field, where each site is tunnel-coupled to a lead, and both are connected to a shared electronic reservoir (see Fig. 6.1). We assume that the energy level spacing in each dot is large compared to other parameters in the problem and that the chemical potentials are sufficiently low such that we only need to consider one level per dot. If the applied magnetic field induces a large energy splitting between the spin states, such that only one spin state is relevant, we can
drop the spin index. Under these assumptions, the Hamiltonian of the system is $(\hbar=1)$

$$
\begin{align*}
\hat{H} & =\hat{H}_{\text {sys }}+\hat{H}_{\text {res }}+\hat{H}_{\text {sys-res }}  \tag{6.2.1a}\\
\hat{H}_{\text {sys }} & =\sum_{i=1}^{2} \varepsilon_{i} \hat{n}_{i}+\lambda \hat{c}_{1}^{\dagger} \hat{c}_{2}+\lambda^{*} \hat{c}_{2}^{\dagger} \hat{c}_{1},  \tag{6.2.1b}\\
\hat{H}_{\text {res }} & =\sum_{\alpha=1,2, B} \sum_{k} \varepsilon_{k, \alpha} \hat{b}_{k, \alpha}^{\dagger} \hat{b}_{k, \alpha},  \tag{6.2.1c}\\
\hat{H}_{\text {sys-res }} & =-\sum_{k} \sum_{i=1}^{2} \hat{c}_{i}^{\dagger}\left(G_{k, i} \hat{b}_{k, B}+J_{k, i} \hat{b}_{k, i}\right)+\text { H.c. } \tag{6.2.1d}
\end{align*}
$$

Here, $\hat{n}_{i}=\hat{c}_{i}^{\dagger} \hat{c}_{i}$ is the fermionic number operator for site $i, \lambda$ the complex tunnelling amplitude between the dots, $\hat{b}_{k, \alpha}$ are the annihilation operators for fermions in the reservoirs, and $G_{k, i}, J_{k, i}$ are real couplings of the sites to the reservoir modes.

In presence of a magnetic field, electrons moving in a closed loop pick up a phase proportional to the flux through the loop. In our system, the only closed loop is formed by the two dots with the shared reservoir (cf. Fig. 6.1). In Eq. (6.2.1) we have chosen a gauge in which the resulting Peierls phase $\Phi$ is associated with the inter-dot coupling $\lambda=|\lambda| \exp (i \Phi)$. This phase is the crucial ingredient to obtain destructive interference between coherent and dissipative interaction. While time-reversal symmetry is broken by dissipation, the applied magnetic field breaks the symmetry under exchange of 1 and 2.

Without the shared reservoir, Eq. (6.2.1) is the standard Hamiltonian for a serial DQD [241-244]. In contrast to previous work, we include a third, shared reservoir, which can be realized experimentally by tunnel-coupling both sites to a wire or a 2D electron gas parallel to the structure. We propose a specific experiment below (Fig. 6.5).

Let us first explore the mechanism for directionality within the quantum master equation (QME). It is derived assuming the system is weakly coupled to its reservoirs and the BornMarkov approximation is valid [245]. The QME takes the Lindblad form (derivation in Appendix 6.A)

$$
\begin{equation*}
\dot{\hat{\rho}}_{S}=-i\left[\tilde{H}_{\mathrm{sys}}, \hat{\rho}_{S}\right]+\sum_{j}\left[\gamma_{j}^{-} \mathcal{D}\left(\hat{c}_{j}\right)+\gamma_{j}^{+} \mathcal{D}\left(\hat{c}_{j}^{\dagger}\right)\right] \hat{\rho}_{S}+\left[\gamma_{B}^{+} \mathcal{D}\left(\hat{c}_{1}^{\dagger}+\hat{c}_{2}^{\dagger}\right)+\gamma_{B}^{-} \mathcal{D}\left(\hat{c}_{1}+\hat{c}_{2}\right)\right] \hat{\rho}_{S}, \tag{6.2.2}
\end{equation*}
$$

with

$$
\begin{align*}
\tilde{H}_{\mathrm{sys}} & =\tilde{\varepsilon}\left(\hat{n}_{1}+\hat{n}_{2}\right)+\tilde{\delta} 2\left(\hat{n}_{1}-\hat{n}_{2}\right)+\left(\tilde{\lambda} \hat{c}_{1}^{\dagger} \hat{c}_{2}+\text { H.c. }\right),  \tag{6.2.3a}\\
\gamma_{\alpha}^{+} & =\Gamma_{\alpha} f\left(\varepsilon-\mu_{\alpha}\right), \quad \gamma_{\alpha}^{-}=\Gamma_{\alpha}\left[1-f\left(\varepsilon-\mu_{\alpha}\right)\right] \tag{6.2.3b}
\end{align*}
$$

where the tilde denotes that the parameters have been renormalized by the self-energy


Figure 6.2: Current-voltage characteristics. We plot the currents $\left\langle\hat{I}_{1}\right\rangle$ (blue), $\left\langle\hat{I}_{12}\right\rangle$ (yellow), $\left\langle\hat{I}_{2}\right\rangle$ (red) for strong coupling [Eq. (6.4.2), in solid, dark] and weak coupling (dotted, light), at zero temperature, as a function of the bias, where $V_{1} \equiv 2\left(\mu_{1}-\varepsilon\right) /\left(\Gamma_{B}+\right.$ $\left.\Gamma_{\text {lead }}\right)=-V_{2}$, for weak (left), intermediate (middle) and strong (right) inter-dot coupling relative to the coupling to the leads. The currents are plotted in units of $I_{0}=\Gamma_{B} \Gamma_{\text {lead }} /\left(\Gamma_{B}+\Gamma_{\text {lead }}\right)$. In reverse bias, current from lead 2 flows into the shared reservoir, but current never flows into lead 1 and both $\left\langle\hat{I}_{1}\right\rangle$ and $\left\langle\hat{I}_{12}\right\rangle$ go to zero. In forward (positive) bias, current flows from lead 1 to 2 , but the current into lead 2 is at most half of the current leaving lead 1 , which happens in the "impedance-matched" case where the inter-dot coupling rate $2|\lambda|=\Gamma_{B}$ equals the lead coupling rate $\Gamma_{\text {lead }}$. As the asymmetry in $\Gamma_{B} / \Gamma_{\text {lead }}$ grows, more electrons get directed into the shared reservoir [cf. Eq. (6.4.2)].
due to the reservoirs, and $\tilde{\varepsilon} \equiv\left(\tilde{\varepsilon}_{1}+\tilde{\varepsilon}_{2}\right) / 2, \tilde{\delta} \equiv \tilde{\varepsilon}_{1}-\tilde{\varepsilon}_{2}$. In the remainder of this chapter we will drop the tilde again. The index $\alpha$ runs over ( $1,2, B$ ). The dissipation rates depend on the reservoir density of states at energy $\varepsilon$ and the coupling amplitudes, which has been combined into the overall rate $\Gamma_{\alpha}$, as detailed in Appendix 6.A. $f(\varepsilon)=$ $\left\{\exp \left[\varepsilon /\left(k_{B} T\right)\right]+1\right\}^{-1}$ is the Fermi-Dirac distribution. We assume all reservoirs to be at the same temperature, but allow the chemical potential to vary between the reservoirs, as they will be set by the applied voltages.

There is extensive literature about whether the QME should be derived with respect to local degrees of freedom or with respect to global energy eigenstates of the system [246-248]. In thermodynamic equilibrium, global dissipators tend to be more accurate, but in out-of-equilibrium situations, it has been shown that local dissipators model transport behaviour more accurately [248], which is why we have employed local dissipators here. In order to show that they do indeed capture the appropriate physics, we compare to the exact solution for reservoirs with infinite bandwidth below.

### 6.3 Directionality

Consider the equation of motion for the expectation value of the number of electrons on site $1, \hat{n}_{1}$, derived from Eq. (6.2.2)

$$
\begin{align*}
\frac{d}{d t}\left\langle\hat{n}_{1}\right\rangle= & -\left(\Gamma_{1}+\Gamma_{B}\right)\left\langle\hat{n}_{1}\right\rangle-i\left\langle\lambda \hat{c}_{1}^{\dagger} \hat{c}_{2}-\lambda^{*} \hat{c}_{2}^{\dagger} \hat{c}_{1}\right\rangle \\
& -\frac{\Gamma_{B}}{2}\left\langle\hat{c}_{1}^{\dagger} \hat{c}_{2}+\hat{c}_{2}^{\dagger} \hat{c}_{1}\right\rangle+\left(\gamma_{B}^{+}+\gamma_{1}^{+}\right) . \tag{6.3.1}
\end{align*}
$$

The terms in this equation describe (in order): loss of electrons into two reservoirs, coherent tunnelling of electrons between the two sites, dissipative coupling arising from the nonlocal dissipator, and a constant rate of fermions added from the reservoirs. The term $-i\left\langle\lambda \hat{c}_{1}^{\dagger} \hat{c}_{2}-\lambda^{*} \hat{c}_{2}^{\dagger} \hat{c}_{1}\right\rangle$ is the current between the two sites. It is cancelled by the succeeding term in Eq. (6.3.1) if

$$
\begin{equation*}
\lambda=i \Gamma_{B} / 2 \tag{6.3.2}
\end{equation*}
$$

which causes destructive interference between the coherent and the dissipative process [191]. This choice for $\lambda$, which we adopt for the rest of the chapter, makes $\left\langle\hat{n}_{1}\right\rangle$ independent of site 2 , which is the essence of isolation. Crucially, the same is not true for site 2 , as we have

$$
\begin{align*}
\frac{d}{d t}\left\langle\hat{n}_{2}\right\rangle & =-\left(\Gamma_{2}+\Gamma_{B}\right)\left\langle\hat{n}_{1}\right\rangle+i\left\langle\lambda \hat{c}_{1}^{\dagger} \hat{c}_{2}-\lambda^{*} \hat{c}_{2}^{\dagger} \hat{c}_{1}\right\rangle  \tag{6.3.3}\\
& -\frac{\Gamma_{B}}{2}\left\langle\hat{c}_{1}^{\dagger} \hat{c}_{2}+\text { H.c. }\right\rangle+\left(\gamma_{B}^{+}+\gamma_{2}^{+}\right),
\end{align*}
$$

such that for our choice [Eq. (6.3.2)] the current from site 1 to site 2 is enhanced. Mathematically, this happens because the phase in the coherent interaction is conjugated $\left(\lambda^{*} \hat{c}_{2}^{\dagger} \hat{c}_{1}\right)$ when exchanging 1 and 2 , whereas the dissipator $\left[\mathcal{D}\left(\hat{c}_{1}+\hat{c}_{2}\right)\right]$ is symmetric.

While the QME enables a simple analysis, we gain confidence in our result by deriving the exact solution directly from the equations of motion, which is also valid for strong coupling. Using the Laplace transform $\tilde{c}(z) \equiv \int_{0}^{\infty} \exp (-z t) c(t) d t$ allows us to write the equations of motion as algebraic ones

$$
\begin{align*}
& \left(\begin{array}{ll}
z+i \varepsilon_{1}+i \Sigma_{1}(z) & i \lambda+\sum_{k} \frac{G_{k, 1} G_{k, 2}}{z+i \varepsilon_{k, B}} \\
i \lambda^{*}+\sum_{k} \frac{G_{k, 2} G_{k, 1}}{z+i \varepsilon_{k, B}} & z+i \varepsilon_{2}+i \Sigma_{2}(z)
\end{array}\right)\binom{\tilde{c}_{1}(z)}{\tilde{c}_{2}(z)}  \tag{6.3.4}\\
& =\binom{\hat{c}_{1}(0)+\sum_{k} \frac{i G_{k, 1}}{z+i \varepsilon_{k, B}} \hat{b}_{k, B}(0)+\sum_{k} \frac{i J_{k, 1}}{z+i k_{k, 1}} \hat{b}_{k, 1}(0)}{\hat{c}_{2}(0)+\sum_{k} \frac{i G_{k, B}}{z+i \varepsilon_{k, B}} \hat{b}_{k, B}(0)+\sum_{k} \frac{i J_{k, 2}}{z+i \varepsilon_{k, 2}} \hat{b}_{k, 2}(0)}
\end{align*}
$$

with

$$
\begin{equation*}
i \Sigma_{j}(z)=\sum_{k}\left(\frac{G_{k, j}^{2}}{z+i \varepsilon_{k, B}}+\frac{J_{k, j}^{2}}{z+i \varepsilon_{k, j}}\right) \rightarrow \int \frac{d \omega}{2 \pi}\left(\frac{\Gamma_{j, B}(\omega)}{z+i \omega}+\frac{\Gamma_{j}(\omega)}{z+i \omega}\right) \tag{6.3.5}
\end{equation*}
$$

The matrix on the left-hand side of Eq. (6.3.4) describes similar physical effects as the QME. $\Sigma_{i}(z)$ is a complex self-energy induced by the coupling to the two reservoirs, which describes loss (imaginary part) and renormalization of the energy (real part). The inter-dot coupling $\lambda$ is also modified by an equivalent term, which captures the interference of coherent and dissipative coupling. Finally, the right-hand side of Eq. (6.3.4) contains the initial state of the system. The correlators between the reservoir modes contain information about chemical potential and temperature of the reservoir.

For a dense set of reservoir modes, we can replace the sums over energy eigenstates (denoted symbolically by $\sum_{k}$ ), as done in Eq. (6.3.5). In order to match the exact solution to the QME, we choose the reservoir spectral density to be flat, i.e., $\Gamma_{\alpha}(\omega)=\Gamma_{\alpha}$. Assuming for simplicity that $\Gamma_{1, B}=\Gamma_{2, B} \equiv \Gamma_{B}$ (full solution in Appendix 6.D), directionality is attained again for $\lambda=i \Gamma_{B} / 2$, in agreement with Eq. (6.3.2). Furthermore, the fact that this effect occurs in the equations of motion for the operators $c_{1}, c_{2}$ [Eq. (6.3.4)] is clear evidence that directionality arises due to interference.

### 6.4 Currents

Ultimately, the relevant quantities in experiment are the currents between the sites and through the leads. We derive them below for both the QME and the exact solution.

Together with the equation of motion for the expectation value of the inter-dot current operator $\hat{I}_{12}=-\Gamma_{B}\left(\hat{c}_{1}^{\dagger} \hat{c}_{2}+\hat{c}_{2}^{\dagger} \hat{c}_{1}\right) / 2$ the QME yields a closed system of equations which is solved to obtain the steady-state expectation value (cf. Appendix 6.B)

$$
\begin{equation*}
\left\langle\hat{I}_{12}\right\rangle=\frac{\Gamma_{B}^{2} \Gamma_{\text {lead }}\left[f\left(\varepsilon-\mu_{1}\right)-f\left(\varepsilon-\mu_{B}\right)\right]}{\left(\Gamma_{B}+\Gamma_{\text {lead }}\right)^{2}+\delta^{2}}, \tag{6.4.1}
\end{equation*}
$$

where we have set $\Gamma_{i} \equiv \Gamma_{\text {lead }}$ for simplicity. Equation (6.4.1) is a key result of our analysis. In order to obtain fully directional transport we need $\gamma_{B}^{+}=0$, attained for $\varepsilon-\mu_{B} \gg k_{B} T$, such that electrons from the shared reservoir do not enter the system. In this case, the current is always non-negative, the hallmark of directional transport. This is the regime we consider in the rest of the chapter.

In Eq. (6.4.1), $\delta$ is the energy difference between the two sites. If it is large compared to the dissipation rates, the two fermionic modes do not overlap, and current is suppressed.


Figure 6.3: Current flow in forward and reverse bias. We show how currents flow in a DQD with impedance-matched inter-dot and dot-lead coupling rates $\Gamma_{B}=\Gamma_{\text {lead }}$, and in the directional regime $\lambda=i \Gamma_{B} / 2$. In reverse bias, the whole current from the lead is absorbed in the shared reservoir, and no current arrives in the left lead. On the other hand, in forward bias, half of the current is absorbed by the shared reservoir, and the other half is transmitted, which can be seen in Eq. (6.4.2).

If $\delta$ is negligible, and for strong bias ( $\mu_{1}-\varepsilon \gg k_{B} T$, such that $\gamma_{1}^{+}=\Gamma_{\text {lead }}$ ), we have $\left\langle\hat{I}_{12}\right\rangle \approx \Gamma_{B}^{2} \Gamma_{\text {lead }} /\left(\Gamma_{B}+\Gamma_{\text {lead }}\right)^{2}$, and we identify two limits. If $\Gamma_{B} \gg \Gamma_{\text {lead }}$, inter-dot coupling is large compared to dot-lead coupling, and the current is dominated by the rate at which electrons are added: $\left\langle\hat{I}_{12}\right\rangle \approx \Gamma_{\text {lead }}$. Conversely, if $\Gamma_{B} \ll \Gamma_{\text {lead }}$, the current is dominated by the rate at which electrons are shuttled from site 1 to 2 : $\left\langle\hat{I}_{12}\right\rangle \approx \Gamma_{B}^{2} / \Gamma_{\text {lead }}$.

Intriguingly, current from the shared reservoir reduces $\left\langle\hat{I}_{12}\right\rangle$. While it could seem surprising or worrying that electrons seemingly flow against directionality, it is a natural consequence of the fact that the directionality originates from interference. Electrons on site 2 have zero amplitude of travelling to site 1, but this is not true for electrons from the shared reservoir, which are added in a superposition on sites 1 and 2. Despite this, our system is not a circulator, as can be seen from the asymmetry between the currents from the three terminals (cf. Appendix 6.B).

To verify Eq. (6.4.1), we present the exact solution obtained from Eq. (6.3.4), and compare it to the QME in Fig. 6.2. Inverting the Laplace transform yields the real-time solution for all operators, whose correlators converge to stationary values in the long-time
limit, which are generically expressed as integrals over all energies. At zero temperature, the inter-dot current $\left\langle\hat{\mathcal{I}}_{12}\right\rangle$ and the current leaving lead $i=1,2,\left\langle\hat{\mathcal{I}}_{i}\right\rangle$, become

$$
\begin{align*}
& \left\langle\hat{\mathcal{I}}_{1}\right\rangle=I_{0} \mathcal{I}_{s}\left(V_{1}\right), \quad\left\langle\hat{\mathcal{I}}_{12}\right\rangle=\frac{I_{0} \Gamma_{\text {lead }}}{\Gamma_{B}+\Gamma_{\text {lead }}} \mathcal{I}_{d}\left(V_{1}\right),  \tag{6.4.2a}\\
& \left\langle\hat{\mathcal{I}}_{2}\right\rangle=I_{0} \mathcal{I}_{s}\left(V_{2}\right)-\frac{2 \Gamma_{B}}{\Gamma_{B}+\Gamma_{\text {lead }}}\left\langle\hat{\mathcal{I}}_{12}\right\rangle . \tag{6.4.2b}
\end{align*}
$$

where the scaled chemical potential $V_{\alpha} \equiv 2\left(\mu_{\alpha}-\varepsilon\right) /\left(\Gamma_{B}+\Gamma_{\text {lead }}\right)$, and we have defined $I_{0} \equiv\left(\Gamma_{B} \Gamma_{\text {lead }}\right) /\left(\Gamma_{B}+\Gamma_{\text {lead }}\right)$ and the currents through a single $(s)$ and double ( $d$ ) dot

$$
\begin{equation*}
\mathcal{I}_{s}(V)=\frac{1}{2}+\frac{\tan ^{-1}(V)}{\pi}, \quad \mathcal{I}_{d}(V)=\mathcal{I}_{s}(V)+\frac{V}{\pi\left(1+V^{2}\right)} \tag{6.4.3}
\end{equation*}
$$

which are the integral over a Lorentzian and the square of a Lorentzian, respectively (illustrated in Fig. 6.4). Alternatively, $V$ can be considered a voltage scaled to the energy of the site $\varepsilon$.

It is known that $I_{0}$ is the maximum current through a mode (per spin) [249] and that current through a mode is proportional to the area under the lineshape up to the chemical potential [249]. At finite temperature, $\mathcal{I}_{s, d}$ are modified, but Eq. (6.4.2) remains unchanged. We distinguish expectation values in the exact solution by using a calligraphic $\mathcal{I}$, even though the current operator is the same in both cases. The QME result (at $\delta=0$ ) can be obtained from Eq. (6.4.2) by replacing

$$
\begin{equation*}
\mathcal{I}_{s, d}(V) \quad \rightarrow \quad f(\mu-\varepsilon) . \tag{6.4.4}
\end{equation*}
$$

Essentially, the weak-coupling QME neglects the finite width of the modes.
We plot the current-voltage characteristics for symmetric bias, $V_{2}=-V_{1}$, zero temperature, and $V_{B} \rightarrow-\infty$ for both solutions in Fig. 6.2. The current leaving the first lead coincides with current through a single dot [244], reflected in $\mathcal{I}_{s}$. The second lead additionally receives current from the first lead, which passes through both dots and hence has a characteristic given by $\mathcal{I}_{d}$.

The current is clearly directional, in the sense that current never enters the first lead, even in reverse bias. However, some current is directed into the shared reservoir. In the ideal case, where inter-dot coupling and dot-lead coupling rates are matched, $\Gamma_{B}=\Gamma_{\text {lead }}$, and for $V_{1} \gg 1,\left\langle\hat{\mathcal{I}}_{1}\right\rangle \rightarrow I_{0}$, whereas $\left\langle\hat{\mathcal{I}}_{2}\right\rangle \rightarrow-I_{0} / 2$ and half of the current flows into the shared reservoir, as shown in Fig. 6.3. Away from that point the amount of current lost increases steadily [cf. Eq. (6.4.2) and Fig. 6.2].


Figure 6.4: Form of characteristic functions. $\mathcal{I}_{s}\left(\mathcal{I}_{d}\right)$ is the integral over a normalized Lorentzian (squared) from $-\infty$ to the normalized chemical potential $V$.


Figure 6.5: Potential experimental implementation with a gated GaAs/AlGaAs heterostructure. Gates that expel the 2D electron gas are drawn in dark grey.

### 6.5 Experimental implementation

Our proposal can be realized in gated $\mathrm{GaAs} / \mathrm{AlGaAs}$ heterostructures, a well-established platform for QDs [213, 250], where related systems are a reality [251-253]. Directionality requires finely tuned coupling rates, which are achievable in current experiments [254-256]. Island gates with magnetic flux have been implemented before [251, 253]. A magnetic flux of $\Phi_{0} / 4$ threading an area of $0.01 \mu \mathrm{~m}^{2}$-a typical scale for experiments [250-253, 257]requires a magnetic field of approximately 50 mT , which is routinely achieved. If not confined to the island, this magnetic field simultaneously serves to spin-polarize the dots.

### 6.6 Discussion

One important open question concerns the effects of structure in the various reservoirs on the directionality properties. In Eq. (6.3.4) we see that isolation occurs when $i \lambda=$ $-\int(d \omega / 2 \pi) \Gamma_{B}(\omega) /(z+i \omega)$, independent of the leads, such that we can confidently conclude that structure in the leads does not impact directionality-though clearly a finite bandwidth of the shared reservoir does. We expect isolation to work well when the characteristic frequency range $\Delta \Gamma$ over which the reservoir density of states changes is large compared to the width of the system modes, $\Delta \Gamma \gg \Gamma_{B}, \Gamma_{\text {lead }}$. If this condition is not fulfilled, one would have to resort to one of the several numerical approaches that have been developed to tackle non-Markovian reservoirs [258]. Approaches that extend the mode space of the quantum system [259] might be particularly suitable.

Decoherence processes that couple to the number operator, such as the phonon reservoir or the Coulomb interaction, do not affect the mechanism for directionality, since the equation of motion for $\hat{n}_{i}$ does not change when dissipators such as $\mathcal{D}\left(\hat{n}_{1}\right)$ or $\mathcal{D}\left(\hat{n}_{1} \pm \hat{n}_{2}\right)$ are added. The current between the dots, however, is reduced as the coherence between the sites is lost, akin to a quantum Zeno effect.

A more realistic double quantum dot model might include a non-linear Coulombrepulsion term $\xi \hat{c}_{1}^{\dagger} \hat{c}_{1} \hat{c}_{2}^{\dagger} \hat{c}_{2}$ in Eq. (6.2.1). It is not immediately clear how such a term modifies directionality. While it precludes the straightforward solution via equations of motion, it commutes with $\hat{n}_{1}, \hat{n}_{2}, \hat{I}_{12}$, and thus does not alter the QME result, but the QME derived here might cease to be applicable.

Finally, since the equations are linear, the QME result can easily be generalized to $\lambda \neq i \Gamma_{B} / 2$, which could become relevant for experiment.

### 6.7 Conclusion

We have introduced fermionic reservoir engineering in DQDs and shown that a third reservoir shared between both sites of a serial DQD leads to current rectification. The effect is robust to various sources of decoherence and is observable with current quantum dot technology.

## Appendix

## 6.A Dissipators in quantum master equation

In the Born-Markov approximation, the equation of motion for the density matrix is given by the QME [245]

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}_{S}(t)=-\int_{0}^{\infty} d s \operatorname{tr}_{B}\left[\hat{H}_{I}(t),\left[\hat{H}_{I}(t-s), \hat{\rho}_{S}(t) \otimes \hat{\rho}_{B}\right]\right] \tag{6.A.1}
\end{equation*}
$$

where $\hat{H}_{I}(t)$ is the interaction-picture Hamiltonian for the interaction with the reservoirs. Here we take the bare Hamiltonian $\hat{H}_{0}=\varepsilon\left(\hat{n}_{1}+\hat{n}_{2}\right)+\hat{H}_{\text {res }}$ and leave out the energy splitting $\hat{H}_{\delta}=(\delta / 2)\left(\hat{n}_{1}-\hat{n}_{2}\right)$ as well as inter-dot coupling $\hat{H}_{\lambda}=\lambda \hat{c}_{1}^{\dagger} \hat{c}_{2}+\lambda^{*} \hat{c}_{2}^{\dagger} \hat{c}_{1}$, such that the interaction-picture Hamiltonian for the system-reservoir coupling becomes

$$
\begin{equation*}
\hat{H}_{I}(t)=-\sum_{k} \sum_{j=1}^{2} \hat{c}_{j}^{\dagger} e^{i \varepsilon t}\left(G_{k, j} \hat{b}_{k, B} e^{i k x_{i}-i \varepsilon_{k, B} t}+J_{k, j} \hat{b}_{k, j} e^{-i \varepsilon_{k, j} t}\right)+\text { H.c. } \tag{6.A.2}
\end{equation*}
$$

The reservoir density matrix $\hat{\rho}_{B}$ remains unchanged over time (Born approximation). Here, we will assume it to be thermal, with a fixed chemical potential, such that the occupation of each mode is given by the Fermi-Dirac distribution. If there are no correlations between the reservoirs, we can treat them separately.

The part that couples site $j$ to lead $j$

$$
\begin{equation*}
\hat{H}_{I, j}(t)=-\sum_{k} \hat{c}_{j}^{\dagger} e^{i \varepsilon t} J_{k, j} \hat{b}_{k, j} e^{-i \varepsilon_{k} t}+\text { H.c. } \tag{6.A.3}
\end{equation*}
$$

leads to a contribution to the QME

$$
\begin{equation*}
\dot{\hat{\rho}}_{S}=\left|J_{k_{0}, j}\right|^{2} 2 \pi \nu_{j}(\varepsilon)\left[\left(1-f_{j}(\varepsilon)\right) \mathcal{D}\left(\hat{c}_{j}\right)+f_{j}(\varepsilon) \mathcal{D}\left(\hat{c}_{j}^{\dagger}\right)\right] \hat{\rho}_{S}-i \operatorname{Re}\left[\Sigma_{j}\right]\left[\hat{c}_{j}^{\dagger} \hat{c}_{j}, \hat{\rho}_{S}\right]+\cdots \tag{6.A.4}
\end{equation*}
$$

where $k_{0}$ is the wavevector at which $\varepsilon_{k_{0}}=\varepsilon, f_{j}(\varepsilon)=\left\{1+\exp \left[\left(\varepsilon-\mu_{j}\right) /\left(k_{B} T_{j}\right)\right]\right\}^{-1}$, and the dots denote that this is only part of the equation of motion for $\hat{\rho}_{S}$. The first
term corresponds to incoherent particle loss or gain, depending on temperature, chemical potential, and the energy of the site. The second term renormalizes the energy of the site by the self-energy $\operatorname{Re}\left[\Sigma_{j}\right] \equiv \sum_{k}\left|J_{k, j}\right|^{2} \mathrm{P}\left(1 /\left(\varepsilon_{k}-\varepsilon\right)\right)$, where P denotes the principal part.

We repeat the analysis for the shared reservoir

$$
\begin{equation*}
\hat{H}_{I, B}(t)=-\sum_{j} \hat{c}_{j}^{\dagger} G_{k, j} \hat{b}_{k, B} e^{i \varepsilon t+i k x_{j}-i \varepsilon_{k, B} t}+\text { H.c. } \tag{6.A.5}
\end{equation*}
$$

Going through the same procedure as before, we arrive at

$$
\begin{align*}
\dot{\hat{\rho}}_{S} & =-\sum_{k, i, j}\left\{\left(1-f_{B}\left(\varepsilon_{k}\right)\right)\left[G_{i j}(k, t)\left(\hat{c}_{i}^{\dagger} \hat{c}_{j} \hat{\rho}-\hat{c}_{j} \hat{\rho} \hat{c}_{i}^{\dagger}\right)+G_{i j}^{*}(k, t)\left(-\hat{c}_{i} \hat{\rho} \hat{c}_{j}^{\dagger}+\hat{\rho} \hat{\rho}_{j}^{\dagger} \hat{c}_{i}\right)\right]\right. \\
& \left.+f_{B}\left(\varepsilon_{k}\right)\left[G_{i j}(k, t)\left(-\hat{c}_{i}^{\dagger} \hat{\rho} \hat{c}_{j}+\hat{\rho} \hat{c}_{j} \hat{c}_{i}^{\dagger}\right) G_{i j}^{*}(k, t)\left(\hat{c}_{i} \hat{c}_{j}^{\dagger} \hat{\rho}-\hat{c}_{j}^{\dagger} \hat{\rho} \hat{c}_{i}\right)\right]\right\}+\cdots, \tag{6.A.6}
\end{align*}
$$

with

$$
\begin{equation*}
G_{i j}(k, t)=G_{k, i} G_{k, j}^{*} e^{i k\left(x_{i}-x_{j}\right)}\left(\mathrm{P} \frac{-1}{i\left(\varepsilon_{k}-\varepsilon\right)}+\pi \delta\left(\varepsilon_{k}-\varepsilon\right)\right) \tag{6.A.7}
\end{equation*}
$$

Rearranging yields

$$
\begin{align*}
\dot{\hat{\rho}}_{S} & =\sum_{k} 2 \pi \delta\left(\varepsilon_{k}-\varepsilon\right)\left[\left(1-f_{B}\left(\varepsilon_{k}\right)\right) \mathcal{D}\left(\hat{z}_{k}\right) \hat{\rho}_{S}+f_{B}\left(\varepsilon_{k}\right) \mathcal{D}\left(\hat{z}_{k}^{\dagger}\right) \hat{\rho}_{S}\right]  \tag{6.A.8}\\
& +\mathrm{P} \frac{1}{i\left(\varepsilon_{k}-\varepsilon\right)}\left[\hat{z}_{k}^{\dagger} \hat{z}_{k}, \hat{\rho}_{S}\right]+\cdots,
\end{align*}
$$

with

$$
\begin{equation*}
\hat{z}_{k} \equiv G_{k, 1}^{*} e^{-i k x_{1}} \hat{c}_{1}+G_{k, 2}^{*} e^{-i k x_{2}} \hat{c}_{2} \tag{6.A.9}
\end{equation*}
$$

The first term can be evaluated, due to the presence of the delta function, and the second can be written as an effective Hamiltonian. We further assume

- that the reservoir dispersion relation is symmetric at the energy $\varepsilon$, i.e., that $\varepsilon_{-k_{0}}=\varepsilon_{k_{0}}$. This can be tuned with a current through the reservoir, which may be another way to obtain a complex phase, and directionality without a magnetic field. Note that the factor of 2 disappears because the density of states includes the states at positive and negative wavevector, which we have to write out explicitly.
- symmetric coupling $G_{k, i}=G_{k}$ with $G_{k_{0}} \in \mathbb{R}$ without loss of generality.

Including the two individual leads, we arrive at the QME in Lindblad form

$$
\begin{equation*}
\dot{\hat{\rho}}_{S}=-i\left[\tilde{H}_{\mathrm{sys}}, \hat{\rho}_{S}\right]+\sum_{j}\left[\gamma_{j}^{-} \mathcal{D}\left(\hat{c}_{j}\right)+\gamma_{j}^{+} \mathcal{D}\left(\hat{c}_{j}^{\dagger}\right)\right] \hat{\rho}_{S}+\left[\gamma_{B}^{+} \mathcal{D}\left(\hat{c}_{1}^{\dagger}+\hat{c}_{2}^{\dagger}\right)+\gamma_{B}^{-} \mathcal{D}\left(\hat{c}_{1}+\hat{c}_{2}\right)\right] \hat{\rho}_{S}, \tag{6.A.10}
\end{equation*}
$$

with

$$
\begin{align*}
\tilde{H}_{\text {sys }} & =\hat{H}_{0}+\hat{H}_{\delta}+\hat{H}_{\lambda}+\hat{H}_{\text {self-energies }},  \tag{6.A.11a}\\
\gamma_{B}^{+} & =2 \pi G_{k_{0}}^{2} \nu_{B}(\varepsilon) f_{B}(\varepsilon) \cos \left[k_{0}\left(x_{1}-x_{2}\right)\right],  \tag{6.A.11b}\\
\gamma_{B}^{-} & =2 \pi G_{k_{0}}^{2} \nu_{B}(\varepsilon)\left[1-f_{B}(\varepsilon)\right] \cos \left[k_{0}\left(x_{1}-x_{2}\right)\right],  \tag{6.A.11c}\\
\gamma_{j}^{+} & =2 \pi J_{k_{0}, j} \nu_{j}(\varepsilon) f_{j}(\varepsilon)+2 \pi \nu_{B}(\varepsilon) G_{k_{0}}^{2} f_{B}(\varepsilon)\left\{1-\cos \left[k_{0}\left(x_{1}-x_{2}\right)\right]\right\},  \tag{6.A.11d}\\
\gamma_{j}^{-} & =2 \pi J_{k_{0}, j} \nu_{j}(\varepsilon)\left[1-f_{j}(\varepsilon)\right]+2 \pi \nu_{B}(\varepsilon) G_{k_{0}}^{2}\left[1-f_{B}(\varepsilon)\right]\left\{1-\cos \left[k_{0}\left(x_{1}-x_{2}\right)\right]\right\}, \tag{6.A.11e}
\end{align*}
$$

and where $H_{\text {self-energies }}$ is the sum of the terms in Eqs. (6.A.4) and (6.A.8). In order to derive the exact form of the dissipation rates, we started by assuming the coupling rates to the shared reservoir take the form $G_{k} e^{i \varepsilon_{k, i} x}$. This specific form is unlikely to be present in a realistic system. However, the resulting $\cos (\phi)$ term can be used to parametrize the imbalance between the reservoir couplings, with $\phi$ varying from $-\pi / 2$ to $\pi / 2$. This will modify the precise form of the rates, but not change the physics fundamentally. These are subtleties that we do not wish to address in this chapter, and hence we set $\cos \left[k_{0}\left(x_{1}-x_{2}\right)\right]=1$.

With this choice, we arrive at the expressions in the main text

$$
\begin{equation*}
\gamma_{\alpha}^{+}=\Gamma_{\alpha} f_{\alpha}(\varepsilon), \quad \gamma_{\alpha}^{-}=\Gamma_{\alpha}\left[1-f_{\alpha}(\varepsilon)\right], \tag{6.A.12a}
\end{equation*}
$$

where $\alpha \in\{1,2, B\}$, and $\Gamma_{\alpha} \equiv \gamma_{\alpha}^{+}+\gamma_{\alpha}^{-}$. Note that if the temperature is equal across all reservoirs, we can write $f_{\alpha}(\varepsilon)=f\left(\varepsilon-\mu_{\alpha}\right)$, with $f(\varepsilon)=\left\{1+\exp \left[\varepsilon /\left(k_{B} T\right)\right]\right\}^{-1}$, as is done in the main text.

## 6.B Solution of equations of motion

From the master equation, we derive the equations of motion for the site occupation

$$
\begin{align*}
\frac{d}{d t}\left\langle\hat{n}_{1}\right\rangle & =-\left(\Gamma_{1}+\Gamma_{B}\right)\left\langle\hat{n}_{1}\right\rangle-i\left\langle\lambda \hat{c}_{1}^{\dagger} \hat{c}_{2}-\lambda^{*} \hat{c}_{2}^{\dagger} \hat{c}_{1}\right\rangle-\frac{\Gamma_{B}}{2}\left\langle\hat{c}_{1}^{\dagger} \hat{c}_{2}+\text { H.c. }\right\rangle+\left(\gamma_{B}^{+}+\gamma_{1}^{+}\right),  \tag{6.B.1a}\\
\frac{d}{d t}\left\langle\hat{n}_{2}\right\rangle & =-\left(\Gamma_{2}+\Gamma_{B}\right)\left\langle\hat{n}_{2}\right\rangle+i\left\langle\lambda \hat{c}_{1}^{\dagger} \hat{c}_{2}-\lambda^{*} \hat{c}_{2}^{\dagger} \hat{c}_{1}\right\rangle-\frac{\Gamma_{B}}{2}\left\langle\hat{c}_{1}^{\dagger} \hat{c}_{2}+\text { H.c. }\right\rangle+\left(\gamma_{B}^{+}+\gamma_{2}^{+}\right),  \tag{6.B.1b}\\
\frac{d}{d t}\left\langle\hat{c}_{1}^{\dagger} \hat{c}_{2}\right\rangle & =\left(i \delta-\Gamma_{y}\right)\left\langle\hat{c}_{1}^{\dagger} \hat{c}_{2}\right\rangle+i \lambda^{*}\left\langle\hat{n}_{2}-\hat{n}_{1}\right\rangle-\frac{\Gamma_{B}}{2}\left\langle\hat{n}_{1}+\hat{n}_{2}\right\rangle+\gamma_{B}^{+}, \tag{6.B.1c}
\end{align*}
$$

having defined $\Gamma_{B} \equiv \gamma_{B}^{+}+\gamma^{-}, \Gamma_{j}=\gamma_{j}^{+}+\gamma_{j}^{-}$, and $\Gamma_{y} \equiv \Gamma_{B}+\left(\Gamma_{1}+\Gamma_{2}\right) / 2$. Setting $\lambda=i \Gamma_{B} / 2$, we arrive at

$$
\begin{align*}
\frac{d\left\langle\hat{n}_{1}\right\rangle}{d t} & =-\left(\Gamma_{1}+\Gamma_{B}\right)\left\langle\hat{n}_{1}\right\rangle+\gamma_{1}^{+}+\gamma_{B}^{+},  \tag{6.B.2a}\\
\frac{d\left\langle\hat{n}_{2}\right\rangle}{d t} & =-\left(\Gamma_{2}+\Gamma_{B}\right)\left\langle\hat{n}_{2}\right\rangle+\gamma_{2}^{+}+\gamma_{B}^{+}-\Gamma_{B}\left\langle\hat{c}_{1}^{\dagger} \hat{c}_{2}+\hat{c}_{2}^{\dagger} \hat{c}_{1}\right\rangle,  \tag{6.B.2b}\\
\frac{d}{d t}\left\langle\hat{c}_{1}^{\dagger} \hat{c}_{2}\right\rangle & =\left(i \delta-\Gamma_{y}\right)\left\langle\hat{c}_{1}^{\dagger} \hat{c}_{2}\right\rangle-\Gamma_{B}\left\langle\hat{n}_{1}\right\rangle+\gamma_{B}^{+} . \tag{6.B.2c}
\end{align*}
$$

The steady-state solution is obtained by setting Eqs. (6.B.2) to zero

$$
\begin{align*}
\left\langle\hat{n}_{1}\right\rangle & =\frac{\gamma_{1}^{+}+\gamma_{B}^{+}}{\Gamma_{1}+\Gamma_{B}}  \tag{6.B.3a}\\
\left\langle\hat{c}_{1}^{\dagger} \hat{c}_{2}\right\rangle & =\frac{\Gamma_{1} \gamma_{B}^{+}-\Gamma_{B} \gamma_{1}^{+}}{\left(\Gamma_{1}+\Gamma_{B}\right)\left(\Gamma_{y}-i \delta\right)},  \tag{6.B.3b}\\
\left\langle\hat{n}_{2}\right\rangle & =\frac{\gamma_{2}^{+}+\gamma_{B}^{+}}{\Gamma_{2}+\Gamma_{B}}+\frac{2 \Gamma_{y} \Gamma_{B}\left(\Gamma_{B} \gamma_{1}^{+}-\Gamma_{1} \gamma_{B}^{+}\right)}{\left(\Gamma_{1}+\Gamma_{B}\right)\left(\Gamma_{2}+\Gamma_{B}\right)\left(\Gamma_{y}^{2}+\delta^{2}\right)} . \tag{6.B.3c}
\end{align*}
$$

In the limit considered in the main text, $\Gamma_{i}=\Gamma_{\text {lead }}, \Gamma_{i, B}=\Gamma_{B}, \delta=0$, and zero temperature, these turn into

$$
\begin{align*}
\left\langle\hat{n}_{1}\right\rangle & =\frac{\Gamma_{\text {lead }} \Theta\left(V_{1}\right)+\Gamma_{B} \Theta\left(V_{B}\right)}{\Gamma_{\text {lead }}+\Gamma_{B}}  \tag{6.B.4a}\\
\left\langle\hat{c}_{1}^{\dagger} \hat{c}_{2}\right\rangle & =\frac{\Gamma_{\text {lead }} \Gamma_{B}}{\left(\Gamma_{\text {lead }}+\Gamma_{B}\right)^{2}}\left[\Theta\left(V_{B}\right)-\Theta\left(V_{1}\right)\right]  \tag{6.B.4b}\\
\left\langle\hat{n}_{2}\right\rangle & =\frac{\Gamma_{\text {lead }} \Theta\left(V_{2}\right)+\Gamma_{B} \Theta\left(V_{B}\right)}{\Gamma_{\text {lead }}+\Gamma_{B}}+\frac{2 \Gamma_{B}^{2} \Gamma_{\text {lead }}}{\left(\Gamma_{\text {lead }}+\Gamma_{B}\right)^{3}}\left[\Theta\left(V_{1}\right)-\Theta\left(V_{B}\right)\right], \tag{6.B.4c}
\end{align*}
$$

where $\Theta$ is the Heaviside step function.

## 6.C Lead currents and inter-dot current operator

In order to find the current flowing from one site 1 to site 2, we consider the Heisenberg equation of motion for the number of particles at site 1 (in the absence of reservoirs)

$$
\begin{equation*}
\dot{\hat{n}}_{1}=i\left[\hat{H}_{S}, \hat{n}_{2}\right]=-i\left(\lambda \hat{c}_{1}^{\dagger} \hat{c}_{2}-\lambda^{*} \hat{c}_{2}^{\dagger} \hat{c}_{1}\right)=\frac{\Gamma_{B}}{2}\left(\hat{c}_{1}^{\dagger} \hat{c}_{2}+\hat{c}_{2}^{\dagger} \hat{c}_{1}\right) . \tag{6.C.1}
\end{equation*}
$$

We can interpret the RHS as the current from site 2 to 1 or as minus the current from site 1 to 2 . Its expectation value in the steady-state of the full model is

$$
\begin{align*}
\left\langle\hat{I}_{12}\right\rangle & =-\frac{\Gamma_{B}}{2}\left\langle\hat{c}_{1}^{\dagger} \hat{c}_{2}+\hat{c}_{2}^{\dagger} \hat{c}_{1}\right\rangle=\frac{\Gamma_{B} \Gamma_{y}}{\Gamma_{y}^{2}+\delta^{2}} \frac{\Gamma_{B} \gamma_{1}^{+}-\Gamma_{1} \gamma_{B}^{+}}{\Gamma_{1}+\Gamma_{B}}  \tag{6.C.2}\\
& \xrightarrow{\Gamma_{i}=\Gamma_{\text {lead }}} \Gamma_{B}^{2} \frac{\Gamma_{B} \gamma_{1}^{+}-\Gamma_{\text {lead }} \gamma_{B}^{+}}{\left(\Gamma_{\text {lead }}+\Gamma_{B}\right)^{2}+\delta^{2}} .
\end{align*}
$$

The currents between the sites and the reservoirs have to be found in a slightly roundabout way. Considering again the equations of motion for the number of particles on site 1 , we can write it as

$$
\begin{equation*}
\frac{d}{d t}\left\langle\hat{n}_{1}\right\rangle=\gamma_{1}^{+}\left(1-\left\langle\hat{n}_{1}\right\rangle\right)-\gamma_{1}^{-}\left\langle\hat{n}_{1}\right\rangle-\Gamma_{B}\left\langle\hat{n}_{1}\right\rangle+\gamma_{B}^{+} . \tag{6.C.3}
\end{equation*}
$$

This form makes it clear that the current from the left lead to the first site is given by

$$
\begin{equation*}
\left\langle\hat{I}_{1}\right\rangle=\gamma_{1}^{+}\left(1-\left\langle\hat{n}_{1}\right\rangle\right)-\gamma_{1}^{-}\left\langle\hat{n}_{1}\right\rangle . \tag{6.C.4}
\end{equation*}
$$

Analogously we can find the current from the right lead onto site $2,\left\langle\hat{I}_{2}\right\rangle$. Plugging in the solution above,

$$
\begin{align*}
& \left\langle\hat{I}_{1}\right\rangle=\frac{\Gamma_{B} \gamma_{1}^{+}-\Gamma_{1} \gamma_{B}^{+}}{\Gamma_{1}+\Gamma_{B}}  \tag{6.C.5a}\\
& \left\langle\hat{I}_{2}\right\rangle=\frac{\Gamma_{B} \gamma_{2}^{+}-\Gamma_{2} \gamma_{B}^{+}}{\Gamma_{2}+\Gamma_{B}}-\frac{2 \Gamma_{y} \Gamma_{2} \Gamma_{B}\left(\Gamma_{B} \gamma_{1}^{+}-\Gamma_{1} \gamma_{B}^{+}\right)}{\left(\Gamma_{1}+\Gamma_{B}\right)\left(\Gamma_{2}+\Gamma_{B}\right)\left(\Gamma_{y}^{2}+\delta^{2}\right)} \tag{6.C.5b}
\end{align*}
$$

## 6.D Exact solution through Laplace transform

We derive the following equations of motion from the Hamiltonian in the main text

$$
\begin{align*}
\dot{\hat{c}}_{1} & =-i \varepsilon_{1} \hat{c}_{1}-i \lambda \hat{c}_{2}+i \sum_{k}\left(G_{k, 1} \hat{b}_{k, B}+J_{k, 1} \hat{b}_{k, 1}\right),  \tag{6.D.1a}\\
\dot{\hat{c}}_{2} & =-i \varepsilon_{2} \hat{c}_{2}-i \lambda^{*} \hat{c}_{1}+i \sum_{k}\left(G_{k, 2} \hat{b}_{k, B}+J_{k, 2} \hat{b}_{k, 2}\right),  \tag{6.D.1b}\\
\dot{\hat{b}}_{k, B} & =-i \varepsilon_{k, B} \hat{b}_{k, B}+i G_{k, 1} \hat{c}_{1}+i G_{k, 2} \hat{c}_{2}  \tag{6.D.1c}\\
\dot{\hat{b}}_{k, i} & =-i \varepsilon_{k, i} \hat{b}_{k, i}+i J_{k, i} \hat{c}_{i} \tag{6.D.1d}
\end{align*}
$$

Through a Laplace transform $\tilde{c}_{1}(z)=\int_{0}^{\infty} d t \exp (-z t) \hat{c}_{1}(t)$, these equations can be turned into algebraic ones. Eliminating the reservoir modes

$$
\begin{align*}
\tilde{b}_{k, B}(z) & =\frac{1}{z+i \varepsilon_{k, B}}\left(\hat{b}_{k, B}(0)+i G_{k, 1} \tilde{c}_{1}(z)+i G_{k, 2} \tilde{c}_{2}(z)\right),  \tag{6.D.2a}\\
\tilde{b}_{k, i}(z) & =\frac{1}{z+i \varepsilon_{k, i}}\left(\hat{b}_{k, i}(0)+i J_{k, i} \tilde{c}_{i}(z)\right), \tag{6.D.2b}
\end{align*}
$$

we arrive at

$$
\begin{align*}
& \left(\begin{array}{cc}
z+i \tilde{\varepsilon}_{1} & i \lambda+\sum_{k} \frac{G_{k, 1} G_{k, 2}}{z+i \varepsilon_{k, B}} \\
i \lambda^{*}+\sum_{k} \frac{G_{k, 2} G_{k, 1}}{z+i \epsilon_{k, B}} & z+i \tilde{\varepsilon}_{2}
\end{array}\right)\binom{\tilde{c}_{1}(z)}{\tilde{c}_{2}(z)} \\
& =\binom{\hat{c}_{1}(0)+\sum_{k} \frac{i G_{k, 1}}{z+i \hat{c}_{k, B}} \hat{b}_{k, B}(0)+\sum_{k} \frac{i J_{k, 1}}{z+i \varepsilon_{k, 1}} \hat{b}_{k, 1}(0)}{\hat{c}_{2}(0)+\sum_{k} \frac{i G_{k, 2}}{z+i \varepsilon_{k, B}} \hat{b}_{k, B}(0)+\sum_{k} \frac{i J_{k, 2}}{z+i \varepsilon_{k, 2}} \hat{b}_{k, 2}(0)} \equiv\binom{\tilde{c}_{1, \text { in }}(z)}{\tilde{c}_{2, \text { in }}(z)}, \tag{6.D.3}
\end{align*}
$$

where the energy of the modes has been modified

$$
\begin{equation*}
\tilde{\varepsilon}_{i} \equiv \varepsilon_{i}-i \sum_{k} \frac{G_{k, i}^{2}}{z+i \varepsilon_{k, B}}-i \sum_{k} \frac{J_{k, i}^{2}}{z+i \varepsilon_{k, i}} . \tag{6.D.4}
\end{equation*}
$$

In order to make progress, we will have to make assumptions about the spectrum of reservoir modes. Here, we assume them to be dense (such that we have proper dissipation) and write

$$
\begin{equation*}
\sum_{k} \frac{G_{k, i}^{2}}{z+i \varepsilon_{k, B}}=\int \frac{d \omega}{2 \pi} \frac{\Gamma_{i, B}(\omega)}{z+i \omega}, \tag{6.D.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k} \frac{J_{k, i}^{2}}{z+i \varepsilon_{k, i}}=\int \frac{d \omega}{2 \pi} \frac{\Gamma_{i}(\omega)}{z+i \omega} . \tag{6.D.6}
\end{equation*}
$$

We will further assume the tunnelling rates to be Lorentzians $\Gamma(\omega)=\Gamma \delta^{2} /\left(\omega^{2}+\delta^{2}\right)$, and let the bandwidth $\delta \rightarrow \infty$. Non-Markovian effects can be included by keeping $\delta$ finite. Together, these choices simplify Eq. (6.D.3) to

$$
\left(\begin{array}{cc}
z+i \tilde{\varepsilon}_{1} & i \lambda+\frac{\sqrt{\Gamma_{1, B} \Gamma_{2, B}}}{2}  \tag{6.D.7}\\
i \lambda^{*}+\frac{\sqrt{\Gamma_{1, B} \Gamma_{2, B}}}{2} & z+i \tilde{\varepsilon}_{2}
\end{array}\right)\binom{\tilde{c}_{1}(z)}{\tilde{c}_{2}(z)}=\binom{\tilde{c}_{1, \text { in }}(z)}{\tilde{c}_{2, \text { in }}(z)},
$$

where now

$$
\begin{equation*}
\tilde{\varepsilon}_{i}=\varepsilon_{i}-i \frac{\Gamma_{1}+\Gamma_{1, B}}{2} \tag{6.D.8}
\end{equation*}
$$

We see that $2 \lambda=i \sqrt{\Gamma_{1, B} \Gamma_{2, B}}$ leads to directional interaction (and that that the direction is flipped for the opposite phase). This choice makes the problem easier to solve as well.

Here, isolation can be perfect due to the infinite bandwidth reservoirs. In a realistic setting, the bandwidth of the reservoir will limit the bandwidth of isolation.

We can express $\tilde{c}_{i}(z)$ in terms of the input operators by inverting the matrix

$$
\binom{\tilde{c}_{1}(z)}{\tilde{c}_{2}(z)}=\left(\begin{array}{cc}
\left(z+i \tilde{\varepsilon}_{1}\right)^{-1} & 0  \tag{6.D.9}\\
\frac{-\sqrt{\Gamma_{1, B} \Gamma_{2, B}}}{\left(z+i \tilde{\varepsilon}_{1}\right)\left(z+i \tilde{\varepsilon}_{2}\right)} & \left(z+i \tilde{\varepsilon}_{2}\right)^{-1}
\end{array}\right)\binom{\tilde{c}_{1, \mathrm{in}}(z)}{\tilde{c}_{2, \text { in }}(z)} .
$$

Due to the wide-band limit and directionality, the inverse Laplace transform can be found easily

$$
\begin{align*}
& \tilde{\chi}_{i}(z) \equiv\left(z+i \tilde{\varepsilon}_{i}\right)^{-1} \quad \rightarrow \quad \chi_{i}(t)=\exp \left(-i \tilde{\varepsilon}_{i} t\right),  \tag{6.D.10a}\\
& \tilde{G}_{k, i}(z) \equiv \tilde{\chi}_{i}(z) \frac{i G_{k, i}}{z+i \varepsilon_{k, B}} \rightarrow \frac{G_{k, i}}{\tilde{\varepsilon}_{i}-\varepsilon_{k, B}}\left(e^{-i \varepsilon_{k, B} t}-e^{-i \tilde{\varepsilon}_{i} t}\right),  \tag{6.D.10b}\\
& \tilde{J}_{k, i}(z) \equiv \tilde{\chi}_{i}(z) \frac{i J_{k, i}}{z+i \varepsilon_{k, i}} \rightarrow \frac{J_{k, i}}{\tilde{\varepsilon}_{i}-\varepsilon_{k, i}}\left(e^{-i \varepsilon_{k, i} t}-e^{-i \tilde{\varepsilon}_{i} t}\right),  \tag{6.D.10c}\\
& \tilde{\chi}_{12}(z) \equiv \frac{-\sqrt{\Gamma_{1, B} \Gamma_{2, B}}}{\left(z+i \tilde{\varepsilon}_{1}\right)\left(z+i \tilde{\varepsilon}_{2}\right)} \quad \rightarrow \quad \chi_{12}(t)=\frac{\sqrt{\Gamma_{1, B} \Gamma_{2, B}}}{i\left(\tilde{\varepsilon}_{1}-\tilde{\varepsilon}_{2}\right)}\left(e^{-i \tilde{\varepsilon}_{1} t}-e^{-i \tilde{\varepsilon}_{2} t}\right),  \tag{6.D.10d}\\
& \tilde{\alpha}_{k, i}(z) \equiv \tilde{\chi}_{12}(z) \frac{i G_{k, i}}{z+i \varepsilon_{k, B}} \rightarrow  \tag{6.D.10e}\\
& -i G_{k, i} \sqrt{\Gamma_{1, B} \Gamma_{2, B}} \frac{\left(\tilde{\varepsilon}_{1}-\varepsilon_{k, B}\right) e^{-i \tilde{\varepsilon}_{2} t}+\left(\varepsilon_{k, B}-\tilde{\varepsilon}_{2}\right) e^{-i \tilde{\varepsilon}_{1} t}+\left(\tilde{\varepsilon}_{2}-\tilde{\varepsilon}_{1}\right) e^{-i \varepsilon_{k, B} t}}{\left(\tilde{\varepsilon}_{1}-\varepsilon_{k, B}\right)\left(\varepsilon_{k, B}-\tilde{\varepsilon}_{2}\right)\left(\tilde{\varepsilon}_{2}-\tilde{\varepsilon}_{1}\right)}, \\
& \tilde{\beta}_{k, i}(z) \equiv \tilde{\chi}_{12}(z) \frac{i J_{k, i}}{z+i \varepsilon_{k, i}} \rightarrow  \tag{6.D.10f}\\
& -i J_{k, i} \sqrt{\Gamma_{1, B} \Gamma_{2, B}} \frac{\left(\tilde{\varepsilon}_{1}-\varepsilon_{k, i}\right) e^{-i \tilde{\varepsilon}_{2} t}+\left(\varepsilon_{k, i}-\tilde{\varepsilon}_{2}\right) e^{-i \tilde{\varepsilon}_{1} t}+\left(\tilde{\varepsilon}_{2}-\tilde{\varepsilon}_{1}\right) e^{-i \varepsilon_{k, i} t}}{\left(\tilde{\varepsilon}_{1}-\varepsilon_{k, i}\right)\left(\varepsilon_{k, i}-\tilde{\varepsilon}_{2}\right)\left(\tilde{\varepsilon}_{2}-\tilde{\varepsilon}_{1}\right)} .
\end{align*}
$$

## 6.D. 1 Inter-dot current

Let us first evaluate the expectation value of the current operator from site 1 to site 2 , $\hat{I}_{12}=-\sqrt{\Gamma_{1, B} \Gamma_{2, B}}\left(\hat{c}_{1}^{\dagger} \hat{c}_{2}+\hat{c}_{2}^{\dagger} \hat{c}_{1}\right) / 2$

$$
\begin{align*}
\left\langle\hat{\mathcal{I}}_{12}\right\rangle & =-\sqrt{\Gamma_{1, B} \Gamma_{2, B}} \operatorname{Re}\left[\chi_{1}^{*}(t) \chi_{12}(t)\left\langle\hat{c}_{1}^{\dagger}(0) \hat{c}_{1}(0)\right\rangle\right. \\
& +\sum_{k}\left\{G_{k, 1}^{*}(t)\left[G_{k, 2}(t)+\alpha_{k, 1}(t)\right]\left\langle\left\langle\hat{b}_{k, B}^{\dagger}(0) \hat{b}_{k, B}(0)\right\rangle+J_{k, 1}^{*}(t) \beta_{k, 1}(t)\left\langle\hat{b}_{k, 1}^{\dagger}(0) \hat{b}_{k, 1}(0)\right\rangle\right\}\right] . \tag{6.D.11}
\end{align*}
$$

Like in the main text, we distinguish the exact result from the QME solution by using a calligraphic $\mathcal{I}$. At late times, only a few terms remain

$$
\begin{gather*}
\left\langle\hat{\mathcal{I}}_{12}\right\rangle=\sum_{k} \operatorname{Re}\left\{\Gamma_{1, B} \Gamma_{2, B}\left[\frac{i G_{k, 1}^{2} f_{B}\left(\varepsilon_{k, B}\right)}{\left|\tilde{\varepsilon}_{1}-\varepsilon_{k, B}\right|^{2}\left(\varepsilon_{k, B}-\tilde{\varepsilon}_{2}\right)}+\frac{i J_{k, 1}^{2} f_{1}\left(\varepsilon_{k, 1}\right)}{\left|\tilde{\varepsilon}_{1}-\varepsilon_{k, 1}\right|^{2}\left(\varepsilon_{k, 1}-\tilde{\varepsilon}_{2}\right)}\right]\right. \\
\left.-\frac{\sqrt{\Gamma_{1, B} \Gamma_{2, B}} G_{k, 1} G_{k, 2} f_{B}\left(\varepsilon_{k, B}\right)}{\left(\tilde{\varepsilon}_{1}^{*}-\varepsilon_{k, B}\right)\left(\tilde{\varepsilon}_{2}-\varepsilon_{k, B}\right)}\right\} . \tag{6.D.12}
\end{gather*}
$$

We turn the sum into an integral, noting that we are in the wide-band limit for the reservoir, such that

$$
\begin{align*}
\left\langle\hat{\mathcal{I}}_{12}\right\rangle & =\Gamma_{1, B} \Gamma_{2, B} \int \frac{d \omega}{2 \pi} \operatorname{Re}\left\{\frac{i \Gamma_{1, B} f_{B}(\omega)}{\left|\omega-\tilde{\varepsilon}_{1}\right|^{2}\left(\omega-\tilde{\varepsilon}_{2}\right)}+\frac{i \Gamma_{1} f_{1}(\omega)}{\left|\omega-\tilde{\varepsilon}_{1}\right|^{2}\left(\omega-\tilde{\varepsilon}_{2}\right)}-\frac{f_{B}(\omega)}{\left(\tilde{\varepsilon}_{1}^{*}-\omega\right)\left(\tilde{\varepsilon}_{2}-\omega\right)}\right\} \\
& =\Gamma_{1, B} \Gamma_{2, B} \int \frac{d \omega}{2 \pi}\left\{\frac{\left(\Gamma_{2}+\Gamma_{2, B}\right) \Gamma_{1, B} f_{B}(\omega)}{2\left|\omega-\tilde{\varepsilon}_{1}\right|^{2}\left|\omega-\tilde{\varepsilon}_{2}\right|^{2}}+\frac{\left(\Gamma_{2}+\Gamma_{2, B}\right) \Gamma_{1} f_{1}(\omega)}{2\left|\omega-\tilde{\varepsilon}_{1}\right|^{2}\left|\omega-\tilde{\varepsilon}_{2}\right|^{2}}-\frac{f_{B}(\omega)}{\left(\tilde{\varepsilon}_{1}^{*}-\omega\right)\left(\tilde{\varepsilon}_{2}-\omega\right)}\right\} \tag{6.D.13}
\end{align*}
$$

This current has three parts. The first describes fermions from the joint reservoir entering the double dot on the first site and being transported to the second site, and the second part is due to electrons entering the system from the first lead (connected to the first site). Finally, the third term reduces the current $\left\langle\hat{\mathcal{I}}_{12}\right\rangle$ and can even make it negative. It arises as a result of fermions added to both sites through the shared reservoir. Their amplitudes add destructively on the second site, but constructively on the first site. The first and third terms can be made small if the chemical potential of the shared reservoir is lowered. The second term encodes the desired part of the current. All parts are also present in Eq. (6.C.2), where they are encoded as $\gamma_{1}^{+}$and $\gamma_{B}^{+}$, which are the rate of electrons being added from the first lead and from the joint reservoir, respectively.

The integral in Eq. (6.D.13) can be performed numerically for $T \neq 0$ and analytically for generic values of the parameters at $T=0$, but the result is cumbersome. Assuming $\Gamma_{i}=\Gamma_{\text {lead }}, \Gamma_{i, B}=\Gamma_{B}, \delta=\varepsilon_{2}-\varepsilon_{1}=0$ and setting temperature $T=0$, we find

$$
\begin{equation*}
\left\langle\hat{\mathcal{I}}_{12}\right\rangle=I_{0}\left\{\frac{\Gamma_{\text {lead }} \mathcal{I}_{d}\left(V_{1}\right)+\Gamma_{B} \mathcal{I}_{d}\left(V_{B}\right)}{\Gamma_{B}+\Gamma_{\text {lead }}}-\mathcal{I}_{s}\left(V_{B}\right)\right\}, \tag{6.D.14}
\end{equation*}
$$

where $V_{\alpha} \equiv 2\left(\mu_{\alpha}-\varepsilon\right) /\left(\Gamma_{\text {lead }}+\Gamma_{B}\right), I_{0}=\left(\Gamma_{B} \Gamma_{\text {lead }}\right) /\left(\Gamma_{B}+\Gamma_{\text {lead }}\right)$, and we define the currents through a single ( $s$ ) and double ( $d$ ) dot (shown in Fig. 6.6)

$$
\begin{equation*}
\mathcal{I}_{s}(V)=\frac{1}{2}+\frac{\tan ^{-1}(V)}{\pi}, \quad \mathcal{I}_{d}(V)=\mathcal{I}_{s}(V)+\frac{V}{\pi\left(1+V^{2}\right)} \tag{6.D.15}
\end{equation*}
$$

Taking the chemical potential for the shared reservoir $\mu_{B} \rightarrow-\infty$, we are left with the


Figure 6.6: Current characteristic functions. A comparison of the three underlying functions in the current characteristics: $\Theta(V)$ (Heaviside step function), $\mathcal{I}_{s}(V)$, and $\mathcal{I}_{d}(V)$ as defined in Eq. (6.D.15). As is discussed in the main text, the Heaviside step function $\Theta(V)$ appears in the QME solution, which does not take the finite width of the modes into account, whereas $\mathcal{I}_{s}(V)$ and $\mathcal{I}_{d}(V)$ can be identified as the current through a single mode and two modes.
first term, as in the main text. Finally, here and below, it can be checked that the QME result (at $\delta=0$ ) can be obtained by replacing

$$
\begin{equation*}
\mathcal{I}_{s, d}(V) \rightarrow f(\mu-\varepsilon), \tag{6.D.16}
\end{equation*}
$$

which also works for finite $\mu_{B}$.

## 6.D. 2 Current leaving lead 1

To find the current leaving leads 1 and 2 , we consider [244]

$$
\begin{equation*}
\left\langle\hat{\mathcal{I}}_{i}\right\rangle=-\lim _{t \rightarrow \infty} \frac{d}{d t} \sum_{k}\left\langle\hat{b}_{k, i}^{\dagger}(t) \hat{b}_{k, i}(t)\right\rangle . \tag{6.D.17}
\end{equation*}
$$

Given the Laplace transform of the system operators Eq. (6.D.9), we can find the Laplace transform of the reservoir operators Eq. (6.D.2). Keeping only terms that survive at late
times, we obtain

$$
\begin{align*}
\hat{b}_{k, 1}(t) \rightarrow e^{-i \varepsilon_{k, 1} t} \hat{b}_{k, 1}(0) & +\frac{J_{k, 1} e^{-i \varepsilon_{k, 1} t}}{\tilde{\varepsilon}_{1}-\varepsilon_{k, 1}} \hat{c}_{1}(0)+\sum_{q} \frac{J_{k, 1} G_{q, 1}}{\varepsilon_{k, 1}-\varepsilon_{q, B}}\left(\frac{e^{-i \varepsilon_{q, B} t}}{\tilde{\varepsilon}_{1}-\varepsilon_{q, B}}+\frac{e^{-i \varepsilon_{k, 1} t}}{\varepsilon_{k, 1}-\tilde{\varepsilon}_{1}}\right) \hat{b}_{q, B}(0) \\
& +\sum_{q} \frac{J_{k, 1} J_{q, 1}}{\varepsilon_{k, 1}-\varepsilon_{q, 1}}\left(\frac{e^{-i \varepsilon_{q, 1} t}}{\tilde{\varepsilon}_{1}-\varepsilon_{q, 1}}+\frac{e^{-i \varepsilon_{k, 1} t}}{\varepsilon_{k, 1}-\tilde{\varepsilon}_{1}}\right) \hat{b}_{q, 1}(0), \tag{6.D.18}
\end{align*}
$$

which gives rise to the reservoir occupation at late times

$$
\begin{align*}
\sum_{k}\left\langle\hat{b}_{k, 1}^{\dagger}(t) \hat{b}_{k, 1}(t)\right\rangle & \rightarrow \sum_{k} f_{1}\left(\varepsilon_{k, 1}\right)+\sum_{k} \frac{J_{k, 1}^{2}}{\left|\varepsilon_{k, 1}-\tilde{\varepsilon}_{1}\right|^{2}}\left\langle\hat{c}_{1}^{\dagger}(0) \hat{c}_{1}(0)\right\rangle \\
& -2 \operatorname{Re} \sum_{k, q} \frac{J_{k, 1} J_{q, 1}}{\varepsilon_{k, 1}-\varepsilon_{q, 1}} e^{i \varepsilon_{k, 1} t}\left(\frac{e^{-i \varepsilon_{q, 1} t}}{\varepsilon_{q, 1}-\tilde{\varepsilon}_{1}}-\frac{e^{-i \varepsilon_{k, 1} t}}{\varepsilon_{k, 1}-\tilde{\varepsilon}_{1}}\right)\left\langle\hat{b}_{k, 1}^{\dagger}(0) \hat{b}_{q, 1}(0)\right\rangle \\
& +\int \frac{d \omega d \omega^{\prime}}{4 \pi^{2}} \frac{\Gamma_{1} \Gamma_{1, B}}{\left(\omega-\omega^{\prime}\right)^{2}}\left|\frac{e^{-i \omega^{\prime} t}}{\omega^{\prime}-\tilde{\varepsilon}_{1}}-\frac{e^{-i \omega t}}{\omega-\tilde{\varepsilon}_{1}}\right|^{2} f_{B}\left(\omega^{\prime}\right) \\
& +\int \frac{d \omega d \omega^{\prime}}{4 \pi^{2}} \frac{\Gamma_{1}^{2}}{\left(\omega-\omega^{\prime}\right)^{2}}\left|\frac{e^{-i \omega^{\prime} t}}{\omega^{\prime}-\tilde{\varepsilon}_{1}}-\frac{e^{-i \omega t}}{\omega-\tilde{\varepsilon}_{1}}\right|^{2} f_{1}\left(\omega^{\prime}\right) . \tag{6.D.19}
\end{align*}
$$

The first row is time-independent, so it does not contribute to the current. In the second row, both the nominator and denominator go to zero as $q \rightarrow k$. Applying l'Hôpital's rule, we find a term linear in $t$, leading to a constant current.

$$
\begin{align*}
&-2 \operatorname{Re} \sum_{k, q} \frac{J_{k, 1} J_{q, 1}}{\varepsilon_{k, 1}-\varepsilon_{q, 1}} e^{i \varepsilon_{k, 1} t}\left(\frac{e^{-i \varepsilon_{q, 1} t}}{\varepsilon_{q, 1}-\tilde{\varepsilon}_{1}}-\frac{e^{-i \varepsilon_{k, 1} t}}{\varepsilon_{k, 1}-\tilde{\varepsilon}_{1}}\right)\left\langle\hat{b}_{k, 1}^{\dagger}(0) \hat{b}_{q, 1}(0)\right\rangle \\
& \rightarrow-2 \operatorname{Re} \int \frac{d \omega}{2 \pi} \frac{\Gamma_{1} f_{1}(\omega)}{\left(\omega-\tilde{\varepsilon}_{1}\right)^{2}}\left[1+i t\left(\omega-\tilde{\varepsilon}_{1}\right)\right] . \tag{6.D.20}
\end{align*}
$$

Finally, for the last two rows we need to use [244]

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{d}{d t} \int \frac{d \omega}{2 \pi} \frac{1}{\left(\omega-\omega^{\prime}\right)^{2}}\left|\frac{e^{-i \omega^{\prime} t}}{\omega^{\prime}-\tilde{\varepsilon}_{1}}-\frac{e^{-i \omega t}}{\omega-\tilde{\varepsilon}_{1}}\right|^{2}=\frac{1}{\left|\omega^{\prime}-\tilde{\varepsilon}_{1}\right|^{2}}, \tag{6.D.21}
\end{equation*}
$$

which can be derived from $\lim _{t \rightarrow \infty} f(t)=\lim _{z \rightarrow 0} z \int_{0}^{\infty} d t e^{-z t} f(t)$ [244].

Hence the current at late times is given by

$$
\begin{align*}
\left\langle\hat{\mathcal{I}}_{1}\right\rangle & \rightarrow \int \frac{d \omega}{2 \pi} \frac{\Gamma_{1}\left(\Gamma_{1}+\Gamma_{1, B}\right) f_{1}(\omega)}{\left|\omega-\tilde{\varepsilon}_{1}\right|^{2}}-\int \frac{d \omega}{2 \pi} \frac{\Gamma_{1}\left[\Gamma_{1} f_{1}(\omega)+\Gamma_{1, B} f_{B}(\omega)\right]}{\left|\omega-\tilde{\varepsilon}_{1}\right|^{2}}  \tag{6.D.22}\\
& =\int \frac{d \omega}{2 \pi} \frac{\Gamma_{1} \Gamma_{1, B}\left[f_{1}(\omega)-f_{B}(\omega)\right]}{\left|\omega-\tilde{\varepsilon}_{1}\right|^{2}} .
\end{align*}
$$

Again, any reference to lead 2 is absent, because of isolation. In fact, the form of Eq. (6.D.22) exactly coincides with the current through a single quantum dot connected to two leads, which in this case are the first lead and the shared reservoir.

At zero temperature, we can evaluate the integral straightforwardly to yield

$$
\begin{equation*}
\left\langle\hat{\mathcal{I}}_{1}\right\rangle=\frac{\Gamma_{1, B} \Gamma_{1}}{\Gamma_{1, B}+\Gamma_{1}}\left[\mathcal{I}_{s}\left(V_{1}\right)-\mathcal{I}_{s}\left(V_{B}\right)\right] \xrightarrow{\mu_{B} \rightarrow-\infty} \frac{\Gamma_{1, B} \Gamma_{1}}{\Gamma_{1, B}+\Gamma_{1}} \mathcal{I}_{s}\left(V_{1}\right) . \tag{6.D.23}
\end{equation*}
$$

$\mathcal{I}_{s}(V)$ is defined as in the main text [also cf. Eq. (6.D.15)]. For a plot see Fig. 6.6. Note that the last expression is always positive, so there is no reverse current in the limit $\mu_{B} \rightarrow-\infty$, independent of $\mu_{2}$.

## 6.D. 3 Current leaving lead 2

We repeat this procedure for the second lead. We have

$$
\begin{align*}
\tilde{b}_{k, 2}(z) & =\frac{\hat{b}_{k, 2}(0)}{z+i \varepsilon_{k, 2}}+\frac{i J_{k, 2}}{\left(z+i \tilde{\varepsilon}_{2}\right)\left(z+i \varepsilon_{k, 2}\right)}\left[\hat{c}_{2}(0)+\sum_{q} \frac{i G_{q, 2} \hat{b}_{q, B}(0)}{z+i \varepsilon_{q, B}}+\sum_{q} \frac{i J_{q, 2} \hat{b}_{q, 2}(0)}{z+i \varepsilon_{q, 2}}\right] \\
& -\frac{i J_{k, 2} \sqrt{\Gamma_{1, B} \Gamma_{2, B}}}{\left(z+i \tilde{\varepsilon}_{2}\right)\left(z+i \tilde{\varepsilon}_{1}\right)\left(z+i \varepsilon_{k, 2}\right)}\left[\hat{c}_{1}(0)+\sum_{q} \frac{i G_{q, 1} \hat{b}_{q, B}(0)}{z+i \varepsilon_{q, B}}+\sum_{q} \frac{i J_{q, 1} \hat{b}_{q, 1}(0)}{z+i \varepsilon_{q, 1}}\right] . \tag{6.D.24}
\end{align*}
$$

At late times, this is

$$
\begin{align*}
\hat{b}_{k, 2}(t) & \rightarrow e^{-i \varepsilon_{k, 2} t} \hat{b}_{k, 2}(0)+\frac{J_{k, 2} e^{-i \varepsilon_{k, 2} t}}{\tilde{\varepsilon}_{2}-\varepsilon_{k, 2}} \hat{c}_{2}(0)+\sum_{q} \frac{J_{k, 2} G_{q, 2} \hat{b}_{q, B}(0)}{\varepsilon_{k, 2}-\varepsilon_{q, B}}\left(\frac{e^{-i \varepsilon_{q, B} t}}{\tilde{\varepsilon}_{2}-\varepsilon_{q, B}}+\frac{e^{-i \varepsilon_{k, 2} t}}{\varepsilon_{k, 2}-\tilde{\varepsilon}_{2}}\right) \\
& +\sum_{q} \frac{J_{k, 2} J_{q, 2} \hat{b}_{q, 2}(0)}{\varepsilon_{k, 2}-\varepsilon_{q, 2}}\left(\frac{e^{-i \varepsilon_{q, 2} t}}{\tilde{\varepsilon}_{2}-\varepsilon_{q, 2}}+\frac{e^{-i \varepsilon_{k, 2} t}}{\varepsilon_{k, 2}-\tilde{\varepsilon}_{2}}\right)+i J_{k, 2} \sqrt{\Gamma_{1, B} \Gamma_{2, B}}\left\{\frac{\hat{c}_{1}(0) e^{-i \varepsilon_{k, 2} t}}{\left(\tilde{\varepsilon}_{1}-\varepsilon_{k, 2}\right)\left(\tilde{\varepsilon}_{2}-\varepsilon_{k, 2}\right)}\right. \\
& +\sum_{q} \frac{G_{q, 1} \hat{b}_{q, B}(0)}{\varepsilon_{k, 2}-\varepsilon_{q, B}}\left[\frac{e^{-i \varepsilon_{q, B} t}}{\left(\tilde{\varepsilon}_{1}-\varepsilon_{q, B}\right)\left(\tilde{\varepsilon}_{2}-\varepsilon_{q, B}\right)}-\frac{e^{-i \varepsilon_{k, 2} t}}{\left(\tilde{\varepsilon}_{1}-\varepsilon_{k, 2}\right)\left(\tilde{\varepsilon}_{2}-\varepsilon_{k, 2}\right)}\right] \\
& \left.+\sum_{q} \frac{J_{q, 1} \hat{b}_{q, 1}(0)}{\varepsilon_{k, 2}-\varepsilon_{q, 1}}\left[\frac{e^{-i \varepsilon_{q, 1} t}}{\left(\tilde{\varepsilon}_{1}-\varepsilon_{q, 1}\right)\left(\tilde{\varepsilon}_{2}-\varepsilon_{q, 1}\right)}-\frac{e^{-i \varepsilon_{k, 2} t}}{\left(\tilde{\varepsilon}_{1}-\varepsilon_{k, 2}\right)\left(\tilde{\varepsilon}_{2}-\varepsilon_{k, 2}\right)}\right]\right\} . \tag{6.D.25}
\end{align*}
$$

The first four terms are the same as for lead 1 , except with $1 \leftrightarrow 2$. The rest of the expression originates from coupling to site 1 . The reservoir occupation at late times contains the same
terms as Eq. (6.D.19) (except with $1 \leftrightarrow 2$ ), in addition to the terms

$$
\begin{align*}
& 2 \operatorname{Re} \int \frac{d \omega d \omega^{\prime}}{4 \pi^{2}} \frac{i \Gamma_{1, B} \Gamma_{2, B} \Gamma_{2} f_{B}\left(\omega^{\prime}\right)}{\left(\omega-\omega^{\prime}\right)^{2}}\left(\frac{e^{i \omega^{\prime} t}}{\tilde{\varepsilon}_{2}^{*}-\omega^{\prime}}-\frac{e^{i \omega t}}{\tilde{\varepsilon}_{2}^{*}-\omega}\right)\left(\frac{e^{-i \omega^{\prime} t}}{\left(\tilde{\varepsilon}_{1}-\omega^{\prime}\right)\left(\tilde{\varepsilon}_{2}-\omega^{\prime}\right)}-\frac{e^{-i \omega t}}{\left(\tilde{\varepsilon}_{1}-\omega\right)\left(\tilde{\varepsilon}_{2}-\omega\right)}\right) \\
& +\int \frac{d \omega d \omega^{\prime}}{4 \pi^{2}} \frac{\Gamma_{1, B}^{2} \Gamma_{2, B} \Gamma_{2} f_{B}\left(\omega^{\prime}\right)}{\left(\omega-\omega^{\prime}\right)^{2}}\left|\frac{e^{-i \omega^{\prime} t}}{\left(\tilde{\varepsilon}_{1}-\omega^{\prime}\right)\left(\tilde{\varepsilon}_{2}-\omega^{\prime}\right)}-\frac{e^{-i \omega t}}{\left(\tilde{\varepsilon}_{1}-\omega\right)\left(\tilde{\varepsilon}_{2}-\omega\right)}\right|^{2} \\
& +\int \frac{d \omega d \omega^{\prime}}{4 \pi^{2}} \frac{\Gamma_{1} \Gamma_{2} \Gamma_{1, B} \Gamma_{2, B} f_{1}\left(\omega^{\prime}\right)}{\left(\omega-\omega^{\prime}\right)^{2}}\left|\frac{e^{-i \omega^{\prime} t}}{\left(\tilde{\varepsilon}_{1}-\omega^{\prime}\right)\left(\tilde{\varepsilon}_{2}-\omega^{\prime}\right)}-\frac{e^{-i \omega t}}{\left(\tilde{\varepsilon}_{1}-\omega\right)\left(\tilde{\varepsilon}_{2}-\omega\right)}\right|^{2} . \tag{6.D.26}
\end{align*}
$$

The first line originates from the correlator of line 1 and 3 in Eq. (6.D.25), whereas the latter two lines stem from the last two lines in Eq. (6.D.25). The time derivative of the first line can be shown to be

$$
\begin{equation*}
-\frac{d}{d t} \int \frac{d \omega d \omega^{\prime}}{4 \pi^{2}} \Gamma_{1, B} \Gamma_{2, B} \Gamma_{2} f_{B}\left(\omega^{\prime}\right) \frac{\Gamma_{1}+\Gamma_{1, B}}{\left(\omega-\omega^{\prime}\right)^{2}}\left|\frac{e^{-i \omega^{\prime} t}}{\left(\tilde{\varepsilon}_{1}-\omega^{\prime}\right)\left(\tilde{\varepsilon}_{2}-\omega^{\prime}\right)}-\frac{e^{-i \omega t}}{\left(\tilde{\varepsilon}_{1}-\omega\right)\left(\tilde{\varepsilon}_{2}-\omega\right)}\right|^{2} \tag{6.D.27}
\end{equation*}
$$

Similarly to above,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{d}{d t} \int \frac{d \omega}{2 \pi} \frac{1}{\left(\omega-\omega^{\prime}\right)^{2}}\left|\frac{e^{-i \omega^{\prime} t}}{\left(\omega^{\prime}-\tilde{\varepsilon}_{1}\right)\left(\omega^{\prime}-\tilde{\varepsilon}_{2}\right)}-\frac{e^{-i \omega t}}{\left(\omega-\tilde{\varepsilon}_{1}\right)\left(\omega-\tilde{\varepsilon}_{2}\right)}\right|^{2}=\frac{1}{\left|\omega^{\prime}-\tilde{\varepsilon}_{1}\right|^{2}\left|\omega^{\prime}-\tilde{\varepsilon}_{2}\right|^{2}} \tag{6.D.28}
\end{equation*}
$$

Applying the same method as above we derive the current at late times

$$
\begin{equation*}
\left\langle\hat{\mathcal{I}}_{2}\right\rangle=-\int \frac{d \omega}{2 \pi} \frac{\Gamma_{2} \Gamma_{2, B}\left[f_{B}(\omega)-f_{2}(\omega)\right]}{\left|\omega-\tilde{\varepsilon}_{2}\right|^{2}}-\int \frac{d \omega}{2 \pi} \frac{\Gamma_{1, B} \Gamma_{2, B} \Gamma_{1} \Gamma_{2}}{\left|\omega-\tilde{\varepsilon}_{1}\right|^{2}\left|\omega-\tilde{\varepsilon}_{2}\right|^{2}}\left[f_{1}(\omega)-f_{B}(\omega)\right], \tag{6.D.29}
\end{equation*}
$$

where the first term is the same as for the first lead, except with $1 \leftrightarrow 2$, whereas the second term is an additional contribution due to the coupling to lead 1 . In the limit of zero-temperature reservoirs, we perform the integral (again setting $\Gamma_{i, B}=\Gamma_{B}, \Gamma_{i}=\Gamma_{\text {lead }}$ and $\delta=0$ )

$$
\begin{equation*}
\left\langle\hat{\mathcal{I}}_{2}\right\rangle=I_{0}\left[\mathcal{I}_{s}\left(V_{2}\right)-\mathcal{I}_{s}\left(V_{B}\right)\right]+\frac{2 I_{0} \Gamma_{B} \Gamma_{\text {lead }}}{\left(\Gamma_{B}+\Gamma_{\text {lead }}\right)^{2}}\left[\mathcal{I}_{d}\left(V_{B}\right)-\mathcal{I}_{d}\left(V_{1}\right)\right] . \tag{6.D.30}
\end{equation*}
$$

## 6.D. 4 Comparison between QME and exact result

For reference, we collect the expressions for all currents here.

$$
\begin{align*}
\left\langle\hat{\mathcal{I}}_{1}\right\rangle & =I_{0}\left[\mathcal{I}_{s}\left(V_{1}\right)-\mathcal{I}_{s}\left(V_{B}\right)\right]  \tag{6.D.31a}\\
\left\langle\hat{\mathcal{I}}_{12}\right\rangle & =I_{0}\left[\frac{\Gamma_{\text {lead }} \mathcal{I}_{d}\left(V_{1}\right)+\Gamma_{B} \mathcal{I}_{d}\left(V_{B}\right)}{\Gamma_{B}+\Gamma_{\text {lead }}}-\mathcal{I}_{s}\left(V_{B}\right)\right]  \tag{6.D.31b}\\
\left\langle\hat{\mathcal{I}}_{2}\right\rangle & =I_{0}\left\{\mathcal{I}_{s}\left(V_{2}\right)-\mathcal{I}_{s}\left(V_{B}\right)+\frac{2 \Gamma_{B} \Gamma_{\text {lead }}\left[\mathcal{I}_{d}\left(V_{B}\right)-\mathcal{I}_{d}\left(V_{1}\right)\right]}{\left(\Gamma_{B}+\Gamma_{\text {lead }}\right)^{2}}\right\} . \tag{6.D.31c}
\end{align*}
$$

We can compare this with the currents in the weak-coupling limit for the same parameters

$$
\begin{align*}
\left\langle\hat{I}_{1}\right\rangle_{\text {weak }} & =I_{0}\left[f\left(\varepsilon-\mu_{1}\right)-f\left(\varepsilon-\mu_{B}\right)\right], \\
\left\langle\hat{I}_{12}\right\rangle_{\text {weak }} & =\frac{\Gamma_{\text {lead }} \Gamma_{B}^{2}}{\left(\Gamma_{\text {lead }}+\Gamma_{B}\right)^{2}+\delta^{2}}\left[f\left(\varepsilon-\mu_{1}\right)-f\left(\varepsilon-\mu_{B}\right)\right], \\
\left\langle\hat{I}_{2}\right\rangle_{\text {weak }} & =I_{0}\left[f\left(\varepsilon-\mu_{2}\right)-f\left(\varepsilon-\mu_{B}\right)\right]+\frac{2 I_{0} \Gamma_{B} \Gamma_{\text {lead }}}{\left(\Gamma_{\text {lead }}+\Gamma_{B}\right)^{2}+\delta^{2}}\left[f\left(\varepsilon-\mu_{B}\right)-f\left(\varepsilon-\mu_{1}\right)\right] . \tag{6.D.32c}
\end{align*}
$$

It is straightforward to verify the replacement in the main text even for finite $\mu_{B}$ (but still $\delta=0$ ).

The current leaving lead 1 that does not enter lead 2 flows into the shared reservoir $\left\langle\hat{\mathcal{I}}_{\mathrm{B}}\right\rangle=-\left\langle\hat{\mathcal{I}}_{1}\right\rangle-\left\langle\hat{\mathcal{I}}_{2}\right\rangle$.

## 7 Conclusion

In the introduction of this thesis, we have highlighted some of the technological applications of cavity optomechanics. Featuring precise control about the motional state of massive oscillators with very high quality factors, optomechanics enables excellent charge sensors [25], force sensors [26, 28], mass sensors (mass spectrometers) [27], thermometers [260], and acceleration sensors [261], the latter enabling applications in navigation, bio-tracking, ballistocardiology [116], and detection of gravitational waves [29] and microg gravitational fields for gradiometry [116]. With sensors based on levitated optomechanics already outperforming commercially available devices [116], and being deployable in the field [262], it would be no surprise to see commercially available optomechanical sensors in the near future. Within physics research, optomechanical sensing has already been used successfully to detect physical phenomena, such as gravitational waves [29], or excitations in superfluid helium [80].

Why is optomechanics so well-suited for these tasks, and why does this development happen today? First, advances in nanofabrication for solid state devices and perfecting laser trapping techniques for levitated objects have led to mechanical resonators with very high quality factors $[78,83,85,86]$. Once sufficiently isolated from their environment, optical cooling and squeezing techniques such as those studied in Part I allow the preparation of motional states that are highly susceptible to external forces, while further affording control of resonant frequency (via the optomechanical spring effect [102]) and bandwidth (via optical damping [100]). Finally the tight connection to the optical field enables efficient readout, such that optomechanical sensors can attain very high sensitivities [25-28, 261].

Long coherence time and ground state cooling are steps toward mechanical quantum memory. Protocols for swapping optical with mechanical states have already been analyzed theoretically [263] and demonstrated experimentally [32, 264]. In general this requires a strong coupling regime, in which swapping rates exceed decoherence times. In this regime, coherent manipulation of quantum information is feasible, forming a cornerstone of mechanical devices that amplify or rectify quantum signals, as studied in Part II of this thesis.

Isolators and amplifiers ought to be linear for a large range of input powers. The weak optomechanical nonlinearity, often seen as an obstacle to the production of nonclassical motional states, becomes a boon in this case. Due to the weak nonlinearity, large coherent states are required to coherently enhance the optomechanical coupling into the strong coupling regime, setting the scale over which the resulting devices are linear. As we have already concluded in Sec. 4.5, the two main obstacles on the way toward optomechanical isolators and directional amplifiers are their low bandwidth, a result of the narrow mechanical resonances, and the (current) necessity for four tones that pump the optomechanical interaction. Future research can build on the concepts studied in the optomechanical plaquette and hopefully improve on these important constraints, and we have highlighted some examples of work in this direction in Sec. 4.5.

Recent proposals have seen the generalization of optomechanical systems to arrays in one or two dimensions [184, 185, 265, 266], which could be implemented for example with snowflake phononic and photonic crystals [267]. While currently fabrication disorder in these crystals is prohibitive, future improvements might turn this into a viable platform. Arrays of optomechanical systems might provide large quantum memories, play an important role in phononic quantum networks [268], allow the simulation of (classical) dynamical gauge fields for photons [184, 269], exhibit topological bandstructures for photons and phonons [185], with resulting one-dimensional chiral optomechanical waveguides, and display synchronization [265], extending recent research into the synchronization of (two) oscillators [270-275].

Finally, while technologically immensely useful, the linearized regime of optomechanics has significant drawbacks in the quest to produce, stabilize, and exploit non-classical states in mechanical oscillators. Linear dynamics and dissipation on their own do not naturally lead to non-Gaussian states. Experimentally, single-photon strong coupling [71, 72] is still out of reach, which means that other nonlinearities have to be introduced. There have been efforts to produce heralded or conditional non-Gaussian states in mechanical resonators [110-113, 115, 116, 276] and entanglement [117, 277] through nonlinear detection (photon counting), and theoretical proposals exist for non-classical steady states afforded by a quadratic optomechanical coupling [278]. Another approach is to couple optomechanical system to manifestly nonlinear quantum systems, in particular qubits. Using strain coupling, mechanical resonators have been coupled to NV-centres in diamonds [279-281], and to qubits in superconducting circuits [36, 97, 98]. Apart from the generation of non-classical motional states, this approach can also be employed to increase qubit coherence times by swapping it into the mechanical resonator for storage.

With this brief outlook we have put the work in this thesis into the greater context of the ongoing development of quantum technologies.
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[^0]:    ${ }^{\dagger} \mathrm{A}$ harmonic oscillator with $\Gamma_{\mathrm{m}}<0$ therefore seems to violate causality. But the real problem in this case is that the amplitude of oscillations grows exponentially, such that the Fourier transform is not defined. Equation (1.1.2) still makes sense though.
    $\ddagger$ This interpretation comes from the Hamiltonian of the system where the applied force appears as $-f(t) x(t)$. If $f(t)=f_{0} \cos \left(\omega_{d} t\right)$, we have $E_{\text {shift }}=-\operatorname{Re}\left[\chi\left(\omega_{d}\right)\right] f_{0}^{2} / 2$.
    *See for example David Tong's lecture notes on kinetic theory for more details, available on its web page: http://www.damtp.cam.ac.uk/user/tong/kinetic.html.

[^1]:    ${ }^{\dagger}$ One can interpret $h$ as an area element in phase space. One can then imagine coarse-graining phase space into little chunks of area $h$, reflecting our inability to distinguish states below the resolution of measurement instruments, which turns the integral in Eq. (1.1.7) into a sum. Mathematically, however, $h$ can take any value, as multiplying the partition function $Z$ by a number has no effect.
    ${ }^{\ddagger} \mathrm{A}$ faster way to derive this result is to assume equipartition, and thus $\langle H\rangle=\frac{1}{2} k_{B} T=\left\langle p^{2}\right\rangle / 2 m+$ $m \omega_{0}^{2}\left\langle x^{2}\right\rangle / 2$, which also gives Eq. (1.1.7) and additionally yields $\left\langle p^{2}\right\rangle / 2 m=\frac{1}{4} k_{B} T$.

[^2]:    ${ }^{\dagger}$ In reality, what we perceive as white light or white noise does not actually have a flat spectral density. Nevertheless, it is an apt name, because no realistic noise process has a flat spectral density anyway (at least there always is a cutoff at some large frequency). Rather, what is important is whether it is approximately flat over the frequency range where the system has an appreciable response, such as the visible range of electromagnetic radiation for eyes.
    ${ }^{\ddagger}$ The form of $D$ is arbitrary to some extent, as it relies on our definition for the noise correlator. Importantly though, Eq. (1.1.14) relates something that parametrizes the noise strength to temperature and damping rate, as a fluctuation-dissipation theorem should. For more details and examples we refer to Kubo [58].

[^3]:    ${ }^{\dagger}$ Though note that Eq. (1.2.2) correctly describes the evolution of the expectation value $\langle a\rangle$.

[^4]:    ${ }^{\dagger}$ Here we assume there is just one single cavity mode. In reality there are of course many, but they are well separated in frequency. Despite writing sums and integrals over all frequencies, we are only interested in a frequency range much smaller than the mode spacing in the cavity (the free spectral range), which is true if the cavity is designed in a way to make this true. There could be an issue if there are degenerate modes with differing polarization, but they can be filtered out if necessary.

[^5]:    ${ }^{\dagger} c$ does not necessarily have to be the speed of light, it can be modified to absorb constants.

[^6]:    ${ }^{\dagger}$ Radiation pressure force is certainly an awkward name - is it a force or a pressure?

[^7]:    ${ }^{\dagger}$ This assumption is not necessary to find a closed form solution. The full non-linear equations can be used to find a multistable regime at very strong driving [100], but for intermediate driving strengths all we are missing is a slight change of the cavity detuning

    $$
    \Delta \rightarrow \Delta-\frac{2 g_{0}^{2} \alpha^{2}}{\alpha_{m}}
    $$

    and a small modification of $\alpha$ itself [69].
    ${ }^{\ddagger}$ The Hamiltonian is bilinear, but because the equations of motion derived from the Hamiltonian are going to be linear, this is often called the linearized regime of optomechanics, and the Hamiltonian is therefore the linearized Hamiltonian.

[^8]:    ${ }^{\dagger}$ Recall we are using a slightly unusual convention, displayed in Eq. (1.1.20)
    ${ }^{\ddagger}$ We have suppressed the argument because this holds both in real time and in frequency space.

[^9]:    ${ }^{\dagger}$ Perfectly viable for optical photons at least. At microwave frequencies it is easy to measure quadratures of the field (such as the voltage), but difficult to resolve single photons, as their energy is very low.

[^10]:    ${ }^{\dagger}$ This transformation is known as squeezing.

[^11]:    ${ }^{\dagger}$ This name was established in Ref. 121. It should be contrasted with parametric squeezing, where squeezing arises as a result of a term $\hat{H}_{\text {squeeze }}=\lambda\left(\hat{a}^{\dagger} \hat{a}^{\dagger}+\hat{a} \hat{a}\right)$ in the Hamiltonian, which however leads to only 3 dB of squeezing before an instability is encountered. Though note that strong squeezing could be obtained if the instability is prevented by additional sideband cooling [123].

[^12]:    ${ }^{\dagger}$ Note that we do not have to subtract $\langle\hat{A}(t)\rangle^{2}$, as all operators discussed here describe fluctuations with zero mean.

[^13]:    ${ }^{\dagger}$ We assume a specific operator ordering here. In general, the fluctuation power spectrum depends on detection method, some of which have been discussed in Sec. 1.7. However, for individual bosonic annihilation or creation operators, the difference between different orderings amounts to at most a constant.

[^14]:    ${ }^{\dagger}$ With "measuring a rotating quadrature" and "measuring in a rotating frame" we mean that the cavity mode is coupled to a rotating quadrature of the mechanical oscillator, such that linear detection of the cavity output field Sec. 1.7 effectively performs a measurement of a rotating quadrature.

[^15]:    ${ }^{\dagger}$ The phase $\phi$ is primarily set by the relative phase of the lasers. In terms of their intensity beating, the squeezed quadrature can be found at or near the maximum intensity. They do not coincide if $\delta \neq 2 \omega_{\mathrm{m}}$, in which case the squeezed quadrature lags slightly behind. The assumption that the coherent amplitudes $\bar{a}_{ \pm}$ are real leads to $\phi \approx \pi$ (equality if $\delta=2 \omega_{\mathrm{m}}$ ).

[^16]:    ${ }^{\dagger}$ The lag of the squeezed quadrature behind the laser beating mentioned in Sec. 3.2.4 is negligible for the physics that we would like to discuss. In addition, we assume that the time scale on which the measurement is performed is large compared to any other time scale in the problem. If that were not the case, we could observe rotating spectrum components that decay as $\operatorname{sinc}(\nu T)$ for their respective frequency $\nu$ and measurement time $T$.

[^17]:    ${ }^{\dagger}$ If this argument sounds familiar, it is because we have used almost the same line of reasoning to obtain the quantum limit for the phase-preserving amplifier in Sec. 1.8.

[^18]:    ${ }^{\dagger}$ We have introduced the quantum limit for amplification above (Sec. 1.8).

[^19]:    ${ }^{\dagger}$ Private communication with Anja Metelmann. Note that choosing $G_{21}=J_{22}=0, G_{11}=J_{12}, \delta=0$, yields reciprocal amplifier with unlimited gain-bandwidth product [209].

