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Abstract

Molecular dynamics (MD) simulations provide an important link between theories

and experiments. While ab initio methods can be prohibitively costly, the ReaxFF

force field has facilitated in silico studies of chemical reactivity in complex, condensed-

phase systems. However, the relatively poor energy conservation in ReaxFF MD has

either limited the applicability to short time scales, in cases where energy propagation

is important, or has required a continuous coupling of the system to a heat bath. In

this study, we reveal the root cause of the unsatisfactory energy conservation, and

offer a straightforward solution. The new scheme results in orders of magnitude im-

provement in energy conservation, numerical stability, and accuracy of ReaxFF force

fields, compared to the previous state-of-the-art, at no additional cost. We anticipate

that these improvements will open new avenues of research for more accurate reactive

simulations in complex systems on long time scales.
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Until recently, simulations of chemical reactivity were exclusively dealt with using quan-

tum mechanical approaches. Such treatments severely limited the system size and accessible

time scales. The development of the ReaxFF reactive force field has been a significant

methodological advance, which provided a new tool for atomistic simulations in computa-

tional molecular science. By exploiting a mapping between bond distance and bond order,1

together with sophisticated many-body correction terms, ReaxFF allows us to describe differ-

ent bonding environments (covalent, molecular, metallic, and inorganic) on an equal footing.

Furthermore, dynamic partial charge partitioning schemes2–4 allow us to account for po-

larisation and charge transfer during chemical reactions. A single, properly parameterised

ReaxFF force field5–9 can reach excellent accuracy for structural and energetic features in

many challenging systems compared to ab initio methods. Moreover, ReaxFF is signifi-

cantly less costly than DFTB10 or neural network potentials.11 Noteworthy applications of

ReaxFF include the study of combustion and fuels chemistry,12–14 heterogeneous cataly-

sis,15–17 nanotechnology,18–22 enzymatic reactions,23 high-energy materials,24–32 and aqueous

phase chemistry,33–36 among others.

Despite its wide applicability and popularity, energy conservation in ReaxFF MD is

inferior compared to non-reactive force fields. Although thermostats can be used to keep

the average temperature fixed during equilibration runs, poor energy conservation severely

degrades the accuracy of any (long enough) trajectory in the microcanonical ensemble.

In this Letter, we identify and analyse the problem of poor energy conservation in

ReaxFF, and suggest simple modifications to the formalism, as well as to several run-time

parameters. Key to our analysis is Energy Landscape Theory,37,38 which analyses the rela-

tionships between stationary points on the multidimensional PES and observable properties.

Geometry optimisation algorithms, which are central in the Computational Potential Energy

Landscape perspective, are highly sensitive probes of the underlying potential energy sur-

face (PES), since they rapidly highlight unphysical features, such as stationary points of the

wrong Hessian index, a bad condition number, or presence of discontinuities. Once identi-
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fied, such features and their possible effects can be thoroughly investigated.39 Notably, such

sensitivity to the PES topography is seldom evident in standard MD or monte carlo (MC)

simulations, which tend to be much more “forgiving” of such fatalities. Hence, potentially

detrimental features of the landscape can be missed.

We begin our analysis, which is based on the reference code by van Duin,16 with several

benchmark systems for subsequent geometry optimisation using the highly robust L-BFGS

algorithm.40–42 The chosen structures vary in complexity and have published parameter-

isations. The systems, together with their respective force fields, are: a van der Waals

dimer of 2,4,6-trinitrotoluene (TNT),27 alanine dipeptide,43 cyanoethylene and cyclopenta-

diene (Diels-Alder reactants)25 and tryptophan zipper 2 (trpzip2) peptide.43.44 Lastly, we

consider three more challenging systems: bulk liquid water,34 a single crystal of TNT27 (or-

thorombic polymorph, dimensions: 14.991×12.154×20.017) and a single crystal of Benzene45

(orthorombic polymorph I, dimensions: 14.888× 19.100× 13.840).

The outcome of these calculations is summarised in Table 1. The results clearly demon-

strate how geometry optimisation using ReaxFF force fields for different systems can be prob-

lematic. In five out of seven cases, we have been unable to converge the structure to a local

minimum, for which we require a root-mean-squared gradient (RMSG) of 10−6 kcal mol−1 Å−1

or less. Starting with relatively simple systems: alanine dipeptide (22 atoms) and TNT dimer

(42 atoms), the RMSG values (in kcal mol−1 Å−1) of the final structures were 4.15×10−1 and

6.70× 10−2, respectively. The trpzip 2 system (220 atoms), which has more soft degrees of

freedom, and bulk liquid water system (384 atoms), could not be refined below an RMSG of

1.45 and 8.27×10−3, respectively, indicating that the structures are not close to a local mini-

mum. A similar situation is encountered with the TNT crystal, which reaches a final RMSG

value of 0.51. The impressive convergence of the Diels-Alder (19 atoms) and Benzene crystal

(168 atoms) systems should probably be regarded as success for the robust performance of

the L-BFGS algorithm, even for slightly noisy or ill-conditioned landscapes.41

The ReaxFF total energy expression contains over a dozen components, including both
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Table 1: Total energies ( kcal mol−1) and lowest RMSG ( kcal mol−1 Å−1) achieved
for several systems following L-BFGS geometry optimisation.

System Final Energy ( kcal mol−1) RMSG ( kcal mol−1 Å−1)

TNT vdW dimer −4.88× 103 6.70× 10−2

TNT crystal −3.97× 104 0.51
Alanine dipeptide −2.30× 103 4.15× 10−1

Diels-Alder reactants −2.37× 103 9.35× 10−9

trpzip2 peptide −2.53× 103 1.45
liquid water −3.38× 104 8.27× 10−3

Benzene crystal −1.00× 104 0.95× 10−6

bonded and non-bonded terms. A careful comparison between the analytic and numerical

derivatives of the various energy contributions revealed that, besides the long-range terms,

practically all analytic partial gradients disagreed with the numerical values (calculated by

a standard central finite-difference scheme).

In ReaxFF, each valence term is made bond order dependent to allow smooth transitions

in energies and forces during bond making and breaking. This foundation lies at the heart

of the design philosophy. Due to the complexity of the ReaxFF force field, we will first

illustrate our analysis for a N2 molecule with the energetic materials force field.25 N2 is

the simplest system that spans the whole range of bond orders (i.e. starting from a triple

covalent bond up to full dissociation), and does not contain any additional valence terms

aside from the bond energy and related coordination corrections. ReaxFF includes long-range

interactions between bonded atoms, and irrespective of connectivity, shielded van der Waals

(vdW) and Coulomb interactions are calculated between each pair of atoms. Together with

the bond energy, they constitute the two-body interactions in the system. Starting with the

equilibrium structure, we performed a series of bond compression/expansion experiments,

and calculated the corresponding potential energy and RMSG for each configuration, as a

function of bond length (Figure 1).

Figure 1a shows that, while some energy contributions for N2 appear smooth and contin-

uous, the bond energy features a cusp at approximately 2.5 Å, which clearly breaks differ-

entiability at this point, and renders the gradient discontinuous. The vdW energy, which is
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Figure 1. Bond compression and expansion curves for molecular N2. (a) Potential energy
contributions in the system. Total energy (blue line), Bond energy (black line), Atom energy
(orange line), vdW energy (yellow line), and RMSG (cyan line). (b) Total bond order (black
line), and RMSG (cyan line). The inset focuses on a discontinuous region.
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modelled by a distance-corrected Morse potential, and the atom energy, which provides sta-

bilisation/penalty for under-/over-coordinated atoms, remain smooth functions of distance.

The bond energy is a sum of three terms: σ, π, and ππ bond energies, each of which is an

explicit function of a corresponding bond order. However, looking at the variation of the total

bond order as a function of distance (Figure 1b), we see that this function is discontinuous

with respect to distance. Similarly to the bond energy, the total bond order is a sum of the σ,

π, and ππ contributions, which, in turn, depend on the bond distance. Thus, the energy and

gradient terms, which depend on the total or partial bond orders either implicitly or explicitly,

experience a discontinuity whenever the bond orders do. Obviously, such discontinuities in

energies and forces will cause any gradient-based optimisation algorithm to fail.

In addition, numerical stability and, as a result, energy conservation during an MD

simulation, are also compromised. Due to the finite time step size used in the integration of

the equations of motion, the total energy has systematic fluctuations on a short time scale

and a diffusive drift with an upward bias on a long time scale. Although both the fluctuations

and the drift are acceptable if sufficiently small, unacceptably large drifts, can sometimes be

obscured by large fluctuations until a significant part of the simulation has been performed.

The resulting inaccuracy of such a simulation can produce unphysical behaviour and wasted

computational resources.

We have determined that the origin of the poor energy conservation in ReaxFF is the

use of several bond order and bond distance cutoffs. In each new configuration (or every

time step), the various energy and force contributions are evaluated according to an updated

bond order connectivity matrix. If a specific group (bond, angle, torsion or a hydrogen-bond)

crossed the respective cutoff threshold, that group is discarded, and does not contribute to

the respective energy/force contribution. Specifically, ReaxFF typically uses a bond order

cutoff criterion of 0.001 for bonds, 0.0001 for valence angles and torsions, and 0.01 for a

hydrogen-bond. In addition, it employs a distance based cutoff between a hydrogen atom and

hydrogen-bond acceptor of 7.5 Å. The neglect of such small interactions affords a substantial
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reduction in the memory and CPU time requirements, especially for large systems and long

simulation times, which ReaxFF was designed to tackle. Since all cutoffs can be included as

adjustable parameters during force field parameterisation, any errors that arise due to the

neglect of some interactions are compensated for. Consequently, cutoffs must be considered

an integral part of a force field. Apart from the bond order cutoff, all other valence cutoffs

are not enclosed in the ReaxFF force field file, so great care should be taken when one

uses published parameterisations with “default” values for all the remaining cutoffs, without

thoroughly testing their effects.

To overcome the difficulties associated with bond order and bond distance cutoffs in the

short-range terms in ReaxFF, one can choose to gradually lower the bond order cutoffs,

and increase the donor-acceptor distance in hydrogen-bonded pairs. This solution seems to

be the easiest in terms of implementation, and in fact, holds a key advantage: the various

functional forms of ReaxFF are left intact, which guarantees a high level of transferability for

the parameterised force field. However, at the same time, this solution results in a substantial

increase in the memory and CPU time for all but the smallest systems. In addition, it does

not cure the various discontinuities.

Another possible solution is to identify the potential functions that are especially sensitive

to bond orders and have large gradients, and modify them accordingly, so that the change

in the function value with respect to vanishing bond orders is significantly slower. Such

a solution was recently attempted by Shchygol et al.,6 where new functional forms were

developed for the torsion and 4-body conjugation energy terms. The correction significantly

reduced the discontinuity in the torsion angles, and allowed the authors to successfully

minimise several challenging molecules.

To completely eliminate all the short-range discontinuities without counting negligibly

weak interactions, we propose to use tapering functions to smoothly transition between

bonded and non-bonded environments, while leaving regions outside the tapering range

intact. Tapering functions are a popular choice in many simulation codes,46–48 but differ
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in their functional forms. Nevertheless, as demonstrated below, several conditions have to

be strictly met, besides continuity of the tapering function itself, to avoid problems such as

artificial minima, poor energy conservation, and numerical instabilities.

The minimal requirements for a tapering function, S(x), are:

1. Smooth and monotonic decrease from 1 to 0 in a predefined tapering range, xr

2. Smooth 1st and 2nd derivatives

3. Vanishing derivatives at the limits of xr

The rationale for the above conditions is the following: the tapering function should inter-

polate between two limits of a discontinuous function, f(x), where for one limit: f(xmax) =

fxmax , corresponding to a bonded environment, while at the other limit f(xmin) = 0, i.e.

a non-bonded environment. Condition 1 guarantees a smooth transition between the two

limits, without introducing artificial stationary points. The numerical stabilities of geometry

optimisation and integration algorithms generally depend on the smoothness of the 11st and

2nd derivatives.49 Since S(x) is a constant outside the tapering range, its derivatives must

be zero at the edges. Hence, conditions 2 and 3 must be met to ensure overall smoothness

within and beyond the tapering range.

Although several functional forms have been previously suggested for a tapering function,

we find that many of them fail to comply with conditions 2 and 3. A cosine taper50 function

with half a wavelength equal to xr, and a cubic polynomial,51 both have finite non-zero 2nd

derivatives at the limits. The sine taper function52 has finite non-zero 1st derivatives at the

limits, which also violates conditions 2 and 3. The EAM taper function53 has a finite non-

zero 2nd derivative at one limit, again violating the required conditions. Damping functions,

which are in broad use in empirical vdW corrections for density functional theory,54,55 were

designed to asymptotically approach the limit of zero damping, thus the 1st derivative does

not have a compact support, violating condition 3.
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The most general tapering function that satisfies all the above conditions is a 5th degree

polynomial in bond order (or bond distance) between an atomic pair. Any higher degree

polynomial can be used as well, with the advantage of a smoother transition region. A

recent study has demonstrated that for a system of Lennard-Jones particles, and using a

symplectic integrator, the total energy is well conserved for at least 108 time steps, provided

that the potential and its first four derivatives are continuous.56 This result originates from

the existence of a slightly modified, shadow Hamiltonian (H̃), for symplectic integrators,

which the discrete trajectories follow. H̃ is related to the original Hamiltonian, H, by an

asymptotic expansion in time step size, and does not suffer from a long term energy drift

due to a bounded error.57,58 The existence of the first non-trivial term in the expansion

requires that the potential and its first four derivatives are continuous, and it is only under

this condition that the total energy remains constant for long periods of time.

ReaxFF employs a 7th degree polynomial to smoothly truncate the long-range Coulomb

and vdW interactions14 at the long tail boundary (typically xcut=10 to 12 Å). This long-

range tapering begins at x = 0 up to x = xcut and ensures energy is conserved when charges

move in and out of the cutoff boundary. Maintaining consistency with the ReaxFF long-

range treatment, and to take advantage of better energy conservation during dynamic bond

making and breaking processes, we propose a similar 7th degree polynomial to taper the

short-range valence interactions [eqs. (1) and (2)]. The continuity of the polynomial ensures

overall smoothness of the potential and its derivatives up to 3rd order at the cutoff boundaries

(Supporting Information, Figure S1). Our choice establishes a compromise between good

energy conservation and self-consistency on the one hand, and low computational overhead

on the other hand:

S(x) =


0, for x ≤ xmin

Tap7th(x), for xmin ≤ x ≤ xmax

1, for x ≥ xmax

(1)
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Tap7th(x) = S7 × x7 + S6 × x6 + S5 × x5 + S4 × x4 + S3 × x3 + S2 × x2 + S1 × x1 + 1 (2)

where the Si coefficients can be determined by conditions 1-3 above to obtain eq. (3):

S1 = 140/x1r , S2 = −210/x2r , S3 = 140/x3r , S4 = −35/x4r ,

S5 = 84/x5r , S6 = −70/x6r , S7 = 20/x7r , xr = xmax − xmin.
(3)

We note that another possible choice is the class of C∞-continuous transition functions,59

one of which is presented in eq. (4):

S(x) =
1

1 + e
xr×

(
1

x−xmax
+ 1

x−xmin

) . (4)

As mentioned above, the ReaxFF architecture includes several different cutoffs for bond

order and bond distance. Some of them, such as those employed for the long-range interac-

tions and the total bond order, are specified in the force field parameters file (parameters 12,

13 and 30, respectively). For the valence and torsion angles, additional bond order cutoffs

are set in the “control” file, which is a necessary run-time ingredient. Since each energy term,

aside from long-range terms, is bond-order dependent, tapering the total bond order and in-

dividual σ, π, and ππ terms, removes the discontinuity from almost all valence energy terms,

except for the hydrogen-bond term. Hydrogen-bonds are explicitly defined based on the

bond order of the donor· · · hydrogen pair and the distance between the hydrogen· · · acceptor

pair (the angle formed by the triplet of atoms participating in the hydrogen-bond is the

third ingredient). Hence, in addition to tapering the bond order dependence, a separate

tapering operation is needed to ensure continuity of the hydrogen· · · acceptor bond distance

dependence.

Based on the 7th degree tapering polynomials for bond order and bond distance, we have

derived new, minimally modified, functional forms for the various energy terms in ReaxFF,
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with corresponding 1st derivatives. The tapered bond orders and energy contributions are

presented in eqs. (5) to (12):

BO
′

ij = S(BO
′σ
ij )×BO′σij + S(BO

′π
ij )×BO′πij + S(BO

′ππ
ij )×BO′ππij (5)

Ebond = Ebond (6)

Eval = Eval × S(BOij)× S(BOik) (7)

Epen = Epen × S(BOij)× S(BOik) (8)

Ecoa = Ecoa × S(BOij)× S(BOik) (9)

Ehbond = Ehbond × S(BOij)× S(rik) (10)

Etors = Etors × S(BOij)× S(BOik) · S(BOjl) (11)

Econj = Econj × S(BOij)× S(BOik) · S(BOjl) (12)

We note that the bond orders that appear in eq. (5) are corrected for over- and under-

coordination before any of the valence energy contributions, eqs. (7) to (12), are calculated.

Also, note that the expression for bond energy, Ebond, does not require additional tapering

beyond the bond order tapering that is performed for the bond orders [eq. (5)]. This is

because all the other terms have specific cutoffs in addition to the bond order cutoffs.

Besides the bond order, valence angle, torsion angle, and hydrogen-bond cutoffs, ReaxFF

uses additional, hard-coded, cutoffs that might lead to energy discontinuities. These are pow-

ers (squared and cubed) of the valence and torsion angles cutoffs, which are used to further

reduce the number of pairs and triples of atoms. In addition, a third layer of truncation is

employed on the corrected bond orders, where the σ, π and ππ bond orders are set to zero,

if their value falls below 10−10. Although this is apparently a small threshold, we find that it

also leads to energy discontinuities. Hence, all the aforementioned hard-coded cutoffs were

completely disabled in this study. For the bond order and bond distance cutoffs, we have

chosen a tapering range of xr = xmax − xmin = 3xmin and 0.9xmax, respectively, where the
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values for xmin and xmax were specified above.

We now analyse the performance of the newly formulated, tapered ReaxFF, first re-

turning to the simple benchmark system of molecular N2. As is clear from Figure 2a, the

discontinuity in the RMSG disappears and all energy terms are now continuous. All the

energy curves remain nearly identical to the original ones due to the limited tapering range.

This result is encouraging since it suggests that no reparameterisation of available force fields

will be required for the new formulation. However, at the same time, the tapering transition

introduces a bump in the RMSG curve, which manifests itself as an artificial force during

dynamics. We note, however, that this result and the previous bond compression/expansion

curves for N2 were generated with a cutoff larger by 3 orders of magnitude compared to the

optimised value in order to highlight the problem. For typical cutoffs, the artificial force

that is produced by the tapering polynomial is significantly reduced, and does not have

any noticeable effect. All the other benchmark systems used the typical values for every

cutoff, and the resulting structures successfully converged to local minima with vanishing

forces. Figure 2b presents a comparison of the final structure of trpzip2 peptide for the

tapered ReaxFF and the original formulation. The original structure deviates significantly

from the true local minimum, and is the result of an unsuccessful optimisation. The RMSD

between the structures is 1.479Å, indicating that the final structure obtained with original

ReaxFF is far from a local minimum. The trpzip2 structure serves as a useful benchmark

problem for optimisation because of the relatively large number of degrees of freedom, and

the soft modes, including both torsional and hydrogen bonded interactions. For the tapered

ReaxFF, however, there is no problem and the L-BFGS algorithm smoothly converges to a

local minimum.

Usually, slight deviations from the optimised structure do not have any direct effect on

subsequent dynamics, and geometry optimisation is mainly used in MD simulations to avoid

initial steric clashes between atoms. Hence, provided that the system starts not too far

from a nearby local minimum, and the temperature in the subsequent dynamics stage is
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Figure 2. Performance of Tapered ReaxFF for benchmark systems. (a) Two body energy
curves and RMSG for molecular N2. (b) trpzip2 peptide structures after geometry opti-
misation. Red: original ReaxFF, Green: tapered ReaxFF. Ribbon representation for an
antiparallel β hairpin prepared using VMD.60
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not too high compared with the surrounding barriers, the dynamics will not be dramatically

affected. On the other hand, if the system starts in a region where relevant barriers are

comparable to kT , the system might jump out of the catchment basin to a distant state,

and subsequent dynamics could be severely affected. Moreover, if the initial forces are large,

energy conservation could potentially be violated if the time step size is not small enough.

To compare the two formulations, original ReaxFF and tapered ReaxFF, with respect

to dynamics, we have performed a set of MD simulations on four systems: trpzip2 peptide,

a single crystal of TNT, bulk liquid water and a single crystal of Benzene. These systems

constitute several challenging cases. Liquid water and biomolecules, such as the trpzip2

peptide, are usually simulated at room temperature, and such systems are particularly prone

to being trapped in intermediate states for prolonged periods of time. On the other hand,

simulations crystalline materials are challenging because they are periodic systems, with both

molecular and crystalline degrees of freedom. In addition, the decomposition of energetic

materials, such as TNT, results in highly exothermic reactions, which leads to additional

heating and very rich chemistry.27 Thus, decomposition mechanisms and the corresponding

kinetics could be significantly affected by poor energy conservation.

For the peptide, thermalisation and equilibration runs were conducted at room tempera-

ture prior to a production run in the NVE ensemble. Thermalisation was achieved by heating

the system to 300 K during 10 ps using a Berendsen thermostat with a coupling constant of

25 fs. Then, a further constant temperature equilibration at 300 K was carried out for 50 ps.

In the final stage, the system was evolved in the NVE ensemble for another 50 ps, and we

then compare key thermodynamic and structural features between the two ReaxFF formu-

lations. For the water system, heating to 300 K during 10 ps and thermalisation at 300 K for

additional 10 ps were carried out before a pressure equilibration stage (300 K, 1 atm) which

lasted 50 ps. At this point, NVE simulation was started for additional 50 ps. The time step

size during all stages was set to 0.25 fs, which reflects a conservative choice.

For the case of TNT crystal, a standard “cookoff” procedure24 was simulated, where an
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ultrashort (1 ps) heating (to 4500 K) stage on a geometry optimised and pre-equilibrated

crystal (300 K, 1 atm) was followed by an NVE stage for 20 ps. The time step size used

in these stages was 0.05 fs. For Benzene, the system was heated to 218 K during 10 ps.

Thereafter, a thermalisation stage (10 ps) followed before commencing the final stage of

NVE dynamics for another 20 ps. For these low temperature calculations, the time step size

was 0.25 fs.

We begin with the analysis of the trpzip2 peptide system. The resulting temperature evo-

lution for both formulations was very similar (Supporting Information, Figure S2), suggesting

that possible artificial forces in the tapering region did not cause any system heating. The

radial pair distribution function was calculated based on the carbon backbone and displayed

identical patterns for the two structures (Supporting Information, Figure S3). This result

further supports the validity of our implementation, and demonstrates that both the short-

and long-range order in the system remain intact. However, a rather surprising discrepancy

was observed in the all-atom RMSD plots (Supporting Information, Figure S4), in which

the initial structures at t = 0 served as a reference. According to these results, the trpzip2

peptide in the original ReaxFF is “softer”, with up to 40% larger RMSD values. Although

differences in RMSD plots are traditionally attributed to the presence of artificial forces (or

minima) that tend to restrict the motion of the covalent framework,51,61,62 our results do not

support this proposition. A careful analysis and visualisation of the structure, revealed that

the original ReaxFF led to dissociation of an ammonia molecule at the very beginning of the

heating stage. Clearly, this dissociated state might imply a force field artefact, however it

highlights an important and commonly overlooked role for geometry optimisation: not only

to avoid steric clashes but also to produce more stable dynamics. In this case, the original

ReaxFF potential could not be converged to a local minimum, but produced a high-energy

structure, which resulted in unphysical dissociation at 300K. On the other hand, several

independent tapered ReaxFF simulations did not exhibit this behaviour.

The densities of the TNT single crystal following the NPT simulation stage were 1.59
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and 1.69 g/cm3 for the original and tapered ReaxFF, respectively. Both values are in good

agreement with the experimental density at room temperature (1.65 g/cm3) and we note

that no (artificial) dissociation occurred during the equilibration stages. Since it is known

that the thermal decomposition of many organic high explosives is pressure and density-

dependent,26,27 we have used the equilibrated configuration of the tapered formulation as

the starting point for the “cookoff” stage with both formulations. This choice provides a fair

comparison, so any differences between the two simulations should be primarily attributed

to the discontinuous energies and forces.

The water system exhibited a similar behaviour in both formulations during the heat-

ing and equilibration steps. Specifically, the obtained density at the end of the pressure

equilibration stage was 1.01 g/cm3 for both formulations, in excellent agreement with the

experimental density at STP conditions of 0.99 g/cm3. The radial pair distribution function

between Oxygen atoms during NVE dynamics was very much similar in both formulations

(Supporting Information, Figure S5). For the case of the crystalline Benzene system, no

difference was observed between the formulations during the heating and thermalisation

stages. These findings further substantiate the validity of our approach and suggest a broad

transferability.

Arguably, the most important comparison between the two formulations is the total

energy evolution in the system during NVE dynamics. Poor energy conservation leads to

deviation from Hamiltonian dynamics, and thus results in unphysical behaviour. Therefore,

methods that fail to conserve the energy of closed systems should be avoided, regardless of

whether they are used in simulations for NVE or other ensembles. Continuous coupling to a

heat bath only masks the inherent problem, and prohibits accurate simulations of observables

that are sensitive to energy propagation.

Figure 3 presents the total energies of the trpzip2 peptide, TNT single crystal, bulk water

and Benzene crystal systems for the original and tapered ReaxFF formulations. The tapering

of the valence interactions leads to a dramatic improvement in energy conservation for all
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Figure 3. Total energy conservation during NVE dynamics for original (red line) and
tapered (blue line) ReaxFF. (a) Trpzip2 peptide; (b) TNT single crystal; (c) Liquid water;
(d) Benzene single crystal
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systems. Three general observations are worth mentioning: (a) the fluctuations around the

mean total energy in the original ReaxFF implementation are substantially larger; (b) the

mean total energy in the original ReaxFF implementation rises steadily. Whereas the former

problem is related to the discrepancy between the discrete and analytic Hamiltonians due to

roundoff errors,56 the latter effect is a systematic error that originates from the discontinuities

in the potential and its derivatives in the shadow Hamiltonian. In the tapered case, the total

energies remain bounded in the long time limit; and (c) the total energy in the case of

the TNT system with a tapered ReaxFF formulation exhibits a somewhat small but still

noticeable increase. Considering the very high temperature of the system (>5000 K), this

effect may result from the finite time step, or from the relatively short neighbour list distance

(5 Å), or from a neighbour list update interval that is too short (every 25 time steps), which

is the ReaxFF default.

Analysis of the energy conservation and drift rate reveals a dramatic improvement for

the new tapered formulation (Table 2). We used a linear fit to calculate the drift rate from

the last 20 ps, while the degree of energy conservation was calculated from the difference

between final and initial energies relative to the initial total energy. For trpzip2, the original

formulation gains on average 0.41 kcal/mol every 1 ps, which yields an energy conservation

of 0.08% over 50 ps. We can extrapolate to the 1 ns time limit (assuming a linear drift), to

obtain a gross estimate of the energy conservation for a more realistic time scale in modern

all-atom MD simulations. This extrapolation results in energy conservation of 1.6% and is

probably a lower limit. In the case of the TNT system, the original formulation gains almost

30 kcal/mol every 1 ps, which amounts to a substantial violation of energy conservation

(3.57%) during this relatively short simulation. For the liquid water and the Benzene crystal

systems, one can notice a substantial improvement in the conservation of the total energy.

By extrapolation of the original ReaxFF values to a 1 ns limit, these systems exhibit total

energy violations of 2% and 41%, respectively. Remarkably, the tapered formulation results

in no noticeable change in the total energy of these systems, as is expected from a symplectic
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integrator.

Another standard measure of simulation accuracy, besides long term energy conservation,

is the ratio of the fluctuations in total energy, 〈∆E2〉1/2, to the fluctuations in the kinetic

energy of the system, 〈∆KE2〉1/2. Typical values that are considered acceptable for this

quantity are < 10%.61,63 Table 2 shows that the tapered formulation achieves good accuracy

in both systems, while the original ReaxFF is less reliable.

A detailed analysis of the temperature evolution and final stable products at the end of

the TNT NVE simulation revealed that the original formulation leads to a constant heat-

ing, ultimately reaching temperatures of almost 7000 K, before severe numerical instabilities

halted the run. The final state of the system consisted of mainly evaporated atoms. For

the tapered ReaxFF a steady state temperature of 5500 K was maintained, and several ther-

modynamically stable detonation products were observed (N2, H2O, CO, H2 and soot). All

other systems exhibited similar reactivity for the two formulations due to the low system

temperatures, except for the minor dissociation of trpzip2 peptide during the initial heating

stage.

Table 2: Total energy drift rate ( kcal mol−1 ps−1), energy conservation (%), and
ratio of square root of the fluctuations in total energy to fluctuations in kinetic
energy (%) for two systems using the original (O) and tapered (T) ReaxFF
formulations

ReaxFF trpzip2 TNT crystal liquid water Benzene crystal

Formulation O T O T O T O T
Drift rate 0.41 0.02 27.86 1.01 0.10 0.00 2.04 0.00
Energy conservation 0.08 0.003 3.57 0.51 0.01 0.00 0.23 0.00
(〈∆E2〉/〈∆KE2〉)1/2 68.87 3.69 74.72 4.86 14.12 1.21 152.48 1.28

At this stage, we would like to comment on the choice of the tapering range for the

short-range bond order and distance cutoffs in tapered ReaxFF. From Figure 1a, we note

that rather high artificial forces can be introduced if the discontinuity is large compared to

the tapering range. Indeed, it was shown that for long-range Coulomb interactions, even with

standard cutoffs (10-12Å), these forces could lead to significant distortions of the structure,
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in addition to the appearance of artificial minima on the potential energy surface.51,62 Using

large tapering ranges successfully mitigates this problem, which is not too severe for the

valence terms, compared to electrostatic interactions. To estimate the sensitivity of the

force field to the tapering range, we have repeated the calculations for the N2 molecule using

the same exaggerated bond order cutoff for different tapering ranges, as shown in Figure 4.
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Figure 4. Effect of tapering range, xr = xmax − xmin, on the potential energy terms and
RMSG of molecular N2. Top panel: xmax = 2xmin, Middle panel: xmax = 4xmin, Bottom
panel: xmax = 6xmin

We infer from Figure 4 that the potential energy terms and the RMSG are rather insensitive

to the particular tapering range within reasonable bounds. In all the examples, no artificial

minima were introduced, although there are some artificial forces in the tapering range.

However, this example uses a bond order cutoff exaggerated by 3 orders of magnitude. Using

typical bond order cutoffs results in no artificial forces whatsoever, even for the relatively

narrow tapering range of xmax = 2xmin.

If, for any particular system, the tapering range leads to somewhat large changes to the

potential, the respective force field can be easily reparameterised. With a slight adjustment of
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the force field parameters, any differences between ReaxFF and the target ab initio potential

energy surface will be minimised. In the current study, such reparameterisation was found

to be unnecessary.

To further validate the transferability of our approach, we have compared the predicted

energies for a large set of organic materials between tapered and original ReaxFF formula-

tions with respect to DFT calculations (calculated at the B3LYP/6-31G(d) level or better).

The dataset is composed of energy differences for various bond compression and expansion

curves, valence and torsion angle bending, heats of formation, sublimation energies and reac-

tion barriers. It includes both molecules and crystal phases of common high-energy materials,

overall resulting in over 1600 equilibrated species and 40 reaction pathways64 (Figure 5).
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Figure 5. Performance of tapered and original ReaxFF on a dataset of high-energy materials
with respect to QM energies from DFT calculations

We make two key observations regarding the comparison presented in Figure 5. Firstly,

the performance of the original ReaxFF force field27 is very impressive, showing minor de-

viations in the high-energy, statistically unlikely, structures, where high accuracy is usually

sacrificed in favour of more stable structures during parameterisation. Secondly, the tapered
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formulation has an almost identical performance in terms of both accuracy and precision,

compared to the original formulation. These results further validate our approach and im-

plementation, and suggest that the same formulation can be used with existing parameters

for published force fields. We also note that the tapering scheme does not have have any

significant computational overheads in a typical ReaxFF simulation. This is because the

most time consuming stage in ReaxFF MD is the iterative solution of the partial charges,

which do not depend on bond orders. Moreover, the scheme is compatible with all major

simulation codes, including LAMMPS,65 PuReMD66 and GULP.48

The numerical smoothness and orders of magnitude increase in simulation accuracy (at

no additional cost) will facilitate exciting new applications for ReaxFF force fields, such as

accurate all-atom simulations of biomolecular chemistry for unprecedented time scales.
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